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Foreword

Ecosystem Change and Public Health: A Global Perspective, edited by Joan Aron and
Jonathan Patz, is one of those books that has long been due. It will quickly find a
place on the shelves and tables of students, teachers, and professionals working in
a broad range of disciplines.

Because the theme—the interface between ecosystem change and public
health—is so extraordinarily complex, relevant literature and information
sources are spread throughout a multitude of different disciplines, from biology,
chemistry, and physics all the way to the social, economic, and behavioral sciences.
As a consequence, students, faculty, and researchers interested in this area have
lacked a primary source of inspiration and reference for their work.

This is no longer the case. A carefully selected list of contributors provides the
reader with the navigation tools needed for successful exploration of this inter-
face. Embracing the principle that less is more, the book avoids the temptation to
become a source of encyclopedic reference for every discipline. It uses instead
modern pedagogical approaches to encourage active learning—where discovery
is more important than passive absorption of text—and acts as a platform from
which to begin investigating the effects of global ecosystem changes on public
health. This innovative approach is undoubtedly good news.

This first textbook on research methods in this area also stresses the combi-
nation of investigations into health outcomes with integrated assessment for pol-
icy development, which generates insights into the uses and limitations of projec-
tions into the future. This is accomplished by structuring the book into three parts,
the different chapters of which, being cross-referenced, can be read in any order:
(1) approaches to the complex topics of the effects of global change on human
health, (2) environmental changes, and (3) case studies, which link facts about the
effects of global change with the methods needed to understand and remedy them.
There is a great need for further research in this area and for innovative approaches
in tackling the complex, multivariate dependent phenomena that are observed—
as illustrated, for example, by the ongoing debate on the influence of global climate
change on the continuing spread of malaria.

As we enter the twenty-first century, the health implications of a destabilized
global ecosystem are an increasing challenge to scientists, physicians, govern-
ments, and the general public. This innovative textbook will undoubtedly become
a major source of inspiration for those working and researching in this area of such
need.

Carlos Morel
Director
Special Programme for Research and Training
in Tropical Diseases, UNDP/World Bank/WHO, Geneva
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Preface and Acknowledgments

This textbook, published in the year 2001, introduces a new curriculum for stu-
dents and professionals studying linkages between global ecosystem change and
public health. To the extent that these interactions are highly complex and not at
all straightforward, this book could not have been written without the hard work
and dedication of the contributing expert authors, to whom we are most grateful.
This textbook also might not have been written if not for funding support from
the Climate and Policy Assessment Division within the Office of Policy, U.S. En-
vironmental Protection Agency (EPA). Dr. Joel Scheraga, Division Director, has
demonstrated insight and vision in his support for activities that address the wide
gap in our current knowledge of links between ecosystems and public health. Dr.
Scheraga now serves as director of the Global Change Research Program within
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e-mail conferences early in the book’s development. Excluding the chapter au-
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ists, three epidemiologists, two veterinarians, two international health physicians,
two environmental epidemiologists, and one each from the disciplines of occupa-
tional and environmental medicine, population dynamics, environmental engi-
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Our advisory panel played a unique role in seeing that this book does, in fact,
take off where current environmental health teaching stops. Dr. Andrew Pope, of
the Institute of Medicine of the National Academy of Sciences, previously edited
Environmental Medicine: Integrating a Missing Element into Medical Education and
so could contribute firsthand experience in what had previously been developed
for environmental health education for physicians. Dr. John Balbus, from the
George Washington University School of Public Health and Health Services,
brought a perspective from the field of occupational and environmental medicine
and sees this book as a required new textbook for this medical specialty, as well as
for students in environmental science and public health.

Our senior science advisor, Prof. Alfred Buck, drew upon his extensive expe-
rience in international health and infectious disease epidemiology as a professor
at the Johns Hopkins School of Hygiene and Public Health and as an epidemiol-
ogist at the World Health Organization. To Professor Buck, the need for an inter-
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disciplinary perspective is not new. In the 1960s, he led a comprehensive health
screening program in Peru that included an epidemiologist, anthropologist, ento-
mologist, sanitary engineer, and public health personnel. In the introduction to
his book about this project, Health and Disease in Four Peruvian Villages, he wrote
that “the team concept facilitates the integration and comprehensive interpreta-
tion of the extensive field data collected by the various specialists.” Our new text-
book follows in the path established by Professor Buck over 30 years ago, incor-
porating new methods of geographic analysis and integrated assessment in the
spirit of his comprehensive approach to public health.

Our specialist in education and the use of technologies for gathering infor-
mation, Erika Feulner, crafted this multiauthored book into a true textbook for
new styles of learning for the twenty-first century. Her mission was to assist us in
structuring the book to encourage self-learning and exploration, and we believe
that she has succeeded even beyond our expectations. We also appreciate the ex-
pertise of graphic artist Mark Nardini, who helped to unify the visual style of the
graphic elements and enhance the visual clarity of the presentation. A great chal-
lenge in any volume, especially one with a diverse set of contributors, is to avoid
distracting the reader with abrupt changes in style and presentation.

During the long process of organizing and writing chapters, many people who
were not contributors or advisors provided valuable reviews, comments, and
sources. We particularly thank Leon Gordis, Mickey Glantz, Mitch Hobish, Steve
Connor, Michael Stoto, Peter Winch, Carl Taylor, Robert Zimmerman, John
Wiener, Janice Longstreth, Pieter Tans, Arnold Gruber, Bob Larson, Cinzia Cerri,
Saskia Nijhof, William Whelan, Haider Taha, Alden Henderson, Carol Rubin, and
John Feulner. Many others provided materials from a variety of sources—books
or articles not yet published, government reports not readily available, graphic el-
ements from reports, photographs—that have enhanced the quality of the book.
They are thanked individually in the appropriate chapters. We apologize to any-
one we have missed.

We also greatly appreciate the patience and excellent guidance of Wendy Har-
ris, the public health editor of the Johns Hopkins University Press. During the long
path toward production of the manuscript, she never lost faith in the project.
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Introduction: How to Use This Book

Purpose

The purpose of this textbook is twofold: (1) to raise awareness of changes
in human health related to global ecosystem change and (2) to expand the
scope of the traditional curriculum in environmental health to include the
interactions of major environmental forces and public health on a global
scale. In support of these broad purposes, this textbook incorporates mod-
ern pedagogical approaches to encourage active learning and reduce de-
pendence on the lecture format, taking advantage of electronic informa-
tion accessible on the World Wide Web.

The themes of ecosystem, environment, and ecology appear through-
out this book in the context of concerns about planet Earth that developed
throughout the twentieth century and will continue to emerge in the
twenty-first century. Each of these terms has many meanings in the litera-
ture, sometimes generating confusion as these terms are often loosely used
as synonyms. The title of the book uses ecosystem instead of environment
or ecology because ecosystem is a comprehensive term that refers to a sys-
tem of interacting biotic and abiotic elements applicable to the study of the
human population and planet Earth. Ecosystem conveys a stronger sense of
interactions than does environment, which often emphasizes the world ex-
ternal to the human population, such as toxic agents in air, food, or water.
Ecosystem also conveys a stronger sense of the importance of abiotic ele-
ments than does ecology, which usually emphasizes the biological world.
Admittedly, the distinctions between these terms are not rigid, as usage has
evolved in different ways in different groups; the important message is that
this textbook emphasizes interactions from a variety of perspectives—
biological, chemical, physical, and social.

A global perspective on ecosystem change and public health covers an
extraordinarily large and complex array of information. Global ecosystem
change refers to changes in the earth’s ecosystem that are global in extent,
including changes in local ecosystems caused by pressures of population
and consumption on local resources, which are becoming more wide-
spread. Global changes arise from the interaction of natural and anthro-
pogenic dynamics, involving a variety of factors such as climate and atmo-
sphere, water and land, and the growth and movement of the human
population. The scope of investigation is rather extensive and can fill vol-
umes and volumes in print and electronic media. A global understanding
of how people are injured, become ill, develop a disability, and die—the
core questions in the science of public health—is also a vast subject.

This textbook embraces the principle that “less is more”and avoids any
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attempt to be an encyclopedic reference for every discipline. As a place to
begin investigations of how public health is and may be affected by global
ecosystem change, the book focuses on the interface between studies of
global ecosystem change and studies of public health. Case studies, overviews
of relevant material from many fields, and pointers to additional informa-
tion help the reader to explore sources of information, develop inquiries,
and identify techniques that need to be learned. The methodological aim
is to enable the student and researcher to arrive at the intricate picture of
interactions among global change and public health by discovery rather
than by the absorption of text. This textbook integrates the contributions
from multiple authors into a handbook that aids interdisciplinary research
and study design (see Appendix A).

The Target Audience

The primary target audience is a master’s-level student in public health, es-
pecially one with a strong interest in environment and health. This book
should be helpful for students in public health seeking to integrate studies
of infectious and noninfectious diseases. The scope of the book includes
but is not restricted to infectious diseases, which are commonly taught sep-
arately from environmental health issues that focus on the toxicity of
chemical and physical agents.Another target audience is master’s-level stu-
dents and upper-level undergraduate students in a variety of disciplines—
environmental science, climatology, ecology, geography, and social science.
This book will foster the development of interdisciplinary courses that
bring together students with diverse backgrounds. Guidance on integrat-
ing multiple disciplinary perspectives avoids excessive technical jargon and
technical notation comprehensible only to specialists within a narrow
field. This book can be used as a primary or supplementary text for a
course, as well as for independent study. The common element must be a
desire to learn more about the study of global change and public health.

Multiple Ways to Use the Chapters

In this book Part I develops approaches for research, Part II describes en-
vironmental changes, and Part III provides case studies linking ecosystem
change and public health. Although all three parts are interdependent and
cross-reference each other, one strategy for using the book is to focus on
one part at a time.

Part I: Approaches. Chapters 1–5 present a diverse selection of per-
spectives and research strategies for approaching complex topics on the
effects of global change on human health. Examples illustrate successful
applications of various methods, thereby assisting the new researcher in
selecting appropriate approaches to research problems.

Part II: Environmental Changes. Chapters 6–10 present a selection of
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Introduction xxi

vital issues of today’s global change with special emphasis on atmospheric
changes and the hydrological cycle.Applying the principle of “less is more,”
this part of the book does not intend to be complete; rather, it provides se-
lected specific topics on changes in the planet’s environment and ecosys-
tems.

Part III: Case Studies. Chapters 11–14 are case studies that emphasize
the influences of global change on human health. The examples chosen
represent different environmentally related health effects in different geo-
graphic areas.Within the context of real-life situations, the case studies link
factual knowledge of the effects of global change and methods that are
needed to understand and remedy the situation.

An alternative view of the chapters sets them in a web of interconnec-
tions. Each successive chapter does not require a thorough comprehension
of all preceding chapters, and so the chapters do not have to be read in a
linear sequence. All of the chapters cross-reference each other, and differ-
ent parts of the book may serve as starting points for a course or for inde-
pendent reading. One option is to start with an overview of the human di-
mension of global change (Chapter 6) in Part II before using Part I to
develop specific approaches for research. Another option is to start with a
specific disease, such as the case study on malaria (Chapter 12) in Part III,
and then examine linkages with the changes described in Part II; Chapter
12 refers to every chapter in Part II. Yet another option is to start with the
case study on global climate change and air pollution (Chapter 13) in Part
III and then examine how the issue of global climate change appears in
other chapters; Chapter 13 refers to Chapters 6, 7, 9, 10, 11, 12, and 14 in
an overview of the potential pathways of the effects of global climate
change on public health. A course with a primary interest in water issues
may focus in depth on water resources management (Chapter 9) and on
water-related health problems (Chapter 14); references in these chapters
lead to information in Chapters 2, 4, 5, 8, 10, and 11. Readers with a back-
ground in research on global change may want to learn about study de-
signs in epidemiology (Chapter 2), whereas trained epidemiologists may
want to concentrate on applying techniques for remote sensing to global
change (Chapter 3); both of these chapters refer to Chapter 1 for an
overview of information on global change. Another group may want to fo-
cus on approaches for linking scientific data to the development of public
policy affecting environment and public health (Chapters 4 and 5). And
so on.

Electronic References and Information Literacy

Electronic references are references to uniform resource locators (URLs)
on the World Wide Web. Although each chapter includes the traditional
format of references to published books and articles, most chapters also re-



fer to some URLs. The references to URLs are used like any citation but are
set in a different typeface. For example, the notation (Environmental Pro-
tection Agency 2000) points to a traditional list of references at the end
of the chapter, but the notation (Environmental Protection Agency 2000)
points to a separate list of electronic references at the end of the chapter.
These URLs provide links to reference material that would add consider-
ably to the size of the printed book, including some color images that
would be relatively expensive to put in print. Since the information at
URLs can be updated regularly, references to URLs help the book to main-
tain currency. Of course, the addresses of URLs can and do change, but
each electronic reference includes details about the owner of the website
and the title of the page, which should make it possible to search for new
links.

Besides the URLs in individual chapters, Appendix B provides annota-
tion of major websites and a list of online directories and libraries that may
serve as gateways into new sources of information. Online libraries may
contain copies of traditional print publications, as either abstracts or full-
text documents; it is also useful to consult the website of the organization
that produces a publication of interest. Another feature of Appendix B is a
list of topically arranged websites that are smaller than the annotated web-
sites and have a stronger focus on a particular theme or regional and local
concerns. These topically arranged websites are samples of the diverse
sources of information available on the World Wide Web that may be of use
in interdisciplinary research.

With a plethora of information directly accessible via electronic
means, investigators need to develop and apply skills in information liter-
acy. Appendix A contains general guidelines for information literacy in the
world of the Internet. Chapter 1 suggests how to search for information
about issues of global change, with explicit recognition of information
from multiple disciplines. For every theme, Chapter 1 refers to chapters in
this book and selected URLs as starting points for inquiry.

The Format of Suggested Study Projects

Each of Chapters 2–14 suggests three study projects that invite the reader
to reflect upon the material in the chapter and to extend inquiry beyond
the chapter and the book. All chapters explicitly cross-reference other
chapters, thereby helping the reader to make full use of the book. The study
projects may lead to a variety of written, oral, and multimedia presenta-
tions that could be completed by individuals or teams; various combina-
tions may be used to enhance interactivity and communication among
course participants (see Appendix A). Since suggested study projects may
involve rather extensive research, they should be viewed as options rather
than as a set of exercises to be completed to demonstrate knowledge of de-
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tails in the chapter. The objectives listed for the suggested study projects
are useful aids to navigation and help an instructor make use of the chap-
ter in a formal course. However, the list of projects is not comprehensive.
Instructors and independent readers may be motivated to design other
projects tailored to specific needs.

Conclusion

The problems of global ecosystem change and their effects on public health
constitute a growing challenge to scientists, physicians, governments, and
the general public. This textbook provides an innovative structure that
permits a diversity of approaches to a complex and important subject. The
hope is that this book will motivate more and better studies of global
change and public health.
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PA R T

APPROACHES I

Part I develops approaches for interdisciplinary research on global ecosys-
tem change and public health, beginning with an examination of infor-
mation on global change from the perspective of multiple disciplines
(Chapter 1). A sample site on the World Wide Web is part of the informa-
tion on each of the major forces of natural and anthropogenic dynamics.
The next step is to focus on establishing links with public health through
epidemiological analysis that builds on basic concepts of study design—
ecological, cross-sectional, case-control, and cohort (Chapter 2). The
methodological examples also serve to illustrate a variety of health hazards
(e.g., filariasis in Egypt, trachoma in Tanzania, air pollution in China, ra-
diation-induced illness from the Chernobyl nuclear accident, and mortal-
ity in refugees from Iraq and Rwanda). More sophisticated tools for the
analysis of geographic information can be incorporated into epidemio-
logical studies, taking advantage of relatively new forms of global infor-
mation from Earth-observing satellites (Chapter 3). The discussion ad-
dresses sources of information available on the World Wide Web, including
criteria for the evaluation of the quality of datasets.

Empirical studies become part of a process of assessing risks to human
health and developing policies to protect the environment and human
health. The experience of air pollution in the United States demonstrates
four essential concepts of risk assessment—hazard identification, dose-re-
sponse assessment, exposure assessment, and risk characterization (Chap-
ter 4). Traditional risk assessment is expanded into integrated assessment,
which is a broader examination of social, economic, and environmental
factors that provides insights into decisions (Chapter 5). The aim is to en-
courage interdisciplinary research that combines mathematical models of



the consequences of different policies with a perspective on integrated as-
sessment as a participatory process.

A multifaceted strategy for research emerges from Part I. Its scope
ranges from empirical observations of what has already occurred and what
is occurring to the process of integrated assessment that requires anticipa-
tion and analysis of possible events in the future. The rationale for this or-
ganization is to encourage more and better research in empirical studies,
in the analysis of decisions about complex ecosystems, and in the devel-
opment of better connections between these two areas.

See Part II for background on environmental changes on a global scale.
See Part III for case studies on global ecosystem change and public health.

2 Part I



The issues of global change are numerous, of great complexity, and, despite
their appearance in diverse settings, strongly interrelated. Information re-
sources on issues of global change are matching this complexity by stretch-
ing across different disciplines and geographic borders, especially in the
wake of electronic transmission and access. These new demographics of
information access and retrieval are having a profound effect on contem-
porary research strategies. New criteria for selecting and evaluating infor-
mation are emerging (see Appendix A), and the researcher and student
bear a greater responsibility for making the choices among information
sources for their research projects.

This chapter will assist the reader in constructing road maps for find-
ing and using appropriate information for documenting environmental
and ecosystem changes. It is the natural precedent to the following four
chapters, which present appropriate methods for studying the influence of
these changes on human health. The complexities of issues of global
change demand from the researcher a clear vision in determining the na-
ture of his or her study, knowledge of multiple research infrastructures and
information sources, and dexterity in navigating the Internet. Three spe-
cific pitfalls in approaching complex research areas are to get overly in-
volved in the details of one issue; to lose sight of its connection to other,
equally important issues; and to fail to recognize that all such issues con-
tribute to a larger picture—in this case, global change.

Chapters 6–14 of this volume open windows to the total landscape of
complex facts and interacting agents of global ecosystem changes. This
chapter gives a bird’s-eye view of the information essential to the study of
these interacting forces. Projecting the sequential order of chapter head-
ings and subheadings into a cluster with interconnecting lines represents
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issues of global change as an intricate web of interactions. Using the visual
elements of website development, one can produce a site map (Fig. 1.1) to
illustrate the interactions that make up global change (see also Fig. 13.3).

The Interaction of Natural and
Anthropogenic Dynamics

Eons before the advent of Homo sapiens, our planet was shaped by the dy-
namics of natural forces, which affected the quality of air and water, the
formation or loss of land, and the decline or creation of natural resources.
As the twenty-first century begins, natural forces are still at work, with the
added positive or negative influence of the anthropogenic forces of our
global civilizations and cultures. The complexities of studies of global
change are rooted in the increase and variety of interactions between nat-
ural and anthropogenic dynamics underlying ecosystem change.

Interactions of natural and anthropogenic dynamics can be observed
in a great variety of specific instances of change across the globe, and usu-
ally the causes of change are not fully clear. Such situations often present
themselves as puzzles to the informed and uninformed inquirer alike,
thereby inviting potentially dangerous reactions—inertia, rash conclu-
sions, uninformed decision making, and political influence based on lack
or misinterpretation of knowledge.

The new possibilities of accessing information through the Internet,
which are still evolving and contributing to an escalating information
overload, have put stringent demands on a structured approach to infor-
mation retrieval and evaluation (see Appendix A). Determining the causes
of change in a specific situation calls on the researcher’s ingenuity and abil-
ity to construct an organized approach to the utilization of information
within a new technological environment, from retrieving, correlating, and
analyzing information found in different sources to integrating new in-
formation into sound conclusions.

The goal of an organized approach to information retrieval in the con-
text of this book is the creation of a deeper understanding of ecosystem
changes on a global scale. The diagram in Figure 1.1 should be approached
like a site map on the World Wide Web that uses this chapter’s outline to
present a schematic overview of the information and information point-
ers contained in this book. While the connecting lines in the diagram il-
lustrate the interactive dynamics of natural and anthropogenic forces, the
boxes contain selected keywords leading to sources of information about
specific phenomena or interactions in a situation of global change.

In the following text, a short paragraph will introduce each force con-
tributing to global change and focus on linkages shown in the diagram.
These linkages are supported by information found in this book and in
other sources. In each case, the description of one uniform resource loca-
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tor (URL) provides an opportunity for the reader to perform a search on
the World Wide Web. In this fashion, the design of a road map to infor-
mation sources will be started for the reader to augment and continue.
Extending beyond individual chapter references and the Resource Center
of this book (Appendix B), the road map can lead to any available and
applicable information.

Research Infrastructures

The global environment is not static. Our planet’s interacting and interde-
pendent life systems, including human life, have been forced to adapt or
change from their very beginning, millions of years ago. Innate character-
istics of resiliency, adjustment, and survival in all life forms cope with
change to varying degrees. These characteristics are tested severely when
change occurs with increased speed and severity.

Human wellness depends on the intricate balance of environmental
forces, which are governed by the cyclical exchange of life-sustaining
chemical compounds from the sea to the stratosphere. In planet Earth’s at-

Figure 1.1 Interacting dynamics of global change and selected keywords for infor-

mation searches. The solid lines indicate interactions, and the broken lines indicate that

natural disasters are subsets of the major classifications of the dynamics of natural re-

sources.



mosphere a delicate interchange and reconstitution of compounds—ni-
trogen, oxygen, sulfur, argon, and other trace gases—takes place (Warneck
1992). Transboundary pollutants disturb the cycle of chemical exchange
and subsequently upset the environmental balance (Fig. 1.2). The distur-
bance of this interchange is the backdrop of all environmental changes, re-
gardless of whether they are caused by natural or anthropogenic sources.

6 Erika G. Feulner

Figure 1.2 Pathways of transport and accumulation of continental pollutants.

Source: Redrawn with permission from Commission for Environmental Cooperation

1997, Figure 1.
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Therefore, the overarching concern of studies of global change is the in-
teraction of natural and anthropogenic dynamics and their contribution
to environmental and global ecosystem changes.

The rate of these changes during the late twentieth and early twenty-
first centuries can be represented by an acceleration curve showing the ef-
fects of changes, which vary in severity, on ecosystems and human health
in different regions of the globe. To assess these effects, to observe the rates
of resiliency, adjustment, and survival, to evaluate the increasing body of
information, and to find measures for mitigating adverse consequences
requires research of greater scope and on a larger scale—interdisciplinary
research on the global ecosystem.

Interdisciplinary research depends on access to larger bodies of com-
prehensive data and the ability to integrate individual research efforts into
an expanded scenario. This larger picture of the global environment com-
prises a multitude of factors derived from scientific studies at local, re-
gional, and global levels. Open-mindedness and acknowledgment of the
validity of different professional perspectives are prerequisite for the in-
terdisciplinary researcher. The complexity of environmental research has
already invited investigations by researchers from different disciplines of
the environmental sciences, but greater participation of the social and in-
formation sciences is needed for reaching an in-depth understanding of
the complexities involved.

In modern-day research, the information specialist, in particular, must
become part of any research project. Different modes of research and in-
formation evaluation have to be understood and applied (see Appendix A).
What used to be the librarian’s venue alone—research assistance based on
the collection of, reference to, access to, and evaluation of information—
is now largely in the hands of each individual researcher. A researcher
needs to absorb the information specialist’s skills, especially when access-
ing and evaluating information from electronic sources, to create a wider
perspective in retrieving, cross-referencing, and integrating information as
part of the research project (see Appendices A and B).

The purpose of studies of global change is to arrive at a clearer picture
and to yield more precise data on the interaction between natural and an-
thropogenic dynamics that are changing our global ecosystem. The key
word is interaction, which adds a new dimension to research performance.
There is a fundamental difference between the infrastructures of research
in the natural and biomedical sciences versus research in the social sci-
ences. Scientific research has become an increasingly specialized investiga-
tion of well-defined phenomena designed to produce measurable results.
Researchers in the social sciences, based strongly on historical values, are
taking the approach of interpreting facts from various points of view by a
process of analysis and questioning; arriving at answers by deductive rea-



soning and reaching consensus define the research results (Barzun and
Graff 1985).

The interdisciplinary researcher must be familiar with these two re-
search infrastructures and be able to apply a variety of research approaches
during the planning of an initial research strategy (see Chapter 2). The
more comprehensive the perspective in approaching a research problem,
the easier the selection of methods for shaping the research strategy (see
Appendix A, Mental Skills Development).

The Decline of Natural Resources

Different institutions will attach different denotations to the term natural
resources. It is important to consider this fact when evaluating sources on
natural resources. The four categories of natural resources regarded as the
basic life-sustaining elements of our planet are air, water, land, and energy.
These resources are intertwined and in constant interaction with each
other. Drastic changes often occur through heightened activities in one do-
main or another (e.g., volcanic eruptions, earthquakes, floods, storms),
which we accept as natural disasters and as a part of our planet’s evolution
and growth.

Recently, as Figure 1.1 illustrates, anthropogenic activity has developed
into an additional formidable force affecting the primordial life-sustaining
cycles of interaction, destruction, renewal, and restoration of our natural
resources. Anthropogenic activity has reached a level of interference with
natural dynamics that forces researchers to conduct new assessments and
include anthropogenic factors in the equation of restoring and safeguard-
ing the interaction of the life-supporting elements on our globe. All chap-
ters in this volume refer to interactions of natural and anthropogenic
dynamics.

In this chapter, the four essential natural resources are discussed se-
quentially. Many references to information sources are found within this
book and should be consulted first. Additional references to outside
sources augment the perspective of the intricate web of interactions and
relationships that shape our global ecosystem. Among the four natural re-
sources mentioned above, greater emphasis is placed on air and water than
on land and energy, mainly in correspondence to the four case studies in
Part III, which emphasize the environmental factors in air and water that
affect ecosystem change.

Air and Climate
A strong focus on atmospheric changes emerged in the scientific commu-
nity during the late twentieth century. Climate change, stratospheric ozone
depletion, and transboundary air pollution have become leading topics in
environmental research (see Chapters 7 and 13). In this context, global cli-
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mate change is quite often used as the generic term for all environmental
changes, indicating that all changes in the air caused by pollutants or
weather fluctuations are intricately linked to changes in the biosphere and
the hydrological and energy cycles (see Chapter 8). The focus on air actu-
ally means observing and measuring a multitude of interactions and chem-
ical reactions occurring from the ocean to the stratosphere and beyond.

Nearly all chapters refer to some aspect or effect of climate change,
thereby emphasizing this particular issue of global change. Chapter 7 fea-
tures a description of the intricate patterns of chemical changes in our at-
mosphere and demonstrates that the four global change phenomena—
stratospheric ozone depletion, acid deposition, urban air pollution, and
enhanced global warming—are anthropogenically induced. The author
argues that, for the “first time in geological history, humanity has changed
the earth’s environment on a global scale.”

Chapter 8 presents an added perspective by establishing links to ter-
restrial ecosystems and the water, carbon, and energy cycles. The author’s
outlook on the “global system” as a whole and the focus in Chapter 6 on
human activities and their relationship to environmental changes provide
a valuable complement to the content of Chapter 7 for understanding the
intricacy of interactions.

Chapter 13 concentrates on air pollutants, greenhouse gas emissions
from the burning of fossil fuels, and the formation of ground-level
ozone—a particular atmospheric disturbance likely to be exacerbated by
global climate change. Chapter 13 also stresses the health effects of atmo-
spheric disturbances, noting specific results of global climate change.

Our example URL on this topic (http://climon.wwb.noaa.gov/) be-
longs to the Network for the Detection of Stratospheric Change (NDSC),
a major component of the international effort to conduct research on the
upper stratosphere that has been endorsed by national and international
scientific agencies. The NDSC lists addresses and telephone numbers of ex-
perts who can be contacted for further information.

Water
Water is the signature element of planet Earth. The availability, shortage,
pollution, and quality of water are growing concerns of scientists, policy-
makers, and the public. The hydrological cycle, as information on air and
climate reveals, is an integral part of the cyclical exchange of life-sustain-
ing chemical compounds and is the main support of life as we know it (see
Chapters 8 and 9). Water is an indispensable resource of the ecosystems of
our planet and is closely linked to climate change, as documented in cases
of intense rainfall, floods, sea-level rise, and water contamination (see
Chapter 9). Many reports on infectious diseases whose appearance or reap-
pearance is traced to ecological change implicate a body of water whose



contamination is the primary cause for the onset of the illness or whose
presence provides a breeding ground for a disease vector (see Chapters 6,
8, 10, 11, 12, 13, and 14).

As water is the essential environment for sustaining life, it has also be-
come the essential arena for changes in the relationship between infectious
agents and their hosts due to altered environmental conditions. Global
change phenomena are frequently first noticed in water-related effects.

Chapters 9 and 14 are focused on water. Chapter 9 covers every aspect
of the management of water resources—the hydrological cycle, the avail-
ability and quality of water, the links between water and climate change,
groundwater exploitation, and human intervention in the terrestrial water
cycle. With its references Chapter 9 provides an excellent information base
for further water-related inquiries. Chapter 14 presents four geographic
examples of how the quantity of water affects human health. Water’s eco-
logical effects include its scarcity as a result of forced migration, the effects
of the diversion of water in the Aral Sea Basin and the Great Basin of Cal-
ifornia, and the effects of excess water, with a focus on flooding in Brazil.

Our example of a URL on water (http://water.usgs.gov/) belongs to
the U.S. Geological Survey, whose mission is to assess the quality and quan-
tity of the natural resources of the United States and to provide informa-
tion that will assist resource managers and policymakers at federal, state,
and local levels. Assessment of water quality is an important part of this
mission. The website covers all aspects of water resource management on
the national level and is frequently updated. Several programs are moni-
tored, and publications as well as links are available for additional infor-
mation.

Land
In the interactive chain of natural resources, land is quite frequently the
first place where wider audiences observe environmental changes and be-
come more astutely aware of global change. Plants, animals, and humans
are visibly in contact with land, food chains and food production are un-
derstood in terms of land use, and anthropogenic activities disturbing
the interactive cycles of natural resources are started mostly on land. Land
features its own complexities in the formation and interdependence of
different terrestrial layers—unweathered rock, saturated and unsaturated
weathered rock, soil and subsoil cover, and forest cover—components of
the ecosphere that play a major role in the dynamics of our ecosystems (see
Chapter 8).

Plant growth and food production depend on the quality and health
of the soil system. The study of soil systems has grown into its own science,
pedology. Soil systems, the pedosphere, develop from a dynamic interaction
among the atmosphere, biosphere, lithosphere, and hydrosphere.
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Many environmental scientists are interested in land use, with special
focus on land degradation, desertification, biological diversity, freshwater
resources, deforestation, and the spread of infectious disease. Land use de-
notes human activities on the land and will be addressed more specifically
under “Economic Development.”

Our example of a URL on land (http://www.soils.rr.ualberta.ca/
Pedosphere/contents.htm) is an online textbook,“The Pedosphere and Its
Dynamics—A Systems Approach to Soil Science,” which was created and
is maintained by Dr. Noorallah G. Juma, Chris Harland, and Craig Nickel
at the University of Alberta, Canada. E-mail addresses are available at the
website.

Energy
There are two distinct categories of natural resources for energy, the sun
and carbon-based fuels. The primal source of energy is the sun, which in-
teracted with water, air, and land before human evolution and is thereby
an intrinsic element of the natural resource. Natural resources for energy
are utilized by human intelligence for survival and development.

The sun is fundamental to all life on earth. Viewed from different per-
spectives, solar energy has been supporting the development of all aspects
of human evolution. Chapter 8 explains in simple terms the natural energy
cycle—the balance between incoming solar radiation and outgoing infrared
radiation. Plentiful references to photovoltaics—the technology that con-
verts light or solar energy into direct current electricity without creating
pollution—are usually found under keywords like solar energy, solar energy
systems, passive solar energy, and alternative energy.

The foremost debates on energy, however, concern the natural re-
sources found in the biosphere and lithosphere and converted into energy
only by human intervention. Our energy resources have been mostly car-
bon-based: wood, coal, oil, and natural gas. Their exploitation for human
purposes has affected the carbon cycle (see Chapter 8) and caused severe
imbalances in the interactive web of natural resources supporting healthy
life on Earth (see Chapters 6, 7, 9, and 13).

The URL selected as an example (http://www.pvpower.com/) was de-
veloped and has been maintained by Mark Fitzgerald, Science Communi-
cations, Inc., with assistance from the photovoltaic industry and govern-
ment information resources. The most recently updated pages are a history
of photovoltaics with a timeline from 1839 to the present.

Population Growth

The impact of human activity on the environment is closely linked to the
size and rate of growth of the human population. During the second half
of the twentieth century, the entire human population grew to unprece-



dented levels at unprecedented rates, adding, toward the century’s end, 90
million people each year to the world total. The cause of rapid growth was
a reduction in the death rate due to improved health conditions worldwide
(Cohen 1995, Chap. 4). The per capita rate of growth has slowed somewhat
from its peak in 1965–70 as fertility rates have declined in several popu-
lous, less-industrialized nations, but the youth of a large proportion of
the world population provides momentum for population growth into
the twenty-first century (Cohen 1995, Chapters 4 and 17). The growth of
the world population is not expected to stabilize until the middle of the
twenty-first century (World Resources Institute [WRI] 1994). Population
projections are based on the assumption that, in the long term, the fertil-
ity rate will come down where it is high and life expectancy will rise where
it is low. This assumption, however, is based on assumptions about future
human behavior, which cannot always be predicted (WRI 1994).

A larger population puts greater stress on the environment, natural re-
sources, physical infrastructures, and governments and therefore plays a
major role in the analysis of threats to ecosystems and human health. This
relationship has directed scientists’ attention—as stated in Chapter 6—to
more specific contemporary changes in the human environment, such as
urbanization and migration, which are often linked to patterns of eco-
nomic development affecting industrialization and agricultural develop-
ment (see below).

The effects of anthropogenic activities on the environment are extra-
ordinary. As stated in the World Resources Report for 1994–95 (WRI
1994), “of the many human-induced changes that have occurred over the
past several centuries, two are especially noteworthy: habitat alteration
and pollution.” Estimating the rate of anthropogenic change, however, is
extremely difficult and opens arenas of much-needed research on specific
interactions between the natural forces shaping our environment and an-
thropogenic forces (WRI 1994).

Urbanization
Human settlement patterns dictate to a large extent the wealth and health
of a society (see Chapter 6). Historically, cities have been driving forces in
economic and social development and world centers of affluence and po-
litical power. Urbanization is associated with overall improvement of the
quality of life and has been the nurturing ground for benefits like access to
information, diversity, creativity, and innovation (WRI 1996). Demo-
graphic shifts estimated by the United Nations project the development of
megacities—that, by the year 2015, there will be 26 urban areas of 10 mil-
lion inhabitants or more, all but 4 of which will be in less-industrialized
nations (see Chapters 6 and 9).

The benefits of urban development are counteracted by the stress to
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the environment and human health caused by urbanization (WRI 1998).
Urban environmental problems include lack of access to clean drinking
water (see Chapter 9), urban air pollution, and greenhouse gas emissions
(see Chapter 13). Chapter 6 is the central information source within this
book on anthropogenic changes in our environment; direct and indirect
references to urbanization can be found in Chapters 7, 9, and 11–14 (the
four case studies).

Our example URL on urbanization (http://royal.okanagan.bc.ca/
mpidwirn/urbanization/urbanization.html) is part of a Canadian site,
“Living Landscapes, Thompson-Okanagan: Past, Present, and Future.” It
presents an excellent summary of the environmental impacts and benefits
of urbanization, a treatise on sustainable urban development, and a case
study on urbanization and the Okanagan Valley, thereby providing the
elements, keywords, and links for extended studies on urbanization.

Migration
Migration—the movement of human populations—increased consider-
ably during the late twentieth century (see Chapter 6). There are several
types of migration: rural-to-urban, urban-to-rural, urban-to-urban, and,
in some countries, rural-to-rural flows have been recorded (WRI 1996).
The causes for migration differ widely, from forced migration due to al-
teration in the habitat, to the search for economic stability or opportunity,
to the avoidance of political, religious, or ethnic discontent. Migration has
become a worldwide phenomenon and drawn international attention,
which has spurred the establishment of institutions like the International
Organization for Migration.

Issues related to migration involve concerns of population growth for
individual countries (WRI 1994), immigration and emigration laws, and,
above all, the effects of large population movements on health. (See Chap-
ters 2, 6, 10, 11, and 14.) It is stated in Chapter 6 that

contemporary large-scale population movement is obviously a factor that is

changing the balance between human beings and microorganisms. Migrants

and refugees frequently live in marginal and unsanitary areas of the world and

have poor access to clean water, sufficient food, or health services. Crowded,

unsanitary refugee camps are ideal locations for the propagation and spread

of diseases such as cholera and typhoid. . . . Thus, future large population

movements present serious health risks affecting both migrant populations

themselves and recipient countries.

The URL selected as an example for migration issues (http://
migration.ucdavis.edu/mda/mdtxt.htm) is the product of a not-for-profit
organization, Migration Dialog, which prepares and distributes timely in-
formation on international migration. The organization also sponsors an



annual three-day seminar for American and European opinion leaders and
maintains a list of speakers willing to discuss migration issues.

Economic Development

While population growth is an anthropogenic phenomenon that raises
questions of environmental sustainability, the conservation of resources,
and appropriate health services, economic development has a decidedly
twofold effect on the environment. On the one hand, it can contribute to
high rates of consumption, thereby eroding natural resources and causing
environmental ills; on the other hand, it has the potential to find solutions
to environmental problems, thereby contributing to restoring the balance
of global ecosystems. The direction of economic development depends on
policy decisions worldwide and is ultimately a question of human behavior.

High rates of consumption have become a growing concern of scien-
tists, policymakers, and citizens. The need for energy, arable land, and
transportation in pursuit of a higher-quality lifestyle has eroded natural
resources through modern-day mining practices, deforestation, desertifi-
cation, construction, and poor waste management. Economic develop-
ment is the driver of commercial interests, but policy decisions must take
into account both economic and environmental interests. Economic
growth with consideration of environment protection and sustainability
has yet to be worked out.

Chapters 4, 5, 6, 7, 9, and 10 refer specifically to the need for consci-
entious decision making in balancing economic and environmental inter-
ests. WRI reports provide excellent statistics on and summaries of these is-
sues (WRI 1994, 1996, 1998). Two major forces are determining factors in
economic development: industrialization and agricultural development.

Industrialization
Industrialization is, in broad terms, a process that entails the transition of
human labor skills to operating skills for new tools, new machinery, and
inventions or innovations that enhance faster production. This process has
a long history and is substantiated by the ideas of world philosophers and
experts in many fields. It reached its mark of public recognition in the eigh-
teenth century with the industrial revolution (Drucker 1993). The indus-
trial revolution irrevocably changed society by introducing new relation-
ships into the work force and new definitions of productive work, which
rather rapidly changed the physical infrastructures of Western society. The
emergence of modern technology has affected society and human thought
continuously to the present.

The industrialization process at the beginning of the twenty-first cen-
tury has a worldwide dimension. The development of industrialization is
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responsible for vast improvements of many nations’ physical infrastruc-
tures, has produced the knowledge society, has fostered higher standards
for quality of life, and is—in its negative aspects—in ideological conflict
with environmental sustainability. Researching industrialization issues in
relation to global change requires a historical perspective and a detailed fo-
cus on geographically diverse examples. In terms of information sources,
the industrialization process is usually embedded in discussions of urban-
ization and economic development (see references above).

The issues of industrialization, economic development, and a growing
awareness of global change appear quite often in the context of complex
strategies of community economic development. Hence, the URL selected
as an example (http://www.uwex.edu/ces/cced/learn.html) is the Univer-
sity of Wisconsin–Cooperative Extension’s Center for Community Devel-
opment. The center creates, applies, and transfers interdisciplinary knowl-
edge to help people understand community change and identify
opportunities. It offers a variety of resources, data resources, publications,
and expert contact.

Agricultural Development
The influence of industrialization on agricultural development inspired
the heading “agricultural and industrial revolutions” in history texts and a
host of publications on the industrialization of agriculture (see the selected
URL below as an example). Agricultural development has a specific posi-
tion in the cross-section of industrial modernization and the preservation
of natural resources. The increasing needs of the human population exert
pressure on the rate and quantity of food production, but food production
also depends to a large extent on healthy ecosystems. Because agricultural
practices are a major part of land use or land conversion, our awareness of
the consequences of deforestation, desertification, reduced biological di-
versity, the limits of freshwater resources, and land degradation has grown.

Chapter 6 presents an overview, supported by several references, of
“Food Production and Health in the Less-Industrialized World,” pointing
to the consequences of deforestation and subsequent health effects. Forest
conversion is especially associated with higher incidences of certain infec-
tious diseases, including malaria and leishmaniasis (WRI 1998; see also
Chapter 12). Other references related to land use issues are found in Chap-
ters 8, 9, 10, 12, and 14.

The URL selected as an example for agricultural development
(http://www.agribiz.com/newsind.html) is part of the “News and Arti-
cles” within AgriBiz, which provides information for the global agricul-
tural community. The site lists publications, sometimes with abstracts, and
extended sources on the industrialization of agriculture.



Conclusion

Global ecosystem changes and environmental issues are drawing increas-
ing attention across disciplinary boundaries. These themes have become
concerns of natural scientists, social scientists, educators, medical profes-
sionals, policymakers, and citizens. The information sources addressing
these issues are mushrooming and exhibit great diversity. Individual
sources cover concerns from local to global levels but are often limited by
a parochial view and presentation.

The bird’s-eye view of information on issues of global change pre-
sented in this chapter is a road map to information contained in this book
and other locations. This book’s Resource Center (Appendix B) lists out-
side information sources selected through an evaluation process described
in Appendix A. The nature of a bird’s-eye view is to present ideas and facts
in a summary or overview style, but—in the case of an overview of infor-
mation sources—it will lead to more in-depth information for further
exploration.

It is essential at the start of any research to evaluate the authenticity of
the information sources used to substantiate facts, hypotheses, and future
developments in the interdisciplinary field of global change. The selection
of information sources in this chapter and in the Resource Center (Ap-
pendix B) is intended to serve as a guide for anyone approaching the task
of information collection for a research project.
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Epidemiology is the basic scientific discipline of public health. Since Frost’s
first definition of epidemiology 70 years ago, there have been many mod-
ifications (Lilienfeld 1978; Last 1995). They reflect the expanding applica-
tion of epidemiological methods to the study of changing human health
problems. A generally accepted version defines epidemiology as the study
of the distribution and determinants of health-related states and events in
specified populations and the application of this study to the control of
health problems (Last 1995; Gordis 1996). An essential objective of epi-
demiological investigations is the assessment of the magnitude and cause
of changes of the health status of people over time and space. This objec-
tive may be summarized in terms of the W questions: What, Who, When,
Where, and Why (see Box 2.1).

The systematic study of global change (see Chapter 1) and health pre-
sents several organizational complexities. The populations of interest are
large, diverse, and distributed all over the globe. Health effects of global
change comprise acute and chronic diseases. The long time scale for chronic
diseases to emerge makes them more difficult to study and therefore more
likely to be neglected (see Box 2.2). The importance of chronic conditions
combined with the long time scale for global change means that studies of
global change and health require long periods of observation. Global
change also affects infectious diseases along with noninfectious diseases
and injuries, areas of specialization that are often separated (see Box 2.3).
The collection of sufficient data on multiple health risks to which people of
different geographic areas have been exposed concomitantly is obligatory
as the basis for in-depth studies. Research in global change and health re-
quires multidisciplinary expertise. In addition to a team of medical spe-
cialists, comprising epidemiologists, clinicians, medical laboratory scien-
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tists, entomologists, and statisticians, the input of other disciplines, including
geography, geology, meteorology, social and behavioral sciences, demog-
raphy, environmental engineering, and veterinary medicine, is essential.

The epidemiological study designs appropriate for global change and
health are observational rather than experimental. In experimental stud-
ies, the investigator controls one or more factors affecting a group of peo-
ple by randomly assigning them to different levels of the factor or factors.
For example, in a clinical trial of a new vaccine, the investigator randomly
assigns subjects to receive either the vaccine or a placebo. The purpose of
randomization is to define groups that are known to be similar except for
exposure to factors in the study. Observational studies, which are con-
ducted without randomized comparisons, are required for large-scale en-
vironmental changes because precise control of exposures is neither feasi-
ble nor ethical. However, observational study designs can take advantage
of variation caused by natural processes or by human activity to set up con-
trasts that can be quite powerful in addressing the basic epidemiological
questions (see Box 2.1). For example, in an observational study of mortal-
ity in different time periods, the investigator compares time periods with
many deaths and time periods with few deaths.

Observational studies of global change and health also have limita-
tions simply because the events in the studies have already occurred. The
integrated assessment of changes in the global ecosystem and their link-
ages with public health requires anticipation and analysis of possible
events in the future, activities fraught with uncertainty (see Chapter 5).
The challenge is to develop stronger linkages between observational stud-
ies and the process of integrated assessment in order to improve the over-
all process. To achieve that aim, it is essential to understand how to con-
duct and interpret epidemiological studies.

B O X  2 . 1
W Questions for Epidemiology

What?

Changes in the distribution of a health-

related state or event related to disease, 

injury, disability, or death.

Who?

Population affected by the changes. The

population is specified in terms of a variety

of characteristics, such as age, gender, resi-

dence, or occupation.

When?

Timing of the changes. Investigations may

examine what has already happened or

what might happen in the future.

Where?

Geographic location of the changes. The

scale may range from global to local (see

Table 2.2).

Why?

Determinants of the changes. Determi-

nants may include any factors in the global

ecosystem, ranging from the biomedical,

such as genetic characteristics and exposures

to infectious agents, to the social, such as

economic development.



B O X  2 . 2
Chronic Diseases

The growing prevalence of disabling

“chronic diseases” presents a special chal-

lenge to studies of global health because

such diseases seem to be particularly sensi-

tive to environmental changes and yet are

too often unrecognized and underreported

in many developing countries. Chronic dis-

abling conditions may be due to a wide spec-

trum of infectious causes, such as river blind-

ness and histoplasmosis, and noninfectious

causes, such as malnutrition and accidents.

These chronic conditions are often the un-

derlying causes of premature death but do

not appear in mortality statistics. Some of

the chronic infectious diseases require ani-

mal hosts and invertebrate vectors for their

transmission and persistence (see Chapter

10), so that their geographic distribution and

prevalence are highly dependent on the lo-

cal environment, economy, and cultural char-

acteristics of the people. In each area where

endemic disease is prevalent, there is a sensi-

tive equilibrium that is highly susceptible to

environmental change. Increases of the level

of endemicity of a disease may remain unno-

ticed for many years because of the long pe-

riod of clinical inapparency between the

time of infection and the delayed develop-

ment of symptoms, which may require lo-

cally unavailable laboratory tests for defini-

tive diagnosis. Unlike the easy recognition of

rapid changes in incidence in an outbreak of

an acute disease, the insidious spread of

chronic infections and diseases 

after natural or anthropogenic changes of

the environment is poorly recognized and

remains grossly underreported.

B O X  2 . 3
Infectious and Noninfectious
Agents of Disease

The complexity of interactions between po-

tential risk factors for health conditions in

the intricate triad of environment, human

host, and causative agents of disease (bio-

logical, chemical, and physical) has played a

major role in the development of epidemiol-

ogy as the basic scientific discipline of public

health. However, trends in health risks

throughout the twentieth century have en-

couraged the separation of studies of infec-

tious and noninfectious agents of disease.

While infectious diseases remained major

causes of mortality and morbidity in the

least developed countries, infectious diseases

were replaced by noninfectious conditions in

economically more advanced countries. The

decline of infectious diseases from 1930 to

1980 has invited extrapolations from the suc-

cess of single disease-control programs to

unrealistic forecasts for eliminating others.

As the twenty-first century begins, however,

the worldwide emergence of new and old

infectious diseases, together with the in-

creasing industrialization and urbanization

of developing countries, requires a more bal-

anced, holistic approach to environmental

epidemiology by considering the health ef-

fects of biological, physical, and chemical risk

factors together (Last 1995). Therefore, stud-

ies on global change and health need to be

designed for a broad range of health condi-

tions.



Descriptive Measures of Health Status

Descriptive measures of health status provide a starting point for epi-
demiological analysis. This section presents basic definitions and sources
of data. For studies of global change and health, it is especially important
to search for data hidden in obscure locations (see Box 2.4) and to com-
bine multiple sources of data.

The health status of a population is measured in terms of the occur-
rence of health-related states and events in the population.A health-related
state refers to morbidity, which is any departure, subjective or objective,
from a state of physiological or psychological well-being (Last 1995). A
health-related event can be the onset of morbidity, a vital event such as
birth or death, an event related to the cause of an illness such as an expo-
sure to a health hazard, or an event related to the effect of an illness such
as a hospitalization.

An incidence rate and a prevalence rate are the two fundamental mea-
sures of health status of a population. An incidence rate is the rate at which
new events occur in a population, defined as the ratio of the number of
new events in a defined period to the population at risk of experiencing
the event (Last 1995). In applying this measure to morbidity, the event is
typically a new case of a disease or injury. For example, the National Cen-
ter for Health Statistics (NCHS) reports U.S. influenza statistics for 1994
as 35 new cases of influenza per 100 persons per year, which represents 90.4
million new cases (Adams and Marano 1995). A prevalence rate is the ra-
tio of the total number of individuals who have an attribute or disease at
a particular time to the population at risk of having the attribute or dis-
ease at that point in time (Last 1995). For example, NCHS reports U.S.
asthma statistics for 1994 as 56.1 per 1,000 persons, which represents 14.6
million cases (Adams and Marano 1995). A prevalence rate combines cases
that are quite recent in origin and cases that have persisted for years.

Another important measure of the health status of a population is the
mortality rate, which is the ratio of the number of deaths during a speci-
fied period to the number of persons at risk of dying during the period
(Last 1995). A mortality rate is, in effect, an incidence rate for which deaths
are counted instead of new cases of a disease. When the entire population
is aggregated, the result is called a crude death rate (CDR) or crude mor-
tality rate (CMR). For example, NCHS reports the U.S. CDR in 1995 as
880.0 deaths per 100,000 population, which represents 2,312,132 deaths
(Anderson et al. 1997). Mortality rates for specific age groups, with the ex-
ception of infants, are calculated in the same format. When calculating an
infant mortality rate (IMR), the ratio is the number of deaths of children
less than one year of age in a given year to the number of live births in the
same year (Last 1995). For example, NCHS reports the IMR for the United
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States in 1995 and 1996 as 7.586 and 7.215 infant deaths per 1,000 live
births, respectively (Ventura et al. 1997). The IMR is often used as a gen-
eral indicator of health conditions in international comparisons. Mortal-
ity statistics are also usually provided for specific causes of death that are
coded according to procedures given in the International Classification of
Diseases, now in its 10th revision (Last 1995). For example, NCHS reports
the U.S. rate of mortality from malignant neoplasms in 1995 as 204.9 per
100,000 population, which represents 538,455 deaths due to cancer (An-
derson et al. 1997).

Most countries maintain morbidity and mortality statistics. Some of
these cover decades and even a century. These health data are based on the
reports of specific diseases, deaths, surveillance programs (see Box 2.5),
military and occupational health records, and an array of insurance and
private collections. The diagnostic criteria and case definitions used in
these statistics have changed over time because of upgrades of case defini-
tions and requirements for reporting the underlying causes of mortality.
There are large variations in the quality of health statistics between coun-
tries and between sophisticated urban centers and medically understaffed
rural areas. These variations reflect crude differences in diagnostic capac-
ity and competence. Because of these limitations, the use of these health
data is often disregarded, although they may be the only available source
of urgently needed baseline information for the design of a new study.
Sometimes it is possible to verify the existing data in a relatively inexpen-
sive validation or calibration study.

B O X  2 . 4
Hidden Data Sources 
and Climate Change

Many hidden data sources from past investi-

gations and local health statistics can be use-

ful for preparing retrospective studies on en-

vironmental health. The development of an

epidemiological database for the Onchocer-

ciasis Control Program in 11 West African

countries began in 1973 with special efforts

to trace the many unpublished records hid-

den in small health centers or kept in the

files of individual investigators. Relevant in-

formation from a total of 2,407 communities

with an estimated population of three mil-

lion individuals became available. The data

were upgraded to include the exact geo-

graphic coordinates of each village, their

census population, and the number and pro-

portion of residents who were examined for

onchocerciasis. The statistics were adjusted

to account for changes in the methods of di-

agnosis (see text). Mapping of the communi-

ties according to the prevalence of onchocer-

ciasis made clear that prevalence was greater

when a village was closer to areas of river

turbulence, which are the breeding sites for

the blackfly that transmits the disease. West

Africa is subject to climatic variability that af-

fects rainfall and river discharges in the re-

gion (Tourre et al. 1999). Because of the sig-

nificance of environmental factors in the

natural history of onchocerciasis, the disease

can serve as an indicator of the health im-

pact of climate change in Africa.



E X A M P L E : Adjusting for Changes in Diagnostic Criteria
The evolution of the highly successful Onchocerciasis Control Program
began in 1973 with a search for existing epidemiological data from the
Volta River Basin in West Africa (see Box 2.4). The adult parasitic worms
that cause onchocerciasis, also known as river blindness, live mainly in and
below the skin, where they form visible nodules in which one or more pairs
of worms are coiled. Before 1972, the search for the presence of the char-
acteristic skin nodules was the method of choice in prevalence surveys of
the disease.Although nodules are a frequent and characteristic clinical sign
of onchocerciasis, persons with mild and early infections remain unde-
tected, making the method less sensitive than the skin snip. The skin snip
can detect microfilariae, which are the embryos produced by the female
worm. The search for data in local unpublished health statistics and scat-
tered publications from the area made it possible to obtain results from 44
of the 2,407 villages, comprising a population of 13,113 people to whom
both diagnostic tests were applied independently. All pairs of these tests
were plotted to adjust the observed prevalence based on the presence of
nodules alone to the expected frequency of onchocerciasis if skin snips
were taken (see Fig. 2.1).

Even with competent diagnostic capacity, cases of a disease may be un-
derreported. Rather than ignore such information, it may be useful to
combine multiple sources of data.

B O X  2 . 5
Disease Surveillance

Surveillance is the continuing scrutiny of all

aspects of occurrence and spread of a dis-

ease that are pertinent to effective control

(Last 1995). Surveillance is fundamental for

guiding decision makers in the development

of effective programs for disease prevention

and control in specific ecological settings.

The scrutinized control activities comprise

health education, avoidance and reduction

of environmental health risks, and medical

interventions (e.g., vaccinations).

Surveillance can be either passive or ac-

tive. In a passive system, the data available

on reportable diseases can be used to moni-

tor changes in their frequency, distribution,

and associated mortality rates in different

areas or groups of people. While passive sur-

veillance is relatively cheap and easy to de-

velop, underreporting is very likely, espe-

cially for diseases and health conditions that

require sophisticated diagnostic procedures

for case detection and reporting. Active sur-

veillance includes case finding, interviews of

patients and of their physicians, search of

medical records, travel histories, and sentinel

health information systems, in which a lim-

ited number of health practitioners report

on a specific list of conditions. Maintenance

of surveillance programs requires coopera-

tion and communication among all con-

cerned parties.
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E X A M P L E : Combining Complementary Sources of Data
The United States has two types of data on the epidemiology of hepatitis
A infection (Shapiro et al. 1992). The Centers for Disease Control and Pre-
vention (CDC) is responsible for maintaining a surveillance system (see
Box 2.5) for reporting the incidence of hepatitis A disease (i.e., new cases).
The reporting of new cases may be accompanied by descriptive informa-
tion about individual cases, making the system a valuable resource for ex-
amining the distribution and sources of infection. However, the surveil-
lance system does not capture all cases, in part because many infections
remain clinically inapparent. Another epidemiological portrait of hepati-
tis A in the U.S. population is obtained using the level of specific antibod-
ies for case definition. Specific antibodies mark a history of infection with
the hepatitis A virus regardless of the clinical outcome. The National
Health and Nutrition Examination Survey measures the prevalence of he-
patitis A antibodies, termed seroprevalence, at one point in time in a sam-
ple representative of the U.S. population. Seroprevalence surveys provide

Figure 2.1 Relationship between two measures of the prevalence of onchocerciasis.

The percentage with nodules and the percentage with microfilariae in skin biopsies

were taken from 44 villages (13,113 inhabitants) in the Volta River Basin of West Africa

around 1972. Source: Reproduced with permission from United Nations Development

Programme/Food and Agriculture Organization/International Bank for Reconstruction

and Development/World Health Organization 1973, Figure 4.1.



a complete picture at any time but cannot identify when infection occurred
in the past. The two sources of data taken together complement each other.

The fundamental measures of health status are expressed as per capita
rates for a population at risk instead of absolute counts of cases of disease
or deaths. The use of per capita rates adjusts for different population sizes
when making comparisons of the health status of populations across time
and space. Rates rather than absolute counts are important for under-
standing the determinants of disease. For example, during John Snow’s
classic 1854 study in London, which demonstrated a high rate of cholera
deaths in districts served by the water supply of the Southwark and Vaux-
hall Company, the aggregate number of cholera deaths was higher in other
districts of the city simply because they had many more residents (Gordis
1996).

The measurement of an appropriate population at risk is therefore as
important as counts of cases or deaths for avoiding distortions in the cal-
culated rates (see measurement bias under “Systematic Error,” below). A
rate may be too high if the population denominator is too low or, con-
versely, the rate may be too low if the population denominator is too high.
If the degree of population accuracy varies across time periods or across
locations, comparisons of rates may be misleading. Even if population
counts are accurate, contention may arise in trying to ensure that the pop-
ulations are those individuals who are truly at risk of developing the dis-
ease of interest. Although some adjustments, such as excluding males from
rates of ovarian cancer, are straightforward, the estimation of populations
exposed to particular environmental hazards may be difficult. Population
censuses are usually aggregated by political subdivisions (country, province,
state, city, etc.) that may not correspond to risks presented by environmen-
tal hazards. Special subpopulations defined by socioeconomic status, hous-
ing conditions, age, or chronic disease may actually be the group at risk.

Simple comparisons of rates for aggregated populations of heteroge-
neous composition may be very misleading. For example, since mortality
is strongly affected by age as well as general health conditions, simple com-
parisons of mortality rates may not reveal the influence of general health
conditions. Despite better health conditions in the United States, it has a
slightly higher CDR than Egypt does because the United States has an older
population (see Box 2.6). Consequently, mortality rates in populations are
routinely adjusted to remove the distortion caused by different age distri-
butions. The direct method of adjustment is to calculate the mortality rates
for specific age groups in each population and apply these rates to a single
standard age distribution (Gordis 1996). An example of the direct method
of adjustment in Table 2.1 shows that the annual age-adjusted mortality
rates of 15 per 1,000 and 30 per 1,000 accurately reflect the doubling in
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mortality rates across all age groups, whereas the unadjusted rates decline
from 21 per 1,000 to 18 per 1,000. It is also good practice to examine the
rates in each age group separately because the effects may not be the same
across all age groups. Unfortunately, information to adjust for the distri-
bution of age and other factors is not always available.

Analytical Approaches

To address the basic epidemiological questions of investigation (see Box
2.1), we must analyze relationships between health status and other factors
in a population. The determinants of changes in health are often called risk
factors. It is important to search for a variety of sources of information on
possible risk factors (see Box 2.4). Most countries have basic data on
weather and climate, including temperature, rainfall, wind directions,
force, and type (e.g., sandstorm or snowstorm), hours of sunshine, and in-
versions. Many agricultural areas maintain annual reports about seasonal
river flow and related irrigation patterns. Data may exist on the geographic
distribution of disease vectors, which are animal species necessary to main-
tain the transmission of certain infectious diseases (see Chapter 10). Tra-
ditional sources of data may be augmented with new databases generated
by advances in geographic information systems and satellite-based remote
sensing technology (see Chapter 3). A systematic search for information

B O X  2 . 6
Aggregated Population Statistics
May Be Misleading

A comparison of crude death rates and in-

fant mortality rates for the United States

and Egypt illustrates the problems in inter-

preting differences between aggregated

population statistics. The crude death rate

aggregates the entire population and is af-

fected by the age distribution of the popula-

tion as well as general health conditions. The

risk of mortality is more properly compared

within the same age group. The infant mor-

tality rate, in particular, is widely regarded as 

a good measure of the overall health status

of a population. The infant mortality rate is

much lower in the United States. The crude

death rate of the United States is slightly

larger than that of Egypt because the effect

of an older population in the United States

outweighs the effect of its better health con-

ditions. The aggregated crude death rate is,

in effect, comparing the mortality rates of

older Americans and younger Egyptians.

United States Egypt

Crude death rate in 1995 8.80 per 1,000 populationa 7.61 per 1,000 populationb

Infant mortality rate in 1996 7.2 per 1,000 live birthsc 57 per 1,000 live birthsd

aAnderson et al. 1997. cVentura et al. 1997.
bUnited Nations Development Programme (UNDP) 1999a. dUNDP 1999b.



on issues of global change requires some familiarity with a variety of dis-
ciplines (see Chapter 1).

The application of epidemiological methods to the study of global
change and health must combine a wide range of information about expo-
sure to concurrent natural and anthropogenic health hazards, varying in
scale from global to individual (see Table 2.2). In general, it will not be pos-
sible to estimate the health effects of global change without an understand-
ing of how those effects are influenced by exposure patterns operating at
smaller scales. For example, atmospheric problems of greenhouse gases,
outdoor air pollution, and indoor air pollution occur together (see Box 2.7).

Four major approaches are described below with examples of applica-
tions and methodological difficulties: ecological, cross-sectional, case-
control, and cohort. Special issues for studies of infectious diseases are also
briefly discussed. The presentation of the approaches is followed by a sum-
mary of potential sources of error in epidemiological studies.
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Ecological Studies
In an ecological study, the units of analysis are populations or groups of
people, rather than individuals (Last 1995). Ecological studies provide a
relatively easy way to compare populations in different geographic areas or
in the same area over different time periods because they usually rely on
data already available, such as incidence rates or mortality rates. Ecologi-
cal studies also provide a way to compare populations when the informa-
tion that can be collected is extremely limited. However, the lack of data
on an individual’s exposure to environmental health hazards is a source of
concern when interpreting the relationship between environment and dis-
ease (see ecological fallacy under “Systematic Error,” below). The phrase
ecological study is also used more generally for studies about ecology, the
relationship between living organisms and their environment (see Chap-
ter 10). In this broader context, no particular study design is implied.

A related phrase is population-based study, for studies on general pop-
ulations in defined areas, such as a city. This usage includes the epidemio-
logical concept of an ecological study. Other types of study designs may also
be population based, depending on how the study population is selected.

E X A M P L E : Heat Wave–Associated Mortality in the United States
In 1980, the United States experienced a summer heat wave when temper-
atures reached record levels in much of the nation (Kilbourne 1997). In

Table 2.2 Geographic Scale of Environmental Health Hazards



July of that year, there were some 5,000 deaths in excess of the number ex-
pected in the absence of a heat wave. Interestingly, only about 1,700 of
those deaths were classified as heat related. An analysis based only on death
certificates that list heat as a cause of death systematically underestimates
the effect of a heat wave on mortality. A great deal of attention in epi-
demiological studies is directed at identifying systematic measurement
errors (see measurement bias under “Systematic Error,” below).

From a public health perspective, it is important to identify subpopu-
lations that are most at risk from heat-related death. Heat waves are asso-
ciated with an increase in deaths in people with preexisting heart disease,
among elderly persons and, to a lesser extent, among very young persons,

B O X  2 . 7
Multiple Levels of Air Pollution
Effects in China

China is undergoing rapid industrialization

and a subsequent escalating demand for en-

ergy, primarily from coal (World Resources

Institute [WRI] 1998). Air pollution occurs at

multiple geographic levels: indoor, local, re-

gional, and global. Air pollution in China

also demonstrates the multiple nature of 

effects on human health, vegetation, and

global climate.

Domestic use of coal for cooking and

heating can generate high levels of particu-

late matter that have been documented to

cause high rates of lung cancer among non-

smoking women. Ambient air pollution in

China’s large cities arising from energy, in-

dustry, and motor vehicles includes high lev-

els of sulfur dioxide (SO2) and particulates.

The result has been increasing rates of mor-

tality and hospital admissions from respira-

tory illness (see text).

Regionally, acid rain affects about 40 per-

cent of China’s agriculture, according to a

survey by the National Environmental Pro-

tection Agency (World Bank 1997; Downing

et al. 1997). In southeastern China, the an-

nual mean pH of rain is below 4.0, or highly

acidic. A study in the southwestern provinces

of Sichuan and Guizhou found that approxi-

mately two-thirds of the agricultural land in

the region is subject to acid precipitation; 16

percent of the crop area suffers significant

damage and reduced crop yields as a result.

China accounts for 65 percent (22 million

tons of SO2 per year) of total emissions in

Asia. Although most of this is deposited

within China, 35 percent and 39 percent of

the sulfur deposited in North Korea and

Vietnam, respectively, originates from Chi-

nese emissions.

Coal burning produces more greenhouse

gases, primarily carbon dioxide, than the use

of any other fossil fuel. Coal accounts for

about 75 percent of China’s commercial en-

ergy needs, compared with 17 percent in Ja-

pan and 27 percent as the world average use

of coal (WRI 1998). Demand for coal is pro-

jected to increase by 6.5 percent annually

(Downing et al. 1997) and is expected to

burn 1.5 billion metric tons annually in the

year 2000 (WRI 1998). China’s share of global

carbon emissions has increased from 5.2 per-

cent in 1970 to 11 percent in 1990. Projec-

tions are for China’s primary energy demand

to increase another sevenfold by the year

2050. An increase in emissions of greenhouse

gases has raised concerns about global cli-

mate change, with possible adverse effects

on human health, agriculture, and other sec-

tors (see Chapters 7 and 13).
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and in areas of low socioeconomic status. Several studies have also noted
that more women than men suffer heat-related mortality. However, such
observations have been made in populations where there are many more
women than men among the elderly. When comparisons are made within
the same age groups, males are actually at somewhat greater risk than fe-
males. The apparent effect of gender seen initially was incorrect because
another factor, age, was affecting heat-related mortality and relatively more
females were in the high-risk age groups. In this situation, age is called a
confounding variable. A central methodological concern in the interpreta-
tion of epidemiological studies is the possible influence of a confounding
variable that has not been measured (see under “Confounding”). The
comparison of mortality by gender is essentially the same statistical prob-
lem as the comparison of mortality by country when the comparison
groups have very different age distributions (see Box 2.6).

E X A M P L E : Mortality in Refugees from Iraq and Rwanda
A complex emergency describes situations that cause significant excess
mortality in large civilian populations because of a combination of war,
food shortages, and population displacement (Toole 1997). Mortality rates
are specific indicators of the health status of populations affected by emer-
gencies. Since routine reporting mechanisms are not in effect, the number
of deaths is estimated from hospital and burial records, community-based
surveys, and 24-hour burial-site surveillance. The effect of refugee status
on mortality is commonly made by comparing the CMR in the refugee
population with the CMR in their country of origin, representing the rate
as deaths per 1,000 population per month. For example, the CMR in Iraq
of 0.7 per 1,000 per month is compared with the CMR of 12.6 per 1,000
per month for 400,000 Kurdish refugees near the border with Turkey from
March through May 1991. Under even harsher conditions (see Chapter 14),
Rwandan refugees who fled into the Democratic Republic of the Congo
(formerly Zaire) in July 1994 experienced a CMR of 102.0 per 1,000 per
month, over 50 times higher than the baseline of 1.8 per 1,000 per month.

There are, of course, serious methodological concerns with data col-
lected under emergency situations. CMRs must be handled cautiously to
avoid misleading comparisons (see Box 2.6). It is not possible to determine
how well the statistics from the country of origin actually reflect the expe-
rience of the refugee population before they fled. It is possible that the dis-
placed population is not representative of the country of origin in terms
of age or other factors affecting mortality in the country of origin (see mi-
gration bias under “Systematic Error,” below). However, the reported
CMRs in refugee populations tend, if anything, to be underestimates be-
cause deaths are usually undercounted and population size is often exag-
gerated (see measurement bias under “Systematic Error”).



E X A M P L E : Air Pollution and Respiratory Illness 
and Mortality in China
In China, households using coal for domestic cooking and heating are es-
pecially at risk for indoor air pollution, since coal can generate a high level
of particulate matter smaller than 2.5 microns. Concentrations in these
households can reach levels more than 100 times the proposed U.S. stan-
dard for ambient air quality (World Resources Institute [WRI] 1998). Per-
haps the most compelling example of the health effect of indoor air pollu-
tion is the association between lung cancer mortality and the percentage
of households burning smoky coal in Xuan Wei, in Yunnan Province (Table
2.3). Fuel for cooking and domestic heating was burned in shallow, un-
ventilated pits, resulting in high levels of indoor air pollution. Indoor air
pollution is a likely etiologic agent, since the association between smoky
coal and lung cancer mortality was especially strong in women, who rarely
used tobacco in this setting (Mumford et al. 1987).

Air pollution in several of China’s megacities, such as Shanghai and
Shenyang, ranks as among the worst in the world for sulfur dioxide (SO2)
and particulates (WRI 1998). In 1995, more than half of the 88 cities mon-
itored for SO2 were above World Health Organization (WHO) guidelines,
and 85 cities far exceeded WHO guidelines for total suspended particulates
(TSP). The cities of Taiyuan and Lanzhou had SO2 levels nearly 10 times
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Table 2.3 Households Burning Smoky Coal and Lung Cancer 
Mortality in Xuan Wei, Yunnan Province, China
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the WHO guideline. According to an epidemiological study in Beijing,
the risk of mortality was estimated to increase by 11 percent with each
doubling of SO2 concentration and by 4 percent for each doubling of
TSP. Mortality from chronic obstructive pulmonary disease increased 38
percent with a doubling of TSP and 29 percent with SO2 doubling. In
Shenyang, estimated total mortality increased by 2 percent with each 100
micrograms per cubic meter increase in SO2 and by 1 percent for each 100
micrograms per cubic meter increase in TSP. Overall, it is estimated that
178,000 premature deaths could be avoided each year if China met its air
pollution standards (World Bank 1997).

In addition to mortality, urban air pollution in China has resulted in
6.8 million emergency room visits and 346,000 extra hospital admissions
for respiratory illness annually. Also, 4.5 million person-years are lost due
to illness associated with air pollution (World Bank 1997). Although the
energy and industrial sectors are now the largest contributors to urban air
pollution in China, their role may soon be surpassed by the transportation
sector. The number of motor vehicles has tripled since 1984, reaching 9.4
million in 1994. By 2020, the urban vehicle fleet is expected to be 13 –22
times greater than today. A recent study in Beijing showed that all air-
monitoring stations within the downtown area exceeded the national
standards for carbon monoxide. Also, the levels of nitrogen dioxide have
nearly doubled over the past decade. During the summer, concentrations
of ground-level ozone repeatedly exceed national standards. Compound-
ing this urban pollution problem is the fact that most Chinese cars are fu-
eled by leaded gasoline (WRI 1998).

Ecological studies can demonstrate the effects of air pollution indoors
and outdoors (see also Box 2.7). However, it is difficult to sort out the con-
tribution of each to the etiology of disease when both indoor and outdoor
air pollution occur at very high levels.

E X A M P L E : Ultraviolet-B Radiation and Incidence 
of Skin Cancer in the United States
The principal concern raised by stratospheric ozone depletion is that more
ultraviolet-B (UV-B) radiation from the sun will reach the ground (see
Chapter 7). One of the potential biological consequences of an increase in
UV-B radiation is an increase in the incidence of nonmelanoma skin can-
cer. The relationship between UV-B radiation and the incidence of skin
cancer can be analyzed by comparing different latitudes. In moving from
the equator to higher latitudes, the midday sun is lower in the sky and UV-
B radiation passes through a longer path of stratospheric ozone. Therefore,
higher latitudes experience lower levels of UV-B radiation on the ground.
A direct relationship between UV-B radiation and the incidence of non-
melanoma skin cancer leads to a prediction of a steady decline in incidence



at higher latitudes (see Fig. 7.5). The incidence of nonmelanoma skin can-
cer observed among the white population in several U.S. locations in 1971–
72 and 1977–78 also reveals a steady decline at higher latitudes (see Fig.
7.5). Within the temperate latitudes of the United States, a shift southward
of 1.8 degrees (approximately 400 kilometers) appears to cause a 10 per-
cent increase in incidence.

Since nonmelanoma skin cancer takes years to develop, a simple
analysis of incidence by latitude is reasonable if the underlying UV-B con-
ditions have not changed much in a given location. The use of age-ad-
justed incidence rates is also reasonable under these conditions (see Table
2.1). In recent decades, there has been a general increase in the incidence
of skin cancer due to behavioral changes in exposure to the sun. There-
fore, incidence at a later period is generally higher, but the comparison of
relative changes across latitude is similar within each period of observa-
tion. A strength of the study is a comparison within a racial group, the
white population, since the incidence of skin cancer varies by race. The
presentation of results by gender also demonstrates that males are at
higher risk than are females. A weakness of the study is a lack of behav-
ioral data that might indicate that residents at lower latitudes spend more
time outdoors (see under “Confounding”). In fact, the latitudinal effect
appears to be a little steeper than predicted on the basis of UV-B alone,
although this effect is not formally analyzed. This study design is also vul-
nerable to distortion caused by migration of people across latitudes.
Where a person is diagnosed with skin cancer may be quite different from
the location of exposures to UV-B early in life (see migration bias under
“Systematic Error,” below).

E X A M P L E : Rodents and Hantavirus Pulmonary Syndrome 
in the United States
Hantavirus pulmonary syndrome (HPS) recently has been recognized as
an emerging disease in the United States. The causative agent, the sin nom-
bre virus, is closely related to other viruses transmitted from infected ro-
dents to humans (see Chapter 10). Ecological evidence of the relationship
between rodents and cases of HPS has been provided in the southwestern
United States, where large numbers of cases brought the problem to na-
tional attention in 1992–93. During this period, populations of deer mice
increased as much as 10-fold in some locations in the area. In late 1993,
there was a decline in the number of cases of HPS about the same time as
a decline in the populations of deer mice. The increase in the populations
of deer mice has been related to the effect of unusually heavy rainfall in the
area (Engelthaler et al. 1999), which suggests an association with the climatic
pattern known as El Niño (see Chapter 8).
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As with many ecological studies, the connection between the supposed
risk factor and human cases is indirect. The populations of deer mice had
been observed as part of a long-term study at a field station in New Mex-
ico, south of where the cases had been observed. However, the linkage has
provided the basis for other studies, such as a case-control study (see un-
der “Case-control Studies,” below). The linkage is likely to be complex. The
association between cases of HPS and heavy rainfall was strong for the El
Niño of 1997–98 (Hjelle and Glass 2000) but not for the El Niño of 1991–
92 (Glass et al. 2000). This example demonstrates the importance of long-
term studies for identifying trends.

Cross-sectional Studies
Cross-sectional studies are useful to determine the prevalence and distri-
bution of diseases and health conditions in a population. Epidemiological
data can be obtained by cross-sectional studies of representative popula-
tion samples, defined risk groups, or sentinel sites and are especially help-
ful in areas without good surveillance programs or vital records. In a cross-
sectional study, associations between health conditions and possible risk
factors may be difficult to interpret in terms of cause and effect because all
of the data are collected at the same time. Moreover, the prevalence of dis-
ease can be increased not only by new cases, but also by longer duration of
disease (e.g., because of a new treatment that prolongs survival without
curing), in-migration of cases, or out-migration of healthy people (see mi-
gration bias under “Systematic Error,” below).

However, cross-sectional studies can be more powerful with data on
other related time elements. For example, it is possible to synchronize age-
specific population data with the approximate calendar time of events that
have affected the health status of a community. Measurements of past ex-
periences and illnesses can also be estimated by interviews and medical his-
tories, by relating historical events to the occurrence of illness in the life
history of a person, and by establishing age-specific antibody profiles that
demonstrate past exposures to specific infections. Cross-sectional studies
may be repeated in the same population and, if identifiers are available to
link records from the same person appearing in multiple surveys, may
form the basis of cohort studies (see “Cohort Studies,” below).

In some situations, it is appropriate to describe a health condition
quantitatively instead of merely in terms of presence or absence. For ex-
ample, the concentration of a chemical in the blood might be expressed in
parts per unit of weight or volume, especially when there is no established
level that permits a classification into normal or healthy versus abnormal
or unhealthy.



E X A M P L E : Vitamin C Deficiency and Scurvy in Refugees
from Ethiopia
Although scurvy is rare in stable populations in developing countries, it
has been reported in displaced populations. Cross-sectional surveys of
Ethiopian refugees in Somalia and Sudan were performed in 1986–87
(CDC 1992). The prevalence of scurvy was as high as 45 percent among fe-
males and 36 percent among males; prevalence increased with age. The
prevalence of scurvy was associated with the period of residence in camps
and the time exposed to rations lacking in vitamin C.

This study overcomes the inherent limitation of cross-sectional stud-
ies by collecting information about past events related to residence in
camps and consumption of rations lacking in vitamin C. Extensive med-
ical knowledge about vitamin C deficiency and scurvy also provides con-
fidence in critical data obtained retrospectively.

E X A M P L E : Fish Consumption and Mercury in Canada
Industrial activities in North America generate airborne mercury that can
circulate far from its source (Commission for Environmental Coopera-
tion [CEC] 1997). Eastern Canada is particularly affected. Residents of the
Upper Saint Lawrence River basin in the Canadian province of Quebec
were tested for blood levels of mercury (Mahaffey and Mergler 1998). This
area contains two major lakes that are popular for fishing. Increased con-
sumption of lake fish was associated with higher concentrations of blood
mercury. The study concluded that screening for blood mercury should
be conducted more often among people who eat more than 100 grams of
fish from contaminated lakes per day. Typical of studies of toxic chemi-
cals, the outcome variable was a quantitative variable (concentration of
mercury in the blood) and not simply the presence or absence of a con-
dition.

E X A M P L E : Water Contact and Parasitic Disease in Chad
Similar environmental hazards may have quite different effects on the
health conditions of individual communities and households, even among
those located in the same area or village (Buck et al. 1970). Figure 2.2 is a
map of a village in Chad where the pattern of the locally endemic diseases
differed significantly between different groups of houses. The cluster of
families living next to the perennially flowing river (group 1) had very high
prevalence rates of onchocerciasis, also known as river blindness, because
they were close to the breeding sites of the local blackfly vector (Simulium
damnosum) of the disease. By contrast, all other households (groups 2–4)
fetched their water from Mbongo Creek, which ran parallel to the road.
Among these families, the prevalence rate of intestinal schistosomiasis
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(Schistosoma mansoni) was three times higher than that found in the clus-
ter near the river. This difference was due to infections acquired by daily,
intimate contact with the snail vectors of the parasite while people fetched
water from the creek. Another form of schistosomiasis (Schistosoma hema-
tobium) was co-endemic in the village but showed no difference between
the two groups of families because people were infected with equal fre-
quency outside of the village while fishing in the large Logone River. In ad-
dition to these three types of infection, malaria was hyperendemic in the
community. This example shows two frequently ignored situations of rural
communities in developing countries (i.e., a considerable degree of mi-
croepidemiological diversity and concomitance of target diseases that are
sensitive to environmental change).

E X A M P L E : Water Usage and Trachoma in Brazil
Trachoma, the leading infectious cause of blindness in the world, had ap-
parently been eradicated in the Brazilian state of São Paulo by the late
1960s. However, in 1982, new cases of inflammatory trachoma, an early
stage of the disease, were found in preschool children in Bebedouro, a mu-

Figure 2.2 Clusters of houses with different sources of water in the village of Ouli

Bangala in Chad. Source: Reproduced with permission from Buck et al. 1970, Figure 4.11.



nicipality in the state. In 1985, a cross-sectional study was conducted to de-
termine the prevalence of disease and the risk factors associated with dis-
ease (Luna et al. 1992). Households with children 1–10 years old were cat-
egorized according to the presence or absence of inflammatory trachoma
among those children. Of the total 1,166 households, 84 had cases of in-
flammatory trachoma. Several household characteristics were associated
with the presence of cases. An outdoor source of water, either a pipe out-
side the doorway or no pipe at all, was an important risk factor. Low wa-
ter consumption was also a risk factor, even after water source, socio-eco-
nomic status, and sewage facilities were considered. A large number of
children in a household placed it at greater risk. Other risk factors were the
lack of daily garbage collection and a head of household without any for-
mal schooling. This kind of study is useful in identifying households for a
disease control program.

E X A M P L E : Seroprevalence and Malaria Control Evaluation
in Afghanistan
In 1970, after a 10-year uninterrupted program of malaria control in
Afghanistan, the country was considered free of the disease and no new
cases were reported. During the same year, a cross-sectional survey of mul-
tiple diseases was carried out in ecologically contrasting communities of
the country (Buck et al. 1972). Among the routinely applied diagnostic
methods was a test for the presence of residual malaria antibodies. It was
assumed that the results of the study would reflect the success of the con-
trol program. It was anticipated that children born during the 10 years of
malaria control would have escaped infection and, therefore, would have
no antibodies, while significant numbers of adults would show persistent
antibody levels reflecting the precampaign level of endemicity. The find-
ings are summarized in Figure 2.3.

In the village of Sayedabad, the results confirmed the concordance be-
tween the prevalence of antibodies in persons over 10 years of age and their
absence during the corresponding period of malaria control. In contrast,
they indicated that a considerable proportion of children in the village
of Bula Quchi had acquired infections that produced antibodies to the
malaria antigen during the same time. Because of the presumed absence of
malaria in the previously large endemic region near the Amu Darya River,
the new clinical cases had remained undiagnosed and unreported. Eigh-
teen months after the survey and after a period of unusually heavy rain-
falls, an extensive malaria (Plasmodium vivax) epidemic occurred in a large
band of fertile land along the big river, including the village of Bula Quchi.
The example demonstrates the usefulness of cross-sectional surveys to pro-
vide valuable information for disease surveillance and follow-up studies.
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E X A M P L E : Incidence Estimates of Late Stages 
of Trachoma in Tanzania
Trachoma, caused by repeated infections with Chlamydia trachomatis, pro-
gresses slowly from inflammatory infections of the eye in early childhood
to the late stages of conjunctival scarring, trichiasis (inturned eyelashes),
and corneal opacities seen in adults. Estimates of the magnitude of inci-
dence rates of late stages of trachoma are useful for planning needed health
services and for providing clues to the progression of disease. Unfortu-
nately, it is difficult to estimate incidence rates directly by following the
same people over years and decades. However, cross-sectional data on the
prevalence of signs of trachoma, which are more readily obtained, can be
used to provide estimates of incidence.

Cross-sectional data on the signs of trachoma were collected in 1988
from 4,898 women 18 years and older in several villages in central Tanza-
nia. The increase in prevalence of signs of trachoma with age was used to
infer the probability of developing particular signs of trachoma with age
in this population (Muñoz et al. 1997). For example, the probability of de-
veloping trachoma-induced corneal opacities over a period of 10 years
reached its peak of 2.80 percent in women aged 45–54 years, the oldest
group for which estimates were calculated. Such a probability may be in-
terpreted as a 10-year incidence rate (see under “Rates and Risks,” below).

Figure 2.3 Prevalence of antibodies to malaria by age group in the villages of Sayed-

abad and Bula Quchi in Afghanistan. Hemagglutinin tests with Plasmodium knowlesi

reagents were used to detect antibodies to Plasmodium vivax. Source: Data from Buck

et al. 1972, Chapter 4, and Buck’s unpublished records.



The use of age-specific cross-sectional data to construct incidence es-
timates requires assumptions that should be carefully considered. The
most important assumption is that the epidemiological patterns are stable
enough that the health status of younger people reflects the experience of
the older generations when they were younger, at least for a particular dis-
ease. Other assumptions are that a disease state does not disappear natu-
rally, that migration is not related to the disease, and that the particular
sign of disease does not cause people to die. In this study, excess mortality
associated with blindness related to corneal opacities could mask the true
incidence; this effect of mortality was judged to be minor after an analysis
of estimates of adult mortality rates and studies linking blindness with in-
creased mortality. Sometimes, as in the study in Tanzania, even the age of
the individual must be estimated. The variety of assumptions required to
infer incidence estimates from cross-sectional data means that, despite
their utility in an area with very limited information, they should not be
confused with data obtained from direct observation of new signs and
symptoms (see under “Cohort Studies,” below).

Case-control Studies
In a case-control study, people with a specific disease (cases) are compared
to people without the disease (controls) for differences in their history of
exposure to specific environmental factors. Case-control studies are espe-
cially suitable for diseases that are relatively rare or that have a long period
of latency from exposure to diagnosis of disease. The selection of cases and
their control partners can be based on different sources (e.g., hospital
records, occupational health statistics, results of cross-sectional studies).
In some settings, households with cases and households without cases may
be compared in the roles of cases and controls, respectively. A demonstra-
tion that history of exposure to a factor is more common among the cases
provides some evidence that the factor causes the disease.

However, cases and controls may also differ in characteristics other
than the specific target of the study. For example, the cases might be older
or poorer on average than the control group. If these other characteristics
are related directly or indirectly to the development of the disease in ques-
tion, they represent confounding variables that distort the effect of the fac-
tor of interest (see under “Confounding,” below). Matching each case with
a control person for the exact age, sex, and other important characteristics
likely to cause confounding eliminates the effect of those characteristics
in the comparison. Matching can also be applied at the group level so that
the proportion of the control subjects with a particular characteristic is
the same as the proportion of the cases with that characteristic. The case-
control study design is a powerful tool for sorting out multiple determi-
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nants of disease, although the selection of the cases and controls is the
source of much debate (see selection bias under “Systematic Error”).

E X A M P L E : Rodents, Human Behavior, and Hantavirus 
Pulmonary Syndrome in the United States
In May 1993, an outbreak of HPS in the southwestern United States was
associated with a regional increase in the number of small rodents (see un-
der “Ecological Studies,” above, and Chapter 10). A case-control study was
conducted to determine the risk factors of individual cases (Zeitz et al.
1995). Seventeen people who had developed HPS were compared with un-
infected controls from each patient’s own household (98 household con-
trols), uninfected members of neighboring households (70 near controls),
and uninfected members of randomly selected households in the commu-
nity (80 far controls). Children under the age of 10 years were excluded as
possible controls. More small rodents were trapped at the case’s household
than at other households. Comparing within the same household, the case
was more likely to have hand plowed or to have cleaned feed storage areas.
The comparison with near controls showed that cases were more likely to
have planted. The comparison with far controls showed that cases were
more likely to have cleaned animal sheds. Compared with any control
group, the cases were more likely to have trapped rodents around their
household and to have handled dead mice. Therefore, the risk factors as-
sociated with HPS are an increased number of small rodents around the
house, the conduct of cleaning activities outside of the house, and partic-
ipation in agricultural activities. This study demonstrates the interaction
between ecological change affecting rodent populations and individual
activities that place a person at risk of infection.

E X A M P L E : Sun Exposure and Skin Cancer in Australia
Concern about increasing levels of solar UV-B radiation has sparked in-
terest in studies of the effects of sun exposure and skin cancer (see Chap-
ter 7). Basal cell carcinoma (BCC), which is the more common of the two
types of nonmelanoma skin cancer, has been associated with sun exposure.
But the specific details of exposure in relation to cancer risk are important
for risk assessment (see Chapter 4). A case-control study of BCC in west-
ern Australia permitted a more detailed investigation of patterns of expo-
sure for individuals (Kricker et al. 1995). Lifetime residence and occupa-
tional histories provided a structure for questions about sun exposure in
each year of life. The anatomic site of sun exposure and the development
of skin cancer were considered. The investigators also collected data on mi-
grant status, age at arrival in Australia, ethnic origin, and pigmentation be-
cause these factors have been associated with skin cancer. Risk increased
with total lifetime exposure in those who tanned well but not in those who



tanned poorly. The target skin cells may be receiving more solar radiation
in people who do not tan well than in those who do tan well. This pattern
is consistent with other indications that sun exposure beyond a certain
level does not further increase the risk of BCC.

However, the effect of sun exposure in this study is not conclusive. The
associations were probably affected by measurement error in detailed his-
tories of sun exposure (see under “Random Error,” below) and possibly
even differential abilities of cases and controls to recall exposure (see recall
bias under “Systematic Error”). A history of skin cancer was not consid-
ered because of poor records of skin cancer diagnosis and treatment in this
population. It is possible that a previous history of sun-related skin disease
caused individuals to reduce their sun exposure, leaving individuals with
high exposure at apparently low risk.

E X A M P L E : Polychlorinated Biphenyls and Low Birth Weight
in Sweden
Polychlorinated biphenyls (PCBs) emitted from industrial processes have
dispersed far from their sources and have become particularly concen-
trated in the tissues of marine animals (CEC 1997). Rylander et al. (1998)
examined the effects of exposure to PCBs in Sweden, where a main route
of exposure is through the consumption of fatty fish from the Baltic Sea.
The design of this study was a built-in or “nested” case-control study us-
ing the accumulated data of an ongoing cohort study of low birth weight
among infants born to wives of fishermen (see under “Cohort Studies,” be-
low). A first analysis of this nested case-control study demonstrated an in-
creased risk of low birth weight among infants born to mothers with high
levels of fish consumption.

The next phase was to associate the increased risk with exposure to
PCBs. In 1995, samples of blood were collected from 192 women who had
given birth during the period 1972–91 and were wives or ex-wives of fish-
ermen from the Swedish east coast, which lies on the Baltic Sea. The 57
cases of low-birth-weight infants were matched with 135 normal-birth-
weight infants on gender, calendar year of birth, and parity of the mother.
Maternal age and smoking habits were also considered because they affect
birth weight. A slightly more than doubled risk of low birth weight was as-
sociated with elevated blood levels of a chemical recognized as a biomarker
for exposure to PCBs. Two estimations of increased risk considered chem-
ical concentrations above 300 or 400 nanograms per gram of lipid weight,
suggesting that chemical levels above a threshold level were required to
cause adverse health effects. The effects of limited exposures to a health
hazard are an important component of risk assessment (see Chapter 4).
This study demonstrates the power of a case-control study to estimate the
effects of environmental exposures on adverse health outcomes.
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E X A M P L E : Schistosomiasis and Bladder Cancer in Egypt
Cases of bladder cancer in Alexandria, Egypt, from 1994 to 1996 were com-
pared to controls selected from people admitted to the hospital for acute
conditions unrelated to cancer or the urinary tract (Bedwani et al. 1998).
Individuals were questioned about a variety of factors, including educa-
tion, occupation, area of residence, smoking, and consumption of coffee.
A history of urinary, intestinal, and lymph node schistosomiasis was col-
lected, including age at first diagnosis. A higher proportion of the cases of
bladder cancer had a history of urinary schistosomiasis. The association
was stronger with a younger age at first diagnosis of schistosomiasis. Smok-
ing and certain industrial occupations were also associated with bladder
cancer. Nevertheless, a clinical history of urinary schistosomiasis ac-
counted for some 16 percent of cases of bladder cancer in this Egyptian
population. This study demonstrates the relationship between a chronic
noninfectious disease (bladder cancer) and a chronic infectious disease
(schistosomiasis) whose transmission is strongly influenced by environ-
mental factors (see Chapter 10). This study also demonstrates the impor-
tance of analyzing concomitant exposures from infectious diseases, indus-
trial occupations, and personal habits.

Cohort Studies
A cohort study begins with people free of disease (a cohort) who are clas-
sified according to their exposure to a possible risk factor for disease. Cases
of the disease are then recorded when they are newly diagnosed as the
cohort is followed over a period of time. The incidence of disease among
people with the exposure is compared to the incidence of disease among
people without the exposure. Data on other factors that could affect dis-
ease are also acquired over time (see under “Confounding”). This study
design may also be applied to monitor the development of symptoms in
people who already have a health condition.

A strong advantage of a cohort study is that information about the
causation and development of disease is acquired over a period of time in-
stead of by recall, as with the case-control study (see recall bias under “Sys-
tematic Error”). A cohort study is also less likely to be subject to selection
bias (see selection bias under “Systematic Error”). However, a cohort study
is more expensive to conduct. The advantages of cohort studies and case-
control studies may be combined in a nested case-control study. Nested
studies can be inserted at any time into prospective cohort studies when-
ever sufficient numbers of new cases have been observed. The control
group is selected from the rest of the cohort. The method has also been ap-
plied to cases whose diagnosis has required past examinations of biologi-



cal specimens (blood, stool, urine). When adequately preserved aliquots of
such specimens have been kept, previously unavailable new tests can be ap-
plied to these posterity samples for a retrospective analysis of emerging
health conditions, especially those with long preclinical or subclinical con-
ditions. This approach has provided useful data on emerging diseases. Its
potential value for long-term studies has been impressively demonstrated
by the retrospective identification of different types of human immuno-
deficiency virus infections in deep-frozen serum samples from different
parts of Africa (Quinn et al. 1986; Nzilambi et al. 1988).

Another method to take advantage of historical data is the construc-
tion of retrospective cohort studies on exposures and health conditions.
Such information can be obtained from health interviews, medical
records, and morbidity and mortality statistics. The data can then be syn-
chronized with past environmental changes (e.g., natural catastrophes,
weather extremes, agricultural development, migration and resettlement).

The basic design for a cohort study often needs to be expanded to ad-
dress a variety of environmental and health conditions. Some issues are
that the incidence of disease may be strongly affected by multiple factors
and that health impairment or environmental risk factors may be mea-
sured quantitatively rather than by their presence or absence (see Box 2.8).

E X A M P L E : Health Consequences of the Chernobyl Accident
In 1986, a large radiation accident occurred at the power plant of Cher-
nobyl in the Ukraine. The expected health effects after the explosion of the
nuclear reactor covered a broad spectrum of acute and chronic conditions
in the populations of large geographic areas in Belarus, the Russian Feder-
ation, and Ukraine. Because of the differences in exposure to radiation and
in the administration and proficiency of the local health services, a Col-
laborative International Program on the Health Effects of the Chernobyl
Accident (IPHECA) was created under the auspices of WHO (WHO
1995). The two major objectives of IPHECA were (1) the comprehensive
assessment of the health effects of the accident and (2) the planning for op-
timal emergency responses for future accidents of a similar nature. Differ-
ent types of epidemiological studies were designed to assess the full extent
of the health effects in the three countries.

Radiation Sickness. Exposure to radiation had both immediate and
chronic health consequences. Among the 444 people who were exposed to
large amounts of radiation at the reactor site, 131 (29.5%) were diagnosed
as having acute radiation sickness.

Thyroid Cancer. Thyroid cancer required immediate study because
the effect on the thyroid gland of long-term exposure to radiation was
known from previous experience. Radioactive iodine (iodine-131), with
a half-life of eight days, was the most important risk factor during the first
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few weeks after the accident. The absorption of radioiodine in the thyroid
gland was enhanced because many residents of the affected areas lacked
iodine in their daily diet. Preventive action to reduce the intake of the ra-
dioactive isotope took the form of distributing (nonradioactive) iodine
tablets to the population at risk. However, many children did not receive
the tablets, leaving them at a higher risk of developing thyroid cancer. An
epidemiological assessment has related the risk of thyroid cancer to the
dose of radiation absorbed by children (see Table 2.4). The studies are
continuing.

Leukemia. Leukemia, like thyroid cancer, required immediate study
because the effect of long-term exposure to radiation was known from pre-
vious experience. Cohort studies were designed to detect and treat cases of
leukemia in a target population of 270,000 people in the affected areas of
the three countries. Based on advanced diagnostic methods for finding
cases, the preliminary results have not yet shown a significant increase in
the incidence of leukemia that could be linked to the effects of radiation.
Presently, case-control studies are under way to investigate associations be-

B O X  2 . 8
Expanding the Cohort Study
Design

The basic design of a cohort study involves

classifying individuals according to exposure

to a possible risk factor for disease and fol-

lowing those individuals as new cases of the

disease are diagnosed. However, many im-

portant environmental health problems re-

quire more complex elements of study de-

sign.

It is especially difficult to study a risk fac-

tor like exposure to air pollution in the pres-

ence of another major risk factor. A cohort

study in the United States followed 8,111

adults in six cities over a period of 14–16

years to determine the effect of urban air

pollution on mortality from lung cancer

(Dockery et al. 1993). Data obtained on indi-

vidual smoking habits were critical because

mortality was most strongly associated with

smoking. The residual effect of urban air

pollution was that the rate of dying was 26

percent higher in the most polluted city than

in the least polluted city.

The risk of developing hantavirus pul-

monary syndrome (HPS) in the southwestern

United States has some association with

heavy rainfall and the growth of rodent

populations (see text). In advance of the El

Niño event of 1997–98, which was expected

to bring heavy rainfall to the region (see

Chapter 8), Hjelle and Glass (2000) prepared

to monitor cases of HPS along with local pat-

terns of precipitation and questionnaires

about activities that may have led to infec-

tion of the cases. This study found an associ-

ation between HPS and locally heavy rainfall

and determined that most exposures oc-

curred in or around the home.

Measurements of health impairment may

require quantitative measures. A study of a

cohort of children born in and around the

lead-smelting town of Port Pirie, Australia,

associated measurements of lead concentra-

tions in blood with a decline in measure-

ments of intelligence (Tong et al. 1996). The

cohort design could determine that the ef-

fect of exposure to lead in the first seven

years of life persisted into later childhood.



tween individual exposure doses and leukemia. The major radionuclide
(radioactive element) released by the Chernobyl accident was cesium-137.
It can enter the body through the consumption of contaminated fresh veg-
etables, milk, and drinking water or by direct external exposure to contam-
inated soil and clothing.

Brain Damage in Utero. The risk of brain damage to fetuses of moth-
ers exposed to radiation during the critical developmental stage of preg-
nancy was studied in 4,210 infants born within a year after the accident.
Of these, 2,189 of the newborns were delivered by mothers exposed to ra-
diation. They were compared with 2,021 infants whose mothers resided in
nonradiation areas. The two groups were matched for age, socioeconomic
status, type of residence, and educational level. The study protocol in-
cluded assessment of mental retardation, measures of neurological and en-
docrinal aberrations, and brain mapping by computerized analysis of elec-
troencephalograms. Preliminary results of this cohort study suggest an
increased incidence of mental retardation and behavioral disorders in the
exposed group. In addition to verification of the preliminary results, the
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objectives of the ongoing studies include determining the degree of inter-
ference by confounding caused by psychological factors related to the ac-
cident (see under “Confounding,” below) and performing a detailed dosi-
metric follow-up of exposure and disease (see Fig. 4.4).

Special Issues for Studies of the Transmission 
of Infectious Disease
The fundamental distinction of infectious diseases is that the spread of an
infectious agent in a population affects the risk of infection to others. For
contagious processes, the susceptibility or immunity of individuals in a
population is a major determinant of risk. Environmental factors then in-
fluence the contagious process and interact with the dynamics of trans-
mission. If no infectious agent is present, environmental factors cannot
cause infectious disease; if many infectious agents are present, environ-
mental factors may affect the ability of each to be transmitted. Increasingly,
researchers have recognized that it is important to construct studies that ex-
plicitly examine the chain of transmission of an infectious agent. On a small
scale, the investigation of a disease outbreak attempts to reconstruct the his-
tory of exposure and transmission. On a larger scale, the analysis of the dy-
namics of infection in a population may include the levels of infection and
immunity of the population as part of the risk factors. The special issues re-
lated to the transmission of infectious diseases are discussed in Chapter 10.

Risks and Rates
Some epidemiological terms for risks and rates can cause confusion. Inci-
dence rates and mortality rates measure the frequency of events in a pop-
ulation over a specified period of time. Risk is the probability that a per-
son will experience an event in a specified period of time. When the risk is
small, the incidence rate may be almost identical to the risk of the health
condition in the specified period of time. For example, if the incidence rate
for a disease is 1/100 per year, then the probability of someone’s develop-
ing that disease in a year is about 1 percent. However, a rate may increase
without bound and a probability cannot exceed 100 percent. The term risk
itself is also used loosely as a synonym for risk factor and hazard. A risk fac-
tor is generally an attribute or exposure associated with increased risk of a
disease, but hazard is used more specifically in environmental impact as-
sessment. The term prevalence rate demonstrates an alternative meaning of
rate as ratio or proportion; in this context, ratio is often substituted for rate
to reserve the latter for expressing changes over time.

The quantification of risk is conceptually straightforward in a cohort
study (see Fig. 2.4). The risk of developing disease over a period of time is
calculated for people who are exposed to a possible risk factor and people



who are not exposed to that factor. The most common way of expressing
the comparison is in terms of the relative risk, which is the ratio of the two
risks (of people exposed and of people not exposed). If the potential risk
factor is associated with disease, then its relative risk is larger than 1. For
example, if 2 percent of exposed people develop disease and 1 percent of
unexposed people develop disease, the relative risk is 2.

In a case-control study, it is not possible to estimate the relative risk di-
rectly because cases rather than exposures are the starting point for the
study. However, another method produces a result that is similar to the rel-
ative risk (see Fig. 2.4). If an exposure is associated with disease, then the
cases are more likely than the controls to have a history of exposure. For
example, 50 percent of the cases might have a history of exposure in com-
parison with only 10 percent of the controls. In epidemiological practice,
it is standard to convert the proportion with exposure into the odds of ex-
posure. The odds are defined as the ratio of the probability that something
is so to the probability that something is not so (Last 1995). In a case-
control study, the odds of exposure are calculated as the ratio of the pro-
portion (or number of people) with a history of exposure to the proportion
(or number of people) without a history of exposure. For example, if 10
out of 60 people have a history of exposure, then the odds of exposure are
10:50, or 1:5. The odds ratio is the ratio of the odds of exposure for cases
and the odds of exposure for controls. For example, if the odds of cases
having a history of exposure are 1:5 and the odds of controls having a his-
tory of exposure are 1:10, then the odds ratio is 2. An odds ratio larger than
1 indicates that the potential risk factor is associated with disease, in direct
analogy with the relative risk. If a disease is relatively rare, such as cancer,
then the odds ratio from a case-control study is actually a good estimate of
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Figure 2.4 Calculations for relative risk and odds ratio.
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the relative risk. In fact, odds ratios are sometimes (incorrectly) labeled as
relative risks in publications.

In environmental impact assessment, the relative risk of disease from
an exposure is combined with the probability of exposure in a population
to construct the population attributable risk (see Chapter 4). This risk mea-
sures the proportion of the disease incidence due to the particular expo-
sure and therefore indicates the cases of disease that could be eliminated if
the exposure were eliminated.

Potential Sources of Error in Epidemiological Studies
Epidemiological studies require numerous measurements on people and
the environment. Unfortunately, errors can be introduced into measure-
ments, affecting the outcome of a study. A random error represents the role
of chance and is considered nonsystematic error. Systematic error, or bias,
affects measurements in a particular direction. A related problem is one of
confounding, in which a factor in a study may have an association with a
disease but not be a cause of that disease. In this situation, the true cause
lies elsewhere in an unmeasured variable that happens to be associated
with the studied factor in question (see “Confounding,” below). Good
study design can minimize the possible effects of errors. It is also good
practice to rely on more than one study in demonstrating any association.

The general remarks below are intended as a guide for consultation
with a statistician during study design and analysis. Textbooks on epi-
demiological methods also provide a wealth of information (e.g., Gordis
1996; Beaglehole et al. 1993).

RANDOM ERROR. Random error of a measurement may be due to individual
biological variation or an inherent lack of accuracy in a measuring instru-
ment. Measuring instruments include everything from devices that mon-
itor particulates in the air to questionnaires about animal bites. Even if in-
dividual measurements are precise and accurate, a sample of individuals
from a population may not reflect the composition of the population. Such
sampling error may arise even if the individuals were truly selected at ran-
dom. Any kind of random error can lead to an observed association (or
lack of association) that is not true (i.e., a factor that seems to cause a dis-
ease does not or a factor that seems to be unrelated to a disease actually
causes it). Careful attention to individual measurements and the selection
of larger samples can reduce random error. Larger sample sizes reduce the
chance of missing real associations.

SYSTEMATIC ERROR. Measurement bias is one type of systematic error that
arises from inaccurate measurements. If the measurement problems have
no particular direction, then measurement error is a type of random error,



as just described. If the measurements tend to be consistently too high or
too low, then the error is systematic. Measurement may also involve the
classification of individuals, as in the diagnosis of a disease. In this context,
measurement bias is called classification bias. The inability to recall infor-
mation accurately in an interview can introduce measurement bias. If, in
addition, the inability to recall information is different in different parts of
the study population, the effect produces recall bias. For example, people
who have been diagnosed with cancer may be more likely to report expo-
sures than are people selected as controls for comparison.

Selection bias is caused by a systematic difference between the people
selected for a study and those who are not. Selection bias is related to sur-
veillance bias, in which some groups of people or events may be more likely
to come to the attention of investigators. For example, children who attend
school may be healthier or wealthier than children who do not. The selec-
tion of controls in case-control studies is often a point of debate even if the
selection of cases is not. Migration bias is another way in which the selec-
tion of individuals can distort associations between factors and disease.
The characteristics of people who migrate from an area may not be repre-
sentative of the source population, an important issue in monitoring
health conditions among migrants. Migration into and out of an area may
be associated with the factors and disease under study.

The ecological fallacy, or ecological bias, is relevant to ecological study
designs that rely on group measurements. Group associations may not be
the same as associations based on individual data (if such data were avail-
able). For example, studies of air pollution usually rely on monitors to
sample outdoor air at very few locations. The measurements of pollutants
may be higher in one city than in another city, but an individual selected
in the first city does not necessarily have a higher personal exposure than
an individual selected in the second city. The ecological bias is also called
the aggregation bias.

Potential biases should be assessed in reports of other studies and in
the design of new studies. Great efforts should be made to reduce or elim-
inate biases.

CONFOUNDING. Even after random errors and biases are considered, a fac-
tor may have an association with a disease and yet not be a cause of that
disease. The problem is the existence of a confounding variable that affects
disease and is unequally distributed among the other factors in the study.
In the example on mortality during heat waves, old age was a confound-
ing variable in a study that produced an apparent risk due to being female.
Elderly persons are well documented to be more affected by heat waves
and, in many populations, more women than men are likely to be elderly
persons. Confounding is a potential problem for any study design, al-
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though it may be worse for ecological studies because fewer data on con-
founding variables may be available.

For confounding to be controlled, possible confounding variables
must be recognized. Comparisons can be made within groups, or strata,
defined by levels of the confounding variables. For example, the discussion
about heat wave mortality refers to studies of mortality of males and fe-
males within the same age group (i.e., stratified by age). In case-control
studies, cases and controls may be matched on a possible confounding
variable, such as age or smoking, to eliminate its effect from the analysis of
other factors. Sophisticated statistical procedures to adjust for the effect of
confounding variables may be required when data are too limited for direct
approaches of stratification and matching.

The Sequential Application of
Epidemiological Methods

The sequential application of different epidemiological methods is re-
quired for the solution of global health problems with strong environ-
mental determinants. The following example of a parasitic disease in Egypt
demonstrates the process of adapting and combining epidemiological
methods, both classical and technically advanced. When new results from
a previous study became available, new questions broadened the scope of
the investigations. Their scale combined micro- and macroepidemiologi-
cal situations for which answers were needed to develop an effective pro-
gram for disease prevention and control. The methods included clinical
observations, cross-sectional investigations of selected population sam-
ples, case-control studies, and ecological inquiries (ecological in the
broader sense used in Chapter 10). These were followed by technically
more sophisticated studies using satellite imaging and the development of
a geographic information system (GIS) (for details, see Chapter 3).

The disease of concern was lymphatic filariasis, caused by the thread-
like worm Wuchereria bancroftia. The disease is characterized by acute
episodes of fever with infections and swelling of the peripheral lymphatic
vessels and lymph nodes, most frequently involving the legs and, in males,
the scrotum and testicles (hydrocele). The chronic stage of the disease
causes chronic disability due to severe lymphatic obstructions and ele-
phantiasis. The life cycle of filariasis depends on mosquito vectors that are
adapted to a wide range of habitats, including canals and ditches heavily
contaminated with human and animal wastes. Introduced by mosquito
bites into the human host, the worm develops from its larval stages into
adults that dwell inside the lymphatic vessels, where the female produces
large numbers of mobile larvae, or microfilariae, which circulate in the
blood of infected individuals and are ingested by biting mosquitoes. After
further development in the vector, the life cycle is completed when the in-



fective microfilariae enter the human host with a new mosquito bite. Fi-
lariasis is a cumulative infection; the parasite load, measured as the num-
ber of worms, increases with the time of exposure in an endemic area.

The gold standard of the diagnosis (i.e., the best available diagnostic
criterion) is the microscopic recovery of the microfilariae in small samples
of blood. However, many persons with advanced clinical symptoms have
no microfilariae in their blood. Therefore, population-based studies of the
disease have to include both parasitological and clinical examinations for
case detection. The situation is further complicated by the nocturnal peri-
odicity of circulating microfilariae in the peripheral blood (microfilaremia).
For this reason, population-based studies must be carried out at night,
between 10:00 .. and 2:00 .., when the circulation of microfilariae
reaches its peak.

Filariasis has been endemic in the Nile delta of Egypt since time im-
memorial. Between 1950 and 1965, a large-scale program of filariasis con-
trol in the endemic areas included the creation of safe water systems, waste
disposal, and improved irrigation practices. The temporary effects of wide-
spread application of insecticides against agricultural pests for higher
yields of crops for the rapidly increasing human population also helped to
reduce the vector population of Culex pipiens. Based on surveillance data
from 500,000 persons, the WHO Expert Committee on Filariasis con-
cluded that filariasis was a disappearing disease of no public health signif-
icance (WHO 1984). However, at the same time, spot surveys, which are
cross-sectional studies conducted rapidly on small populations, and clin-
ical reports indicated that the steady downward trend of filariasis had been
reversed. For this reason, the Ministry of Health created a new surveillance
program in the southern Nile delta, including population samples from
314 villages with a total of 350,000 persons. The results revealed a dramatic
reemergence of the disease with a highly focal distribution. A map of the
results is presented in Figure 2.5.

The findings prompted the epidemiologists to ask the W questions:
What happened, who was affected, when and where did it occur, and, most
of all, why did it happen? (See also Box 2.1.) The previous program of fi-
lariasis control had been terminated in 1965. Since then, significant envi-
ronmental and demographic changes had had a profound effect on the
reemergence of filariasis. The Aswan High Dam of the Nile was closed, in-
terrupting the annual flooding of the Nile. The dense network of irriga-
tion channels increased in all of the Nile River valley and its delta region.
The river water reaching the coast became heavily polluted by agricultural
and industrial runoffs and by human and animal waste. In addition to
these anthropogenic changes, geological shifts will continue gradually to
alter the physical nature of the Nile delta (Stanley and Warne 1993). The
sea level is expected to rise, salinization of agricultural land will increase,
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the ground water will be polluted, and the input of fresh water from the
Nile River will be reduced. The estimated growth rate of the population
in the affected area is 2.65 percent per annum (see also Chapters 6 and 9).
The resulting extension of agricultural irrigation has led to poor drainage
of ditches and to the creation of heavily polluted pools and wastewater
puddles in which mosquitoes breed. At the same time, the extensive use
of pesticides has introduced resistance to pesticides among mosquito
vectors.

The observations of the uneven geographic distribution of filariasis
led to additional studies comparing villages and households with and
without the disease to identify risk factors of exposure. The rationale for
conducting a case-control study originated from observations that the
cases were unevenly distributed in villages, with clusters in certain family
compounds. The study objectives aimed at the identification of those fac-

Figure 2.5 Geographic distribution of the prevalence of filariasis in communities in

the southern Nile delta. Source: Reproduced with permission from Harb et al. 1993,

Figure 3.



tors (environmental, behavioral, genetic) that were responsible for the dif-
ferent infection rates (Dorgham et al. 1994).

Based on a census, there were 525 young females in the age group of
10–19 years, of whom 468 (89%) participated in the study. Of these, 41
(8.8%) had a history of filariasis. The age distributions of the case and con-
trol groups were similar. The frequencies of exposure to selected environ-
mental and behavioral risk factors were then compared between the case
and control groups. Exposures showing significant differences between the
two groups were then examined in a logistic regression analysis, a statisti-
cal procedure that permits the calculation of odds ratios when multiple
risk factors are considered simultaneously; the odds ratios are used to de-
termine the ranking in importance of health risks (WHO 1978). The re-
sults are shown in Table 2.5. Significantly more households of cases than
those of controls used the animal sheds in their compounds in lieu of la-
trines. The animal shelters of the family compounds provide favorable
conditions for the year-round indoor breeding of the vector Cx. pipiens.
Use of these quarters for defecation and urination increases the exposure
to bites by vectors and, thus, to the transmission of disease. The observed
difference between cases and controls regarding the frequency and dura-
tion of television watching was an unexpected finding. Television watch-
ing is mostly done in the evening when family members and their neigh-
bors join in this recreational activity. They may attract large numbers of
Cx. pipiens, the abundant mosquito vector in the area.

52 Alfred A. Buck and Joan L. Aron

Table 2.5 Risk Factors of Filariasis



Epidemiological Study Designs 53

A comparison of households with and without infection also showed
that the location of households near stagnant irrigation ditches and their
discharge channels or adjacent to standing pools of water constituted a
major environmental risk factor for filariasis. However, exceptions to this
finding required further study. Detailed entomological examinations in
households with multiple cases not situated close to outdoor breeding sites
led to the surprising detection of indoor breeding of mosquito vectors
throughout the year. The mosquito larvae are breeding in small accumu-
lations of water created and fed by water gently dripping from clay con-
tainers on top of the kitchen sinks.

Other investigations were conducted to find causes for the large dif-
ferences in the infection rates between villages of the same district. Ex-
tensive water seepage leading to heavy exposure to mosquito bites was de-
tected as a major environmental hazard. In the lower-lying parts of
villages built on clay soil, the bedrooms, kitchens, and toilets of many
houses were flooded and their mud-brick walls were soaked. In a large vil-
lage with 1,250 houses, of which 520 were located in a depression less than
20 meters below the level of the surrounding land, 146 houses were seri-
ously damaged.

Follow-up investigations to assess the causes of water seepage were car-
ried out by environmental engineers. Their study included drilling of an
auger hole to explore the soil condition, groundwater table, and aquifer
system. They found differences in the topography between the affected vil-
lages and the surrounding irrigated land. Geologically, there is a thick layer
of clay with poor permeability, leading to accumulations of stagnant pools
of water and seepage. The water flow of canals and channels for discharge
and drainage is intercepted in the depression. In recent years, many houses
have been connected to a piped water system without adequate provisions
for sewage and wastewater disposal.

A by-product of the epidemiological studies was the awareness of an
increase of other vector-borne diseases transmitted by Cx. pipiens, the
mosquito vector for filariasis. There is also evidence that children living in
the villages affected by water seepage have more frequent episodes of diar-
rhea and acute respiratory infection than do those living nearby.

These epidemiological findings spurred the planning of a new pro-
gram of filariasis control. The various components of the program com-
bine environmental improvements for source reduction of mosquito
breeding, health education to improve sanitary habits and minimize ex-
posure to mosquitoes, and mass treatment. An important task is the de-
velopment of a surveillance system to monitor program results. Children
from different villages who attend the same school make up ideal sentinel
samples (see also Box 2.5 on sentinel health information systems) to mon-
itor the incidence of new infections by annual examinations. Since school



attendance is obligatory, they provide a cohort for six years of continuous
observation. The children serve as index cases to track the location of new
infections in their villages. The widening scope of health conditions af-
fected by the changing environmental conditions demanded that the an-
nual examinations should also include other diseases of local public health
importance (e.g., schistosomiasis, intestinal nematodes and protozoa, and
arthropod-borne virus infections). For ethical reasons and to increase
compliance in the surveillance program, prompt treatment has been given
whenever a specific condition is found.

Many communities in the Nile valley and delta at a potential risk for
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Figure 2.6 Diurnal temperature differences in the southern Nile delta on August 16,

1990. Observations are from the National Oceanic and Atmospheric Administration’s

Advanced Very High Resolution Radiometer. Source: Thompson et al. 1996, figure on

p. 234. Courtesy of Donald F. Thompson, Tulane University Medical Center, New Orleans,

Louisiana.
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the reemergence of filariasis have not yet been covered by the program. In
an effort to narrow the scope of the mass examinations of new communi-
ties for filariasis, two new methods were introduced to identify areas of
high risk: remote sensing by satellites and the development of a GIS (see
Chapter 3). Remotely sensed data based on thermal scanning radiometry
were analyzed for diurnal temperature differences (dTs) that indicate sur-
face and subsurface moisture in the soil, including standing water (see Fig.
2.6). The coordinates of each village together with their digitized data on
the prevalence of filariasis were superimposed onto the dT map. There was
a high degree of correlation between the remotely sensed dT values and the
locally corresponding data on the prevalence of disease in the communi-
ties on the ground (Thompson et al. 1996). Hand-held Global Positioning
System satellite navigators are now being used to increase the precision of
the original village coordinates, which were extracted from available maps,
most with a scale of 1:10,000 (see Chapter 3 for more details). It is expected
that further studies will confirm the predictive value of the dT determina-
tions to establish priorities for selecting communities with high environ-
mental risks of filariasis and other vector-borne diseases to be included in
a countrywide surveillance program.

Conclusion

This chapter has introduced basic epidemiological study designs for un-
derstanding the linkages between global change and health. This presenta-
tion is intended to be a starting point for study designs, since they will in-
evitably have to be adapted to address unanticipated problems. Advances
in science and technology, especially in the area of geographic analysis,
provide new tools to strengthen epidemiological analysis (see Chapter 3).
Epidemiological analysis in turn must be linked to a larger process of as-
sessing future risks to human health and designing interventions (see
Chapters 4 and 5). The process of adapting epidemiological methods to
meet new challenges has occurred throughout the history of the discipline.
It is hoped that researchers from a variety of disciplines will be motivated
to adapt these concepts in new ways.

S U G G E S T E D  S T U D Y  P R O J E C T S
Suggested study projects provide a set of options for individual or team
projects that will enhance interactivity and communication among course
participants (see Appendix A). The Resource Center (see Appendix B) and
references in all of the chapters provide starting points for inquiries. The
process of finding and evaluating sources of information should be based
on the principles of information literacy applied to the Internet environ-
ment (see Appendix A).



P R O J E C T  1 : Observational Study Designs

PART A. DESCRIPTIVE MEASURES OF HEALTH STATUS. This part of the project
will strengthen the ability to find statistics on various health topics, famil-
iarize the student with statistics centers, and reinforce the understanding
of rates and risks.

Task 1. Find data on a selected health topic by investigating incidence,
prevalence, and mortality rates. Use both morbidity and mortality statis-
tics, if available. Describe the sources, which could include unpublished re-
ports, and the usefulness and credibility of the particular statistics found.

Task 2. On the basis of the section on risks and rates, find examples of
cohort and case-control studies to demonstrate the concepts of relative risk
and odds ratio.

PART B. ANALYTICAL APPROACHES. The objective of this part of the project is
to demonstrate an understanding of a variety of analytical approaches as
they are applied in different study designs.

Task 1. Find sources citing examples (not used in this chapter) for

a. ecological studies
b. cross-sectional studies
c. case-control studies
d. cohort studies

Task 2. Finalize results in written form.

P R O J E C T  2 : “What, Who, When, Where, Why” (see Box 2.1)
The objective of this project is to develop, practice, and refine research
skills required for multidisciplinary studies. It comprises seven tasks.

Task 1. Identify and describe one to three examples of changes in the
distribution of a health-related state or event related to disease, injury, dis-
ability, or death. (WHAT)

Task 2. Describe the population(s) of the example(s) in terms of avail-
able statistics on age, gender, occupation, and location. (WHO)

Task 3. Over what period of time have the changes in the population(s)
been observed? Do observations lead to future projections? (WHEN)

Task 4. Describe the global-local changes in the geographic location(s)
of the example(s). (WHERE)

Task 5. Examine reasons for the changes in the population(s). List and
describe the possible environmental determinant(s) of the example(s).
(WHY)

Task 6. For this task, more than one example must be available. Com-
pare the findings of at least two different examples. Note similarities and
dissimilarities.
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Task 7. Summarize.

a. What did you discover?
b. What new question(s) were arrived at?
c. What study design(s) would you use for further research?

P R O J E C T  3 : Sequential Application of Research Methods
The objective of this project is to reinforce the importance of multiple
studies in addressing environmental problems.

Task. Design and present an example for sequential application of re-
search methods as described and documented in this chapter.
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Geographic information systems (GISs) are, in the broadest sense, manual
or computer-based sets of procedures that permit users to capture, store,
manipulate, retrieve, analyze, and display data with spatial characteristics
(Aronoff 1989). The advent of computer hardware and software with the
power and storage capabilities to manipulate and analyze large databases
has driven the development of computerized GISs during the past 25 years.
Compared with manual systems, computerized GISs store and retrieve
data at greater speeds and at a lower cost per unit of data. Greater com-
puting power has been accompanied by greater ease of use and greater ac-
cess to computer technology in general. GISs are now being applied in di-
verse fields that use spatial or georeferenced data, and the number of
applications of GISs in the field of public health continues to grow (Briggs
and Elliott 1995; De Savigny and Wijeyaratne 1995; Clarke et al. 1996; Vine
et al. 1997; National Aeronautics and Space Administration (NASA)/Ames
1999a; Agency for Toxic Substances and Disease Registry [ATSDR] 2000;
Beck et al. 2000). A GIS incorporates many technologies and procedures
for manipulating multiple types of spatial data and integrating them into
a single analysis. Thus, a GIS can be critical in evaluating change and de-
veloping planning scenarios and decision models involving spatial data.

Spatial patterns of disease distributions often provide important evi-
dence related to underlying disease processes. Mapping has been standard
epidemiological practice since the field’s inception (Pyle 1979). Traditional
maps include pin maps, on which pins identify locations of cases of a dis-
ease, and choropleth maps, on which areas are shaded according to rates
of disease incidence, mortality, or other measures of the health status of
populations (see Chapter 2). John Snow’s map of community water pumps
and the deaths due to an outbreak of cholera in London in 1854 remains

C H A P T E R  3

Geographic

Information Systems

Joan L. Aron, Ph.D., and Gregory E. Glass, Ph.D.

60



Geographic Information Systems 61

a classic visual presentation of evidence (Tufte 1997, 31). For practical rea-
sons, these early methods were applied to the study of epidemiological pat-
terns associated with one or at most a few environmental factors.

Public health issues related to ecosystem change are complex, however,
and depend on data at many geographic scales. For example, in West
Africa, the risk of onchocerciasis, a parasitic disease causing blindness, de-
pends on proximity to areas of turbulence in a river, which in turn are af-
fected by regional variation in rainfall and changes in the global climate
system (see Chapters 2, 7, and 8). Exposure to radiation also varies geo-
graphically, as demonstrated by the risk of thyroid cancer in relation to ra-
dioactive fallout that spread from the Chernobyl nuclear accident and the
risk of skin cancer in relation to ultraviolet (UV) radiation flux modulated
by latitude and stratospheric ozone depletion (see Chapters 2 and 7). The
ability of GISs to use numerous strata of data from various sources simul-
taneously means that a GIS can be an important tool for understanding
and responding to complex ecosystem changes that may adversely affect
public health.

This chapter provides an overview of the basic components of a GIS,
including related technologies for remote sensing, the global positioning
system (GPS), and geographic base file systems. The description of the
functions of GISs places emphasis on methods for spatial data analysis and
criteria for data quality. Critical issues in the implementation of a GIS are
system specification and cost, with aspects related to data sources, com-
puter technology, and human resources.

The Basic Components of Geographic
Information Systems

A Generalized Thematic Mapping System
The origins of GISs lie in thematic cartography, in which maps are con-
structed to display data describing characteristics of geographic features
(Clarke 1998). A particular aspect of the descriptive data is referred to as
an attribute or, more traditionally, a theme, from which comes the name
thematic cartography or thematic mapping. One example of thematic map-
ping is a display of the rate of incidence of a disease on a choropleth map
(see under “Map Generation,” below). The core of a modern GIS is a gen-
eralized thematic mapping system that integrates computer hardware,
software, and databases to capture, store, manipulate, retrieve, analyze, and
display data (Table 3.1).

Vector and Raster Data Formats
The standard model of geographic space partitions a mapped landscape
into features, which can be points, lines, or areas (Clarke 1998). A point on
the map is a feature with location but no extent, such as a stationary de-



vice to monitor pollution. A line on the map is a feature with one dimen-
sion, such as a road. An area on the map is a feature with two dimensions,
such as a census tract. The scale of the map affects the classification of fea-
tures. For example, a city may be represented as a point on a world map
and as an area on a local map.

GIS tools represent spatial data in vector format or in raster format.
Most GIS software programs have raster-to-vector and vector-to-raster
conversion algorithms that permit users to convert data to the more suit-
able form for a particular application. In either format, spatial information
is referenced with respect to a standard geographic coordinate system, such
as latitude-longitude, and projected to a plane with Cartesian x-y coordi-
nates. If spatial data are collected from multiple coordinate systems or pro-
jections, the data must be converted to a common locational reference sys-
tem before they are combined for spatial analysis (see Dana 1997, 1999 and
“Sources of Data,” below).

In vector format, the precise locations of points, lines, and areas are
specified in space. Lines are constructed as a series of line segments con-
necting points. Areas are constructed as polygons (i.e., regions enclosed by
line segments). All of the area in the interior of a polygon is assumed to be
uniform, to some specified level of accuracy, for the theme (attribute) be-
ing represented. For example, data in vector format show sites in Dade
County, Florida, where Black Creek Canal virus was present or absent in
populations of cotton rats (Fig. 3.1). Data in vector format can represent
quantitative levels at sampling sites by using symbols in different sizes, as
shown by a study of chemical and biological water pollution in Puerto Rico
(Hunter and Arbona 1995). Data in vector format can also show statistics
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for a given area, such as a state, county, or census tract (see under “Data
Display,” below). Mapping in vector format is appropriate for land use
data, cadastral data (property records), census data, precise positional data,
and transportation networks.

In raster format, spatial data are represented by a regular rectangular
array of square cells. Borrowing terminology from digital satellite imagery,
a cell is often called a pixel, which is a shortened form of picture element.
A row number and column number define the location of each cell in
space. The value of an attribute is assigned to a cell, so the accuracy of po-
sitioning is determined by the size of the cell (see under “Spatial Accuracy
and Resolution,” below). Data in raster format can show the distribution
of forest habitat in Baltimore County, Maryland, which has been analyzed
in relationship to the locations of the residences of people who were diag-
nosed with Lyme disease (see Fig. 3.2 and under “Map Overlay and Com-
parison,” below). Data in raster format are typical in natural resource GISs
and maps developed using techniques from remote sensing (see under
“Remote Sensing,” below) (Burrough and McDonnell 1998; Clarke 1998).
In raster format, it is possible to represent fuzzy boundaries between nat-
ural resource features, such as the edges of forest. Data in raster format are
useful for constructing surfaces that assign a thematic (attribute) value to
all geographic points without assuming homogeneity within predeter-
mined district boundaries (see under “Methods for Spatial Data Analysis,”
below).

Each format has advantages and disadvantages. Data in vector format
generate maps similar to hand-drawn maps, which are considered to be
more pleasing to the eye. In addition, a map in vector format can usually

Figure 3.1 Sampling sites of cotton rats in Dade

County, Florida, 1994, classified according to the

presence (black circle) or absence (white circle) of

rats infected with Black Creek Canal virus. Source:

Redrawn with permission from Glass et al. 1998,

Figure 1.



be stored more compactly. A system using vector format is usually more
efficient at encoding topological relationships, such as lines connecting
points, because a system using raster format usually identifies a theme (at-
tribute) at each cell (pixel) in the map regardless of whether the theme
changes between adjacent cells. However, management of data in raster
format may be more efficient than management of data in vector format
if a theme exhibits great spatial variability. Moreover, alternatives to scan-
ning raster data row by row can result in faster rates of data processing
(Goodchild 1997). Modern GISs employ features of both formats.

A Relational Database Management System
Nonspatial database systems are tools for managing the data in GISs. A re-
lational database management system is the most common user interface,
although programmers may use a variety of nonspatial database ap-
proaches (Meyer 1997). Relational database systems permit complex
queries but are easier to use than are programming languages. The basic
element is a data record, which is also called a tuple in mathematical treat-
ments of the subject. A set of data records defines a relation that may be
represented as rows of data records in a table. A data record is divided into
fields. One or more fields may be used as a key if their values uniquely iden-
tify a row. For example, a simple cross-sectional survey of people in a
province (see Chapter 2) might generate a data record with three fields:
unique identification number (key), place of residence, and history of
malaria. Relational database management systems can join two relations
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Figure 3.2 Spatial distribution of forest habitat,

1989–90, and the locations of residences of people

diagnosed with Lyme disease, 1991, in Baltimore

County, Maryland. Source: Redrawn from Glass

2000b, Figure 9.8. Reprinted with permission from

Aspen Publishers, Inc.
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(tables) if they share a key field. For example, a survey on malaria and a
survey on anemia could be joined through a common key field to analyze
how anemia is related to a medical history of malaria. The ability to join
two or more relations (tables) by shared key fields provides tremendous
flexibility for performing inquiries in response to issues that arise after the
initial study design.

Related Technologies

Remote Sensing
Remote sensing refers to the use of electromagnetic radiation sensors to
record attributes of the environment (Patterson 1998). The most common
types of remote sensing in studies of ecosystem change and public health
use instruments on satellites and aircraft. Since the first scientific sympo-
sium on satellite-based remote sensing of the environment at the Envi-
ronmental Research Institute of Michigan in 1962, the remote sensing
community has grown to include at least six civilian satellite systems for
land remote sensing (Morain 1998). Earth-observing sensors on satellites
have deservedly gained attention as a monitor of environmental change on
a truly global scale. The origins of techniques for satellite-based observa-
tions lie in aerial photography, which continues to make unique contribu-
tions to information about the earth.

SENSORS ON SATELLITES. Remote sensing from satellites relies on a techno-
logical perspective of using electromagnetic radiation from Earth to ob-
serve environmental change in contrast with a scientific perspective of
studying the effects of electromagnetic radiation on the global environ-
ment (see Chapters 7 and 8). Of course, scientific and technological per-
spectives are interrelated, since advances in technology depend on gains in
scientific knowledge and vice versa.

Features of Earth’s land, water, and atmosphere generate variations on
the basic concept of energy from the sun warming the earth so that it too
radiates energy back to space. According to the theory of black body radi-
ation, the sun and Earth radiate energy at different wavelengths (see Fig.
7.9). Energy from the sun is in the UV, visible, near infrared (NIR), and
midinfrared (MIR) portions of the electromagnetic spectrum, while en-
ergy radiated from the earth is in the thermal infrared (TIR) portion of the
electromagnetic spectrum (Table 3.2).

However, some solar radiation is not absorbed but is instead reflected
by objects in the atmosphere, on land, and on sea (Conway 1997; Short
1999). Objects vary in their spectral signatures, which are the fractions of
electromagnetic radiation reflected away from the surface at different
wavelengths. The most common techniques for satellite-based remote
sensing focus on the identification of objects based on electromagnetic



radiation reflected in the visible, NIR, and MIR portions of the electro-
magnetic spectrum. Instruments on satellites also monitor temperature
through the TIR portion of the spectrum. The primary warming of the
earth’s surface generated by the absorption of solar radiation is supple-
mented by a mechanism of secondary warming known as the greenhouse
effect (see Chapters 7 and 8). Under this mechanism, Earth’s atmosphere
absorbs infrared (IR) radiation emitted from the surface of the earth and
then emits IR radiation of its own, further warming the earth (see Fig.
8.1a). The atmospheric concentrations of gases responsible for the green-
house effect have been increasing since the onset of the industrial revolu-
tion, raising concerns about accelerated global warming accompanied by
scientific uncertainties about this phenomenon (see Chapters 7, 8, and 13).
Heat flow from the interior of the earth also contributes to surface heat in
some locations, such as active volcanoes and hot springs, but heat from the
interior has a negligible effect on the global energy budget (see Fig. 8.1a).

Sensors vary according to their spatial and temporal resolutions. For
sensors on Earth-observing satellites, spatial resolution measures the
smallest area that can be observed and temporal resolution measures the
time interval between repeated observations of the same area (see under
“Temporal Accuracy and Resolution,” below, for other aspects of temporal
resolution). Spatial and temporal resolution for some common remote
sensing instruments are shown in Table 3.3. Landsat and Système proba-
toire d’observation de la terre (SPOT) provide greater spatial resolution,
whereas the advanced very high resolution radiometer (AVHRR), the
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moderate resolution imaging spectroradiometer (MODIS), and Meteosat
provide more frequent observations. In general, there is a tradeoff between
the degree of spatial detail and the frequency of observation. Images de-
rived from any sensor require digital processing to enhance features and
remove distortions, such as incorrect relative positioning of objects caused
by viewing different objects at different angles ( Jensen 1996; Jensen and
Schill 1998).

Table 3.3 Spatial and Temporal Resolution for Some Common 
Remote Sensing Instruments



Figure 3.3 a: Landsat Thematic Mapper image

of the study area in Chiapas, Mexico, acquired on

July 8, 1991, during the wet season; the image is

a multiband composite of Landsat 5. The spatial

resolution of the data is 28.5 meters. The dark

gray tones are bare soil, water, or urban; the

other shades represent various vegetation and

crop types. The diagonal edge represents the

coastline along the Pacific Ocean; the Sierra

Madre foothills, located in the upper right, have

been masked out because the mosquito Anophe-

les albimanus, the primary vector of malaria in

the region, is not found there. b: Landsat The-

matic Mapper image of the study area acquired on March 4, 1992, during the dry sea-

son; the image is a multiband composite of Landsat 5. The bright areas represent irri-

gated agriculture, such as tree crops and banana plantations, with the darker tones

representing bare soil, water, and burned areas. c: Land cover classification generated

Reflected radiation and thermal radiation are both useful in applica-
tions to public health. For example, patterns of reflected radiation detected
by Landsat’s thematic mapper were the basis of a classification of land
cover in a region of southern Mexico; statistical associations between types
of land cover and the abundance of mosquitoes that transmit malaria led
to the identification of villages in the region at high risk for malaria (Fig.
3.3) (see Beck et al. 1994, 1997; NASA/Ames 1999b; and Chapter 12). An-
other application of the thematic mapper has demonstrated an association
between multiple bands of wavelengths and the risk of hantavirus pul-
monary syndrome in New Mexico; however, the study did not find strong

68 Joan L. Aron and Gregory E. Glass



Geographic Information Systems 69

evidence linking the effect to a pathway of increased spring precipitation
and increased vegetation growth (see Glass et al. 2000 and Chapters 2 and
10). In other studies of land use and land cover, Landsat and SPOT satel-
lites have provided images of deforested land in the Amazon basin and ur-
ban land in the United States (Wood and Skole 1998; Moran and Brondizio
1998; Cowen and Jensen 1998).

Thermal radiation sensors on the AVHRR can reveal diurnal temper-
ature changes; large diurnal temperature changes at locations within the
Nile delta indicate the presence of surface and subsurface moisture con-
tained in the soil and plant canopy, which is associated with breeding sites

by combining four bands—bands 3, 4, 5, and 7, which range from visible red to midin-

frared in the spectrum—from each of the images used in a and b. In all, 11 categories

of land cover were mapped: mangrove, secondary forest, transitional swamp, riparian

vegetation, managed pasture, unmanaged pasture, annual crop, banana plantation,

water, burned areas, and cloud/shadow. The white circles represent 1-kilometer buffers

surrounding the 40 villages sampled for the abundance of the An. albimanus mosquito.

Within this 1-kilometer radius, the female mosquito must find blood meals, resting sites,

and breeding habitat. The proportions of land cover types within the buffers and the

mosquito data were used in statistical analyses to relate land cover to mosquito abun-

dance. d: An example of a village (center of the circle) and its surrounding land cover

classes. For the purposes of display, the 11 classes were grouped into 7, as shown in the

key. Both transitional swamp and unmanaged pasture were found to be predictive of

the abundance of An. albimanus. Source: All of these photographs are courtesy of By-

ron Wood of NASA/Ames Research Center, Brad Lobitz of Johnson Controls, and Louisa

Beck of California State University/Monterey Bay.
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for the mosquitoes that transmit filariasis (see Fig. 2.6). Studies have also
combined thermal radiation and reflected radiation measured by the
AVHRR (operated by the U.S. National Oceanic and Atmospheric Admin-
istration [NOAA]) and thermal radiation measured by Meteosat (operated
by the European Space Agency). In a study of the transmission of malaria
in Africa, AVHRR’s reflectance and thermal data from land were the
sources of estimates of vegetation state and land surface temperature, while
Meteosat’s thermal data from clouds were the sources of estimates of rain-
fall; all of these environmental variables affect the populations of mosqui-
toes that transmit malaria (see Thomson et al. 1997 and Chapter 12). The
sensors on AVHRR and Meteosat have also provided data for the Famine
Early Warning System of the U.S. Agency for International Development
on the detection of vegetative and rainfall anomalies likely to be associated
with crop stress (Hutchinson 1998). Greater frequency of data collection
at lower cost is a major advantage of AVHRR and Meteosat, especially in
developing countries.

Other types of remote sensing instruments can contribute to the study
of ecosystem change and public health. Some public health problems are
directly related to conditions in aquatic environments. Measurements of
the color, temperature, and height of the ocean are important applications
of remote sensing (see Box 3.1). An estimate of the amount of plankton
may be inferred from the reflectance of chlorophyll detected by ocean color
scanners (see Fig. 11.4), although such estimates should be viewed with
some caution because the underlying computational algorithms may not
properly distinguish between chlorophyll and other substances in the wa-
ter, particularly in coastal regions (NASA/Goddard Space Flight Center
[GSFC] 2000a). Plankton in the marine and estuarine environment has
been linked to the transmission of the vibrio organism that causes cholera
(see Chapter 11). The transmission of cholera also seems to be associated
with sea surface temperature (SST) as measured by AVHRR (see Fig. 11.5),
which in turn is related to the El Niño/Southern Oscillation climatic
anomaly (Chapter 8). The reflection of radar signals can be used to mon-
itor surfaces of water, with possible implications for public health (Epstein
1998).

Some public health problems are affected by changes in global pro-
cesses that are not easily summarized by a measuring instrument. Oppor-
tunities exist to link public health data to environmental characteristics
that are derived from multiple sources of data and various algorithms. For
example, the Center for International Earth Science Information Network
(CIESIN) provides a tool for visualizing estimates of the flux of UV radi-
ation at the surface of the earth; these estimates are based on mathemati-
cal models and on observations by NASA-sponsored projects that study
the loss of stratospheric ozone (see Chapter 7 and CIESIN 2000). The



Global Precipitation Climatology Project produces data on monthly mean
precipitation using multiple sensors on satellites and rain gauges on the
ground (NOAA 2000a).

Investigators should be aware of the limitations of data collected by
sensors on satellites. Several studies of global change have revealed appar-
ent trends later found to be spurious because of various factors, such as
changes in the orbital geometry of a satellite, degradation of a sensor over
time, and flaws in the algorithms for processing data (Rasool 1999). Those
who use data from satellites should have some idea of how and how often
a sensor is calibrated, as well as how computer algorithms process the raw
data. The plan for the validation of the Tropical Rainfall Measuring Mis-
sion provides an illustration of the concerns (NASA/GSFC 2000c). NASA’s
Center for Health Applications of Aerospace Related Technologies has an
introduction to the evaluation of sensors, with a focus on use by the pub-
lic health community (NASA/Ames 1998b).

The amount and quality of remote sensing data will continue to grow.
Landsat 7 (see Table 3.3) was launched on April 15, 1999, and routine ac-
quisition of data began on June 29, 1999. Landsat 7 provides high-spatial-

B O X  3 . 1
Oceanography and Remote
Sensing Satellites

Oceanography has distinct requirements for

remote sensing. Sensors on satellites are

used to measure ocean color, sea surface

temperature (SST), sea surface height (SSH),

and wave height (National Aeronautics and

Space Administration [NASA]/Goddard Space

Flight Center [GSFC] 2000a).

Ocean color is used to study organic and

inorganic particulate matter in the ocean.

The coastal zone color scanner was flown

aboard the Nimbus-7 satellite and collected

ocean color data intermittently from Novem-

ber 1978 to June 1986 with a spatial resolu-

tion of 825 meters (NASA/GSFC 2000b). The

sea-viewing wide field-of-view sensor (SeaW-

iFS) was launched on August 1, 1997, as a

public-private partnership between NASA

and Orbital Sciences Corporation (NASA/

GSFC 1999). SeaWiFS scans approximately 90

percent of the ocean’s surface every two

days, with a spatial resolution of 1,130 me-

ters. The moderate resolution imaging spec-

troradiometer (MODIS) will extend ocean

color data sets (see Table 3.3).

SST is useful for observing currents and

circulation in the oceans and is of particular

interest in the study of the El Niño/Southern

Oscillation (ENSO) climatic anomaly (see

Chapter 8). SST is obtained from the ad-

vanced very high resolution radiometer’s

thermal measurements (see Table 3.3).

MODIS will extend SST data sets (see Table

3.3).

Wave height and SSH are obtained by al-

timetry, which measures the reflection of a

radar signal sent from a satellite (Short

1999). SSH indicates large-scale patterns of

ocean circulation and is important in the

study of ENSO (see Chapter 8). Wave height

indicates the influence of storms and regions

of high variability. Wave height and SSH are

monitored by the satellite TOPEX/Poseidon,

which is operated jointly by NASA and

France’s Centre National d’Etudes Spatiales.



resolution images of one-quarter of the earth’s land mass every 16 days, us-
ing cloud predictions from the National Weather Service to avoid cloudy
areas. MODIS (see Table 3.3) was launched on the Terra satellite on De-
cember 18, 1999, and routine acquisition of data began on February 24,
2000. MODIS is the premier instrument in NASA’s Earth Observing Sys-
tem (EOS) for conducting research on global change. MODIS views the
earth’s land, oceans, and atmosphere in the visible and IR portions of the
spectrum every two days and extends the datasets of AVHRR and of ocean
color (NASA/GSFC 2000d ). NASA plans a series of launches of new EOS
satellites with a variety of instruments over the coming years (NASA/GSFC
2000e). NASA’s EOS is part of interagency and international networks to
develop remote sensing for research on global change (see Table 3.4 and
under “Sources of Data,” below). Another trend in environmental remote
sensing is increasing investment by the private sector, following earlier
trends toward the commercialization of communication satellites (Stoney
1999). However, the financial costs of the acquisition of remote sensing
data could be high, thereby limiting their use in applications to public
health.

AERIAL PHOTOGRAPHY. Aerial photography is a more traditional component
of remote sensing that remains important. Aerial photography is superior
to satellite imagery when very high spatial resolution (less than 1 square
meter) is needed to create digital elevation models (DEMs), respond to
emergencies, identify built infrastructure (e.g., buildings, property lines,
transportation, utilities), assess the demand for energy, or monitor envi-
ronmental change (Cowen and Jensen 1998; World Bank 1996). As with
other forms of remotely sensed data, aerial photographs usually require
considerable processing before they are interpreted (Short 1999; Estes et al.
1999; Monmonier 1996). In response to the problem that the measurement
of distances between objects is distorted if the objects are not directly be-
low the camera, the U.S. Geological Survey (USGS) produces digital or-
thophoto quadrangles (DOQs), which are digitized aerial photographs
that display features in true ground position (Foote and Lynch 1999). How-
ever, aerial photographs are not typically updated as frequently as are
images derived from satellites.

The Global Positioning System
The GPS uses signals from satellites to determine the precise position of a
GPS receiver in three dimensions at a precise time (Dana 2000). The sys-
tem is available 24 hours a day anywhere on or above the earth. The space
segment of the system consists of 24 GPS satellites controlled by the U.S.
Department of Defense. Any civilian can use the standard positioning ser-
vice without charge or restriction. Until May 2, 2000, the standard posi-
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tioning service provided an intentionally degraded signal that was usually
accurate to 100 meters horizontally and 156 meters vertically. As of May 2,
2000, the standard positioning service provides a signal that should be ac-
curate to about 22 meters horizontally and 27.7 meters vertically, the pa-
rameters of the precise positioning service. The U.S. military restricted the
global use of greater levels of precision because of the security threat posed
by information used in guidance systems for missiles, but newer technol-
ogy now permits the degradation of the signal on a regional basis (Intera-
gency GPS Executive Board 2000). Civilian receivers are relatively inexpen-
sive, although capabilities for data processing and file storage add to the
cost. A GPS receiver uses information from at least four GPS satellites si-
multaneously to calculate position and time. An unobstructed path be-
tween a GPS receiver and GPS satellites is critical, since signals from GPS
satellites are blocked by most materials, such as buildings, metal, moun-
tains, or trees.

In public health research, GPS is useful for adding geographic posi-
tioning information to datasets, especially in locations lacking accurate
digital maps. A study in Egypt started to use hand-held GPS to refine the
maps of villages where health surveys had been conducted on filariasis (see
Chapter 2). Techniques for differential GPS attempt to improve accuracy
by comparing signals between a receiver and a base station at a known po-
sition. Differential GPS has been used in a field study of malaria in Kenya

Table 3.4 Principal Participants in Research on Global Change



to obtain longitudes, latitudes, and altitudes of houses, schools, churches,
health care centers, major mosquito breeding sites, borehole wells, shop-
ping areas, major roads, streams, the shore of Lake Victoria, and other ge-
ographic features (Hightower et al. 1998). Even with the improvement in
the accuracy of the standard positioning service, differential GPS may still
benefit some applications.

Geographic Base File Systems
Many applications of GISs rely on geographic base file systems, which per-
mit access to digital maps that are publicly available. The United States has
four types that are widely used (Foote and Lynch 1999). The Topologically
Integrated Geographic Encoding and Referencing System (TIGER), devel-
oped by the U.S. Census Bureau, shows census tract boundaries as well as
transportation and hydrology networks for the United States, including
Puerto Rico, the Virgin Islands, and outlying areas of the Pacific over which
the United States has jurisdiction. TIGER also includes feature names, po-
litical area codes, and potential address ranges and postal codes for 350 ma-
jor cities and suburbs across the United States (Aronoff 1989). The USGS
supports a Digital Line Graph (DLG) system for the entire country that in-
cludes transportation systems, hydrographic features, and political bound-
aries. The DLG represents by points, lines, and areas the information in
traditional USGS paper quadrangle maps. The USGS also has DEMs and,
as noted earlier, rectified aerial photographs in the form of DOQs.

The use of geographic base file systems is no guarantee of success.
Matching addresses is a particular problem (Cowen 1997). There may be
typographical errors, multiple spellings of names, and places without
street names. And, of course, address files become out of date. Moreover,
the postal code address style of matching (ZIP codes in the United States)
does not use the actual street address. Instead, the method interpolates the
location of an address on the basis of address ranges and the side of the
street involved. For example, in Baltimore, Maryland, city blocks are num-
bered by hundreds (the 600 block, the 700 block, and so on) north and
south of Baltimore Street and not all numbers are used (the end of one
block may be 618 when the beginning of the next block is 700). The inter-
polation method assigns locations of addresses from 600 to 618 as though
there were addresses from 600 to 699 on the block, thereby placing the ad-
dresses in only one-fifth of the block. Other errors may be generated if
there are multiple lots with the same address or buildings with numbers
out of sequence. Whether such errors in the physical placement of ad-
dresses are important depends on the requirements of the specific project.
Applications for dispatching emergency health services demand greater
accuracy in location than applications for analyzing aggregate data for cen-
sus tracts. Most georeferencing software allows the user to control how

74 Joan L. Aron and Gregory E. Glass



Geographic Information Systems 75

nonmatched records are handled. Thus, geographic base file systems can
provide the underpinning for detailed analysis of spatial data. However, the
effect of possible errors must be considered within the context of specific
applications.

Methods for Spatial Data Analysis

Analysis of the relationship between ecosystem change and public health
has three main spatial elements, as shown in Table 3.5 (Briggs 1997). The
first element is map generation, which is the presentation of data that may
or may not require transformation using spatial statistical procedures. The
main spatial statistical procedure of interest is interpolation, which assigns
values to all locations using data from just a few locations. The second el-
ement is map analysis, which is an exploration of spatial patterns, such as
apparent clustering of cases of disease or “hot spots” of disease incidence.
Some patterns in maps may be distorted or misleading because of the
methods and the data selected for map generation. The third element is
map overlay and comparison, which combines and analyzes multiple layers
of data using spatial tools and statistical tools. The ordering of the three
main elements of analysis does not imply a rigid time sequence for appli-
cation. The generation of an initial map may lead to an investigation of
map overlays, which in turn results in a map analysis, and so forth. The ap-
plication of methods for spatial data analysis presumes the availability of
the other GIS functions of data capture, storage, manipulation, retrieval,
and display (see Table 3.1).

Map Generation
DATA DISPLAY. Map generalization is the process of compressing reality onto
a two-dimensional picture (Monmonier 1996). Inevitably, the result re-
flects judgments about the relative importance of mappable features. Gen-
eralization issues are important for both geometry and content.

The geometric representations of points, lines, and areas are all af-
fected by the issue of selection (i.e., deciding what details to place on the
map) (Monmonier 1996). Problems may occur, especially when the level
of detail from a source map is reduced. For example, points may be aggre-
gated, lines may be simplified, and small areas may be dissolved.

The scale of maps is read in terms of fractions. Large-scale maps, with
more detail, have scales of 1:24,000 or larger. Small-scale maps, with less
detail, have scales of 1:500,000 or smaller. So the loss of detail corresponds
to the transfer from a large-scale map to a small-scale map.

Content generalization uses selection and classification of data to fil-
ter out irrelevant details (Monmonier 1996). Features deemed irrelevant
are not mapped at all. Classification of mapped features makes the map
more readily understood by assigning a single type of symbol to similar



features. For example, a choropleth map of the incidence of malaria in
Rondônia, Brazil, classifies incidence for each municipality into a gray scale
of three levels (Fig. 3.4a,b). However, a classification of incidence data that
assigns an equal number of municipalities to each level (equal counts in Fig.
3.4a) has far more high-incidence municipalities than a classification of
the same data that divides the entire range of incidence into three equal
parts (equal ranges in Fig. 3.4b). Malaria seems to be a much greater pub-
lic health problem in the first map. The presentation of the number of cases
rather than the per capita rate of incidence also creates a very different im-
pression of the geographic distribution of malaria whether equal counts
or equal ranges are used to construct the gray scale (Fig. 3.4c,d). Therefore,
it is important to remember that apparently straightforward decisions
about the selection and classification of data can have unintended conse-
quences for interpretation and can even be deliberate to create a particu-
lar impression. A thorough analysis should examine more than one way of
selecting and classifying data.

Pickle and Herrmann (1995) reviewed cognitive issues of statistical
mapping in the context of the practical demands of designing a national
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mortality atlas using data from all counties in the United States. No single
map design is superior in all respects. They made six important conclu-
sions about the accurate interpretation of maps:

1. The accuracy of reading a rate from a map decreases as the number of
visual categories increases because the difficulty in discriminating be-
tween levels is compounded by the necessity of alternately gazing back
and forth at the map and the legend.

Figure 3.4 Incidence of malaria by municipality in Rondônia, Brazil, 1996. Incidence

for each municipality, measured as the number of cases per population, is grouped into

three levels marked by the intensity of gray scale. For each level described, the number

in parentheses shows the number of municipalities at that level. In a, the classification

is based on equal counts: 0.000–0.005 (18) are white; 0.005–0.110 (17) are gray; 0.110–

0.944 (17) are black. In b, the classification is based on equal ranges: 0.000–0.315 (41)

are white; 0.315–0.630 (9) are gray; 0.630–0.944 (2) are black. The number of cases in

each municipality is also grouped into three intervals using the same two methods. In

c, the classification is based on equal counts: 0–100 (17) are white; 100–1,500 (17) are

gray; 1,500–25,100 (18) are black. In d, the classification is based on equal ranges: 0–

8,400 (50) are white; 8,400–16,800 (1) is gray; 16,800–25,100 (1) is black. See text for

discussion. Source: Courtesy of Saskia Nijhof of the International Centre for Integrative

Studies in Maastricht, Netherlands, based on data from the Fundação Nacional de Saúde

(National Health Foundation), Rondônia, Brazil.



2. Schemes that use multiple colors result in greater accuracy of reading
individual rates because colors allow greater discrimination and are
more easily remembered.

3. Monochrome (gray scale) schemes are superior for pattern-recogni-
tion tasks because it may be easier to identify areas with similar rates.

4. Classed maps, in which data are classified into categories, can be con-
fusing to readers who do not understand how perception depends on
the classification scheme (see discussion of Fig. 3.4).

5. Unclassed maps, in which size or shading increases in direct propor-
tion to the value of the underlying statistic, create cognitive burdens
for both novices and experts.

6. Classed maps lead to greater ability to rank the rate of an area relative
to other areas, but unclassed maps lead to greater accuracy for esti-
mating the absolute value of a rate.

In addition, familiarity with the style of presentation is very important.
Readers of maps are more comfortable when the geographic areas corre-
spond to conventional maps, such as states, provinces, or counties. Epi-
demiologists are very comfortable with classed choropleth maps, such as
Figure 3.4, but different disciplines have different preferences, posing pos-
sible barriers to the interdisciplinary cooperation required for studies of
global ecosystem change and public health.

An important topic is the representation of statistical reliability of
quantitative data. A classic problem is that rates for areas with small pop-
ulations are statistically unreliable and liable to fluctuate greatly from year
to year. For geographically large reporting areas, it is possible to place a
symbol, such as an asterisk, in an area to denote significance (and hence
reliability) according to a specified statistical test. A more general graphic
approach allows colors to represent the rates but uses crosshatching or re-
duced saturation (intensity) to indicate unreliable areas.Alternatively, map
smoothing allows statistical precision to be shared across areas on the ba-
sis of prior assumptions about the statistical distributions involved (see
“Map Analysis,” below). However, readers with little or no statistical train-
ing may not understand how to interpret the statistical procedures used in
map generation. Lack of training is also an issue in the understanding of
statistical procedures used in presentation of incidence or mortality rates,
such as age adjustment (see Chapter 2).

The development of interactive computer technologies offers new op-
portunities for flexibility in viewing statistical data on maps, such as dy-
namically changing the categories of the data or the time periods of the
data (Pickle and Herrmann 1995; Monmonier 1996). Animation can be
highly effective at showing the geographic spread and disappearance of in-
fectious diseases (Clarke et al. 1996). More generally, images, video, graph-
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ics, text, and sound are combined in multimedia presentations, and virtual
reality tools permit even greater interactivity (Taylor 1997). Technologies
for scientific visualization are expanding rapidly (see Chapter 5 and NASA/
Ames 2000). As new technologies are developed for the presentation of
data, the ability of users to understand data through these new technolo-
gies will need to be carefully evaluated. Old and new technologies alike can
benefit from sound principles of visual design (Tufte 1983, 1990, 1997).

SPATIAL INTERPOLATION. Some form of spatial transformation is required
when thematic (attribute) data are available only at a fixed number of sam-
pling points and information about other points is desired (Briggs and El-
liott 1995; Briggs 1997). Spatial transformation permits estimation at
points that have not actually been sampled. For example, interpolation,
which fills in areas between sampling points, is useful for mapping the con-
centration of a pollutant over an entire country (see Fig. 7.7). Extrapola-
tion, which is extending the map beyond the sampling points, may also be
desired. Another reason for spatial transformation is combining multiple
layers of data for analysis; map overlay and comparison are often easier to
perform if all layers have a raster format. As with simpler issues of data pre-
sentation, good use of spatial transformation depends on judgment and
an understanding that a variety of methods should be investigated.

The most widely available interpolation method within GISs is
voronoi tessellation, which is the construction of Thiessen polygons
(voronoi) around each sampling point (locus) of data. The polygon is de-
fined such that any location within the polygon is closer to its associated
locus than to any of the neighboring loci. The entire area within the poly-
gon is assigned the value at its locus. Consequently, the values may change
abruptly at the borders of polygons. Loci that are far apart generate larger
polygons that have a disproportionate effect; the closer the loci, the better
the interpolation.

Another widely available interpolation method within GISs is con-
touring, which is the construction of contour lines that represent a con-
stant level of the interpolated variable (see Figs. 7.7 and 8.2b). The algo-
rithms for contouring in a GIS often use triangulated irregular networks
(TINs). Contouring in TINs, which may be referred to as triangulation, de-
fines mathematical functions that depend on the nearest three locations
with data. The shape of the contour line is sensitive to data points that are
unusually high or low in value. The results also depend on the selection of
the mathematical function and on the arrangements of the data points. As
with voronoi tessellation, the denser the set of locations with data, the bet-
ter the interpolation.

Kriging is a more statistically sophisticated interpolation technique,
available in some GISs, which incorporates more locations with attribute



data values in the computational process. Kriging is based on the concept
of spatial correlation in which the value of an attribute at a selected point
is likely to be closer to values at points nearby than values at points far away.
Central to the development of kriging is the semivariance, which is calcu-
lated with a formula using differences between the value observed at a se-
lected site and the values at sites a fixed distance away from the selected
site. The semivariance is relatively small for close points and grows with
distance. Once a certain distance is reached (depending on the applica-
tion), further increases in distance do not change the semivariance. The
graph of the value of the semivariance with increasing distance from the
starting point is called the semivariogram. The semivariogram itself is then
described by a mathematical formula (spherical, exponential, or power)
that is used to provide values at points where data were not collected. The
surface estimated may be displayed using contour lines, which show where
the surface has a constant value. In general, kriging has two major advan-
tages over contouring using triangulation: kriging is less sensitive to un-
usually high or low data points, and it provides its own error estimates. The
values generated by kriging, however, depend strongly upon the selection
of the mathematical formula describing the semivariogram.

The various methods of interpolation can produce very different re-
sults. An example of 79 sampling points of nitrogen dioxide (NO2) levels
within an area of 300 square kilometers in Huddersfield, England, demon-
strates the application of simple averaging (ignoring any spatial aspects),
voronoi tessellation, triangulation, and kriging (Briggs and Elliott 1995;
Briggs 1997). The unit of measurement for the concentration of NO2 was
micrograms per cubic meter. The estimate of the mean concentration of
NO2 ranged from 27.6 to 30.2, while the estimate of the 98th percentile was
even more sensitive, ranging from 40.1 to 56.2. These differences reflect im-
plementation as well as theoretical differences because the algorithms for
voronoi tessellation in two different commercial systems (SPANS and ARC/
INFO) produced different results. In fact, the voronoi tessellation in SPANS
produced the highest estimate for the 98th percentile, and the voronoi tes-
sellation in ARC/INFO produced the highest estimate for the mean.

Map Analysis
With map analysis one aims to determine whether there is a spatial pattern
in a map of a particular dataset (Briggs 1997). Spatial techniques address
point patterns, line patterns, area patterns, and surface or contour patterns
(Nobre and Carvalho 1995).

Point patterns display the locations of health events, such as the resi-
dence of a person diagnosed with a particular disease in a defined time pe-
riod. A primary objective of point analysis is the detection of clustering in
space and time. A space-time analysis of an outbreak of dengue in Florida,
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Puerto Rico, showed that the spatial pattern of cases of dengue was simi-
lar to that of the community as a whole and not clustered strongly within
individual households (Morrison et al. 1998). The public health implica-
tion was that control measures should be applied to the entire community
rather than to areas immediately surrounding the houses of cases. The pos-
sible clustering of illness near identifiable sources of pollution has gener-
ated a great deal of interest, although the identification of “hot spots” on
the basis of point data is a difficult and controversial statistical problem
(Briggs and Elliott 1995). If distances from specific sources of pollution are
used in calculations, then the approach uses information from multiple
layers of data (see under “Map Overlay and Comparison,” below).

Line patterns show the links between origin and destination points.
Line patterns can convey the dynamics of spread of a disease on an other-
wise static map (see Fig. 11.1). An analysis of distances between points may
be useful in making decisions about the sites of new facilities or the distri-
bution of materials, but these applications are not reviewed here. Chapter
5 discusses decision theory in the context of integrated assessment.

Area patterns provide thematic (attribute) data for specified areas,
such as rates of the incidence of a disease in administrative health districts.
The identification of hot spots in area data raises issues similar to those in
point data. Some statistics detect hot spots using a neighborhood ap-
proach, where neighboring areas are usually defined in terms of sharing a
common boundary or having points within a specified distance of each
other (Anselin 1996). The G statistic of this type has been used to identify
foci of the transmission of Eastern equine encephalitis in Michigan (Kitron
1998). This statistic can also measure clustering around known or sus-
pected foci of transmission (see Kitron 1998 and “Map Overlay and Com-
parison,” below). Another approach for examining structure is map
smoothing. A study of colorectal cancer in Sheffield, England, smoothed
data using an empirical Bayes method, which adjusts for the statistical un-
reliability of rates in districts with small populations (Haining 1996). The
benefit of smoothing is that underlying spatial patterns may be clearer, al-
though too much smoothing may blur important detail about areas at ex-
tremely high or extremely low risk. The problem is essentially one of
choosing an appropriate level of aggregation in a map (see under “Data
Display,” above).

Surface and contour data provide thematic (attribute) data for points
in a region without assuming that all points in a predetermined area, such
as an administrative district, have the same value. (It may be advantageous
to overlay surface data with a map of political or administrative bound-
aries when presenting results.) Surface and contour data are central to the
field of geostatistics, which developed initially to estimate the concentra-
tion of ores for mining purposes (Oliver 1996). Kriging, which is used for



spatial interpolation, is one of the fundamental tools for geostatistics and
can be extended to provide more tools for exploratory spatial data analy-
sis. A study of 605 cases of childhood cancer distributed among 840 small
districts in the West Midlands of England estimated spatial variation in the
risk of childhood cancer (Oliver 1996). The structure of the original data
was transformed from area data to point data by using the centroid (geo-
metric center) of each district; the resulting estimates of risk did not assign
the same risk to all locations within a district. A study of soil salinity in Is-
rael estimated spatial variation in the probability of exceeding a statutory
limit for salinity (Oliver 1996).

Map analysis should also investigate whether alternative sources of
data might provide a different picture. No amount of statistical manipu-
lation can make up for the omission of important data. For example, the
discovery of the mode of transmission of an infectious agent can be aided
by consideration of multiple possibilities during data collection and analy-
sis. A classic study of cases of murine typhus in Montgomery, Alabama,
from 1922 to 1925 found that spatial clustering was more important by the
place of occupation than by the place of residence (Maxcy 1926). The
study’s original hypothesis that human lice were the vectors of transmis-
sion led to the prediction that close contact within households would gen-
erate clustering within households. The observed pattern of occupational
clustering, especially among food service workers, led to a new hypothesis
that a disease vector associated with food services was responsible. It was
later confirmed that the vectors of murine typhus were fleas in rat-infested
food facilities (Woodward 1970).

Map Overlay and Comparison
Map overlay and comparison use multiple layers of data in GISs and are
central to the study of ecosystem change and public health (Box 3.2). Many
studies use the spatial tools of GISs to construct risk factors but rely on
nonspatial statistical techniques to measure association. A relatively sim-
ple overlay analyzed the time series of clinical cases of malaria for a coun-
try, Niger, in relation to the time series of estimates of vegetation cover
from satellite data of the Africa Real Time Environmental Monitoring Sys-
tem of the Food and Agriculture Organization of the United Nations
(Thomson et al. 1997). In this situation, the analysis seemed to be useful
even though the estimate of vegetation was based on observations at a
single location in the country.

In most situations, the spatial relationships between the data on risk
factors and data on human health must be examined more carefully. For
example, a standard GIS tool of constructing a circular buffer zone around
a point source of chemical pollution or radiation can provide an indicator
for the exposed area, but actual exposures are likely to depend on how

82 Joan L. Aron and Gregory E. Glass



weather affects dispersion (Briggs and Elliott 1995). Since the radioactive
fallout from the Chernobyl nuclear accident had moved northward, Jacob
et al. (1998) considered the residents of southern Ukraine to be normal for
the comparative analysis of health effects. It may also be difficult to link a
person to a point of exposure to a hazard if that person moves from place
to place during the course of a day (or other relevant unit of time).As noted
under “Map Analysis” (above), the place of occupation turned out to be
more important than the place of residence in a study of murine typhus.
Long time intervals between exposure to a risk factor and the appearance
of disease also make it difficult to link disease to a place of exposure.

GIS overlay and comparison techniques were used for a series of stud-
ies of Lyme disease in Maryland (see Chapter 10 for more on Lyme dis-
ease). In the northeastern United States, human contact with the tick
species responsible for transmission occurs as part of daily activities near
the place of residence. A simple geographic analysis showed that Baltimore
County was the county reporting the highest number of cases in Maryland
every year. More analytical epidemiological studies were needed to eluci-
date the pattern of risk within the county. Using layers of data for the place
of residence and forest habitat (see Fig. 3.2), it was possible to determine
that most people diagnosed with Lyme disease lived within 100 meters of
the forest edge. However, this statistic is difficult to interpret without
knowledge about the typical characteristics of residences in Baltimore
County. Glass et al. (1995) then compared cases of Lyme disease in Balti-
more County with a “control” group of individuals randomly selected
from a sample of residential addresses within the county (see under “Case-
control Studies” in Chapter 2). The study linked the locations of the resi-
dences to several types of geographic data, including land use characteris-
tics, soil types, elevation, and distance from forests. The analysis of
environmental risk factors used (nonspatial) logistic regression tech-

B O X  3 . 2
Epidemiological Study Designs and
Geographic Information Systems

Epidemiological study designs to elucidate

the cause of disease (see Chapter 2) relate di-

rectly to the functions of map overlay and

comparison in geographic information sys-

tems (GISs). Different layers of data corre-

spond to environmental risk factors and

health outcomes. The simplest analyses can

examine aggregate data on environment

and health, such as the average elevation of

a region and its incidence of disease. GISs

can also link data about a person’s health to

detailed geographic data. For example, a

global positioning system can be used to as-

sign a geographic locator to the residences

of study participants, making it possible to

link personal health data and georeferenced

environmental data. Geographic data on in-

dividuals can be incorporated into cross-sec-

tional studies, case-control studies, and co-

hort studies. The example of Lyme disease in

the text shows a progression of study de-

signs using GISs.



niques, a standard procedure in epidemiology. The risk factors became the
basis for designating levels of risk for areas within the county. A prospec-
tive study confirmed that the risk of being diagnosed with Lyme disease
was at least 16 times higher in the areas designated at high risk than in the
areas designated at low risk.

This procedure was subsequently used to identify and enroll people at
high risk for Lyme disease in a trial of a new vaccine to protect against Lyme
disease (Steere et al. 1998). If higher-risk populations can be identified,
fewer subjects need to be enrolled in a trial to demonstrate the efficacy of
a vaccine. Although the crude incidence of Lyme disease in Maryland in
1995 was approximately 9/100,000, the areas selected for the vaccine trial
experienced an annual incidence rate of 2,000/100,000 (in the comparison
group that did not receive the vaccine). That incidence rate was above the
target of 500/100,000 required for the vaccine trial and was sufficient to
demonstrate vaccine efficacy.

A major area of research in map overlay and comparison is the inte-
gration of aspects of spatial correlation used by kriging (see under “Spatial
Interpolation” and “Map Analysis,” above) with nonspatial epidemiologi-
cal techniques. Spatial statistical tools that truly integrate these features are
more powerful than the sequential application of spatial (distance) com-
putation and nonspatial epidemiological techniques (such as logistic re-
gression). The latter approach was effective in studies of human cases of
Lyme disease because cases were far apart, the infectious agent was not
transmitted from person to person, and data on environmental risk fac-
tors were readily available for residences. When the focus shifts to data on
the abundance of tick vectors on white-tailed deer, it is desirable to ana-
lyze environmental influences while taking spatial correlation into account
(Das et al. 2000). The main effect of ignoring spatial correlation is to cre-
ate a false sense of precision because correlated variables are treated as
though they were independent (Breslow 1984; Griffith 1987). Recent geo-
graphic studies of various health conditions discuss trends in research on
spatial methods in epidemiology (Clarke et al. 1996; Thomson et al. 1997;
Kitron 1998; ATSDR 2000; Glass 2000a; McMichael and Kovats 2000;
Briggs et al. 2000; Elliott et al. 2000). Advances in exploratory spatial data
analysis will also contribute to the application of spatial statistical tech-
niques (e.g., Haining and Wise 1997). Other important areas of research for
GISs are integration with tools for analyzing decisions and models that
permit more complex dynamics. Chapters 4 and 5 develop these topics
within the context of integrated assessment.

The Quality of Data

The quality of data in GISs is fundamental to the quality of analysis that
can be performed using those data. Although the quality of data has always
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been an issue in database development, recent trends have increased the
threat of poor quality data (Veregin 1998). First, greater access to data over
the Internet and other electronic pathways has led to greater reliance on
sources of data that were not collected by the investigator. Reliance on
other sources of data, of course, can be of great benefit; to realize that ben-
efit, the prospective user must carefully investigate the quality of data. Sec-
ond, the private sector is producing more data without the strict quality
control traditionally enforced by national agencies such as the USGS. Pri-
vate-sector products are not necessarily a problem, but again the prospec-
tive user must be vigilant. Third, the demands on the use of data are grow-
ing to include more support for decisions. Data that are adequate for one
purpose may simply be inadequate for another. In an actual case involving
a map of administrative districts in Britain, the creators of the map placed
high priority on thematic accuracy and low priority on positional accu-
racy, with the result that secondary users were surprised to find some point
locations out in the North Sea (Hunter 1998). The public and private sec-
tors recognize the need to set standards (see Box 3.3).

Spatial Accuracy and Resolution
Spatial accuracy means that the location encoded for data is correct to
some agreed-upon level of precision in the coordinate system in use. Posi-
tioning errors can be introduced in many ways—poor addresses in a geo-
graphic base file system, an unrectified aerial photograph, or malfunc-
tioning GPS.

Spatial resolution is the amount of spatial detail that can be observed.
Spatial resolution is the minimal mapping unit for vector data and the di-
mensions of the pixel (or cell) for raster data. For example, the spatial res-
olution of different sources of data from satellites can vary by orders of
magnitude, such as a SPOT resolution of 10 meters and AVHRR resolution
of 1,100 meters (see Table 3.3).

Temporal Accuracy and Resolution
Temporal accuracy means that the time encoded for data is correct to some
agreed-upon level of precision (Veregin 1998). Observations on the exact
sequence of events are often critical for developing models of causation of
disease. For infectious diseases, knowledge about incubation periods and
accurate reporting of when symptoms appear may permit the identifica-
tion of a source of infection. Temporal resolution is the minimum duration
of an event that can be observed. For example, world surveys on nutrition
conducted during 1994–96 were reported for the entire period rather than
for a single year (see Table 6.3). Agricultural and meteorological services
report many variables by dekad, an interval of 10 days; Thomson et al.
(1997) constructed a composite index of vegetation cover by dekad.



Temporal sampling rate refers to the rate at which observations are
made, such as 24 frames per second in motion pictures. The time interval
between observations, which is the inverse of the temporal sampling rate,
is called temporal resolution in the field of satellite-based remote sensing
(see Table 3.3). Different sources of data from satellites vary by over an or-
der of magnitude in the period of time it takes to repeat observations in an
area. AVHRR on NOAA’s weather satellites returns twice a day, while Land-
sat 5 has a scheduled interval of 16 days (see Table 3.3). The actual inter-
vals may be longer in practice if viewing equipment is turned off or cloud
cover blocks the view.

Temporal resolution may also refer to how often managers need to up-
date information, especially for applications in remote sensing (Cowen
and Jensen 1998). Management requirements and the actual rates of
change of geographic conditions determine how current data must be. For
example, digital elevation information should be updated once or twice a
decade, whereas weather predictions should be updated every 30 minutes.

Thematic Accuracy and Resolution
Thematic accuracy is the correctness of the attribute values in the database
at an agreed-upon level of precision (Veregin 1998). Quantitative variables
like atmospheric concentrations of a pollutant are subject to measurement

B O X  3 . 3
Setting Standards for Geographic
Information Systems

Setting standards for geographic informa-

tion systems (GISs) helps to maintain the

quality of data and, therefore, the quality of

data analysis. Standards specify the accuracy,

resolution, completeness, and consistency of

data (see text). Standards apply not only to

datasets, but also to metadata, which provide

descriptive information about datasets.

Guidelines for the quality of data and meta-

data for GISs have some overlap with guide-

lines for evaluating the quality of information

available on the World Wide Web (see Ap-

pendix A). If metadata do not clearly explain

how a dataset was constructed, the dataset

should probably not be used for analysis. The

integration of databases from different

sources also requires standards for data struc-

tures and technological specifications.

In the United States, interest in improving

the ability to share geographic data across

agencies in the federal government led to

the development of the Federal Geographic

Data Committee (FGDC) to promote GIS

standards (FGDC 2000a). Issues for public

health data are handled by the FGDC’s Sub-

committee on Cultural and Demographic

Data (FGDC 2000b). The European Umbrella

Organisation for Geographic Information

(EUROGI) coordinates a parallel effort to

promote GIS standards in Europe (EUROGI

2000). The Open GIS Consortium (OGC), led

by commercial vendors of GIS products, also

aims to facilitate the sharing of data across

systems by developing technical solutions for

interoperability (OGC 2000). Monitoring the

activities of these groups (with information

easily accessible on the Internet) is a good

way to keep informed about emerging stan-

dards in GISs.
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error from the instrumentation (see Chapter 2). If variables are categori-
cal, such as urban versus rural, then the possible errors are in misclassifi-
cation. Sensors on satellites add a new dimension to the problem of the-
matic accuracy because the raw data simply represent the recording of
electromagnetic radiation in different wavelengths. Ground-truthing is the
procedure for determining how well those recordings may be used to in-
fer land cover, surface temperature, or other variables of interest. Thematic
accuracy may also be called interpretive accuracy.

Thematic resolution refers to the precision of the measurements of the
attributes. For quantitative data, thematic resolution will depend on the
measuring device; for categorical data, thematic resolution is determined
by the number of categories. The field of remote sensing has terminology
specific to sensors of electromagnetic radiation on satellites (Moody 1996).
Spectral resolution refers to the number, spacing, and width of wavelength
bands of electromagnetic energy that a sensor can detect. Radiometric res-
olution refers to the number of different output levels of radiant energy
that can be recorded from a sensor. Directional resolution refers to the
range of viewing angles from which the ground can be sampled. The view-
ing angle affects how objects are observed to reflect electromagnetic radi-
ation, so that more viewing angles on the same object provide more de-
tailed information for identification. In general, greater resolution should
lead to greater thematic (interpretive) accuracy.

Consistency and Completeness
Consistency means the absence of contradictions within the database in
terms of space, time, or theme (Veregin 1998). For example, a person can be
in only one place at a given time. Completeness means that the database is not
missing information. Completeness must be assessed relative to a particular
database design because geographic mapping and analysis always involve
the selection of information to present (see under “Data Display,” above).

Issues in Implementation

The first step in the implementation of a GIS is the specification of system
requirements. The problem to be solved should determine the technology
required instead of letting the technology define the problem. The specifi-
cation should consider the six basic functions of GISs (see Table 3.1) in
defining exactly how the GIS will be used. For example, the data-capture
component might require the GPS, and the data-manipulation compo-
nent might have to generate buffer zones around the edges of lakes. In re-
search on ecosystem change and public health, the tools for spatial data
analysis are a prime consideration (see Table 3.5). The relationship be-
tween the selection of an epidemiological study design and the tools in
map overlay and comparison is especially important (see Box 3.2). If the



system is expected to be in operation for a long time, it is necessary to pro-
ject how system requirements might change over time.

An estimate of the cost of implementing a system must accompany the
process of system specification. One should also consider estimates of the
costs of maintenance and future expansion, if appropriate. When the cost
of a design far exceeds the resources available, the design must be changed
or great energy must be devoted to raising funds. The major considerations
are data, computer technology, and human resources. It would be helpful
to review other teaching material (e.g., Clarke 1998; Glass 2000b; Rushton
and Armstrong 1997; National Center for Geographic Information and
Analysis 2000) as well as discussion groups, conferences, and workshops on
the use of GISs in public health (Croner 2000; ATSDR 2000). Contact with
other organizations, such as the European Umbrella Organisation for
Geographic Information (EUROGI) and the World Health Organization
(WHO), may prove useful as well (EUROGI 2000; WHO 2000).

Sources of Data
The specification of data quality is central to the design of GISs (see “The
Quality of Data,” above). Requirements for high levels of accuracy and res-
olution in space, time, and theme increase the cost. Linking databases from
multiple projects may entail additional costs in data conversion to estab-
lish compatibility in spatial organization and computer technology. Using
databases that adhere to standards developed for GISs should make link-
age easier (see Box 3.3). However, improvements in resolution and the
technology for linkage have been accompanied by growing concerns about
privacy (Rindfuss and Stern 1998). The design of databases must take into
account legal and ethical restrictions on the use of data.

A major decision is whether to use existing databases or to generate
new databases. The generation of new databases represents the single
greatest cost in developing GISs (Aronoff 1989). That cost can be avoided
through the use of public and commercial databases in digital format,
which have proliferated in number as the field has matured. However, there
may be hidden costs in using and converting databases (Foote and Lynch
1999).Ascertaining the quality of a database may be time consuming. Con-
version may be necessary because the database does not have the exact
structure desired or depends upon multiple sources sold by different ven-
dors in a variety of formats.

Investigators need to understand basic geographic properties of
datasets. Systems for describing precise geographic positions take into ac-
count the flattening of the earth at its poles and irregularities in its surface
(Dana 1997). Different nations and international agencies use different
reference systems. The U.S. Geodetic Survey is responsible for developing
the National Spatial Reference System used by the United States (NOAA
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2000b). Coordinate systems also depend on projections of the surface of
the earth onto a flat plane, which distort areas, angles, shapes, distances,
and directions (Monmonier 1996). Knowledge about map projections is
especially important for studies involving large areas of the globe because
all projections distort large (e.g., continental) shapes. Many useful projec-
tions are either conformal, which means preserving local angles and shapes,
or equal-area, which means preserving relative sizes of areas. These prop-
erties are mutually exclusive; conformal maps severely distort areas and
equal-area maps severely distort shapes. Dana (1999) compares an Albers
equal-area projection and a Lambert conformal conic projection for North
America.

Different projections can be tailored for different purposes. For ex-
ample, the USGS uses the Universal Transverse Mercator (UTM) projec-
tion to produce a series of 1:24,000-scale topographic maps for most of the
United States and its territories but uses a polar stereographic projection
to produce a series of 1:250,000-scale topographic maps in support of the
U.S. Antarctic Research Program (USGS 2000). The UTM projection is a
conformal projection based on zones around 60 equally spaced meridians,
and stereographic projections, which are used in polar regions, maintain
true directions from a central point (Dana 1999).

Another consideration is whether to use data routinely collected by
agencies or from special research studies. Routine data collection, as in
disease surveillance, has the advantage of providing data over long periods
of time, but the quality of the results may vary (see Box 2.5). The use of
data from other research studies benefits from close cooperation with the
investigators. There is also an inherent tension between the requirements
for spatial structure in epidemiological analysis and the requirements for
spatial structure in the management functions of agencies that perform
routine data collection (Haining 1996). Fragmented areas that may be
epidemiologically important are not convenient for administrators. For
example, the existence of locations at high risk of filariasis in Egypt was
obscured when the case reports were aggregated in large administrative
districts (see Chapter 2).

Studies of ecosystem change and public health face an additional chal-
lenge in the need to examine data at multiple geographic and temporal
scales (see Table 2.2). At a minimum, data specifications appropriate for
each scale must be defined. Chapter 5 discusses approaches for addressing
problems of multiple scales in the context of integrated assessment.

One good starting point for finding data is the federal government of
the United States, especially the USGS, NASA, National Climatic Data
Center, U.S. Environmental Protection Agency, U.S. Census Bureau, U.S.
Department of Health and Human Services, and the Federal Geographic
Data Committee (see Table 3.6 and Foote and Lynch 1999). Guidelines for
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how to locate and evaluate information on global change may be found in
Chapter 1. Many types of data, such as population and health, must be ob-
tained within the country of interest. Detailed information about land
holdings and land use may require contact at the very local level. In addi-
tion, software vendors have formed partnerships with providers of data, so
the search for data should be coordinated with the selection of GIS tech-
nology.

Computer Hardware and Software
The system configuration must include the number of users and the num-
ber of work stations, the operating system, whether or not the system is
networked, and the level of technical support available. How the system
connects to the Internet is also becoming more important as GISs are
structured to use new forms of distributed processing. The software must
be able to handle the functions identified in the specification of system re-
quirements in a manner compatible with the chosen sources of data, such
as remote sensing, GPS, and geographic base file maps (see under “Related
Technologies,” above). Ease of use is also a consideration. Additional in-
formation may be obtained from GIS sourcebooks or GIS trade publica-
tions, such as GeoInfo Systems, which review products annually. Some
software packages that have been used in public health are MapInfo,
IDRISI, and ARC/INFO.

Human Resources
Planning for GISs must include the number of potential users as well as
their technical background and need for further training. Staff cost is a ma-
jor factor in the high cost of database development. Facilities should also
be made available for training. Some international organizations, such as
the United Nations Institute for Training and Research, the Inter-Ameri-
can Institute for Global Change Research, and the WHO, provide support
for scientists and public health professionals from developing countries,
whose participation is especially important for studies of global change
and public health.

Conclusion

GISs have already made important contributions to the field of epidemi-
ology. Continuing advances in technology, especially in sensors on Earth-
observing satellites and the computing power to handle and visualize large
quantities of data, offer major opportunities to link epidemiological study
designs (Chapter 2) with the study of ecosystem change at a global level.
This chapter has provided guidelines for implementing GISs with a focus
on the problems of global change and public health. GISs should be use-



ful for planning new investigations that contribute to the assessment of
future risks to human health (see Chapters 4 and 5).

S U G G E S T E D  S T U D Y  P R O J E C T S
Suggested study projects provide a set of options for individual or team
projects that will enhance interactivity and communication among course
participants (see Appendix A). The Resource Center (see Appendix B) and
references in all of the chapters provide starting points for inquiries. The
process of finding and evaluating sources of information should be based
on the principles of information literacy applied to the Internet environ-
ment (see Appendix A).

P R O J E C T  1 : GIS-Related Technologies: Remote Sensing (Sensors
on Satellites, Aerial Photography), Global Positioning System,
Geographic Base File Systems
The objective of this project is to demonstrate an understanding of the
contribution of GIS-related technologies to applications of GISs to ecosys-
tem change and public health. It comprises five tasks:

Task 1. Find an example in the literature (not used in this chapter) on
applications of GISs to ecosystem change and public health that uses one
or more of the following GIS-related technologies: sensors on satellites,
aerial photography, global positioning system, geographic base file sys-
tems.

Task 2. Describe the objective of the application.
Task 3. Describe the data used in the application.
Task 4. Relate the analytical methods used in the application to the

framework of methods for spatial data analysis in the chapter (see Table
3.5).

Task 5. Summarize your results.

P R O J E C T  2 : Data Quality
The objective of this project is to practice evaluating the quality of data and
metadata used in applications of GISs to ecosystem change and public
health. It comprises four tasks:

Task 1. Find an example of a dataset relevant to ecosystem change and
public health.

Task 2. Evaluate the quality of data and metadata using the criteria pre-
sented in the chapter.

Task 3. Consider how the quality of the data and metadata could be
improved.

Task 4. Summarize your results.
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P R O J E C T  3 : Project Design for GIS Applications to Ecosystem
Change and Public Health
The objective of this project is to develop, practice, and refine skills for de-
signing a GIS application for ecosystem change and public health. It com-
prises one integrated task:

Task. Design and present an example for applying GISs to ecosystem
change and public health. Take into account issues of implementation, data
quality, and analysis described in the text.
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In confronting and controlling the consequences of global ecosystem
change for public health, we face a problem of nearly unprecedented size
and complexity (see Fig. 1.1 and case studies in Chapters 11, 12, 13, and
14). A long time scale and global scope challenge our capabilities for char-
acterizing the problem, and any characterization of the adverse conse-
quences will inevitably be subject to numerous and possibly crippling un-
certainties (Last 1993; McMichael 1993). Of necessity, much of the
evidence used in policy decisions will be based on a conceptual model of
relationships between driving factors and outcomes, as many of the paths
from changes in the global ecosystem to public health consequences are on
time frames longer than the spans of most conventional observational re-
search.Yet concern for degradation of the public’s health may be one of the
key motivations for limiting the pace of global ecosystem change, and es-
timates of effects on public health at the global and more local levels will
be made to motivate the implementation of control strategies and to guide
their development.

This chapter provides a perspective on the interfaces between scien-
tific evidence and policy development that may serve as a point of depar-
ture for assessing global ecosystem change and its public health conse-
quences. The focus is on an evaluation of approaches currently used for
translation at these interfaces in the area of environmental health. Em-
phasis is placed on quantitative risk assessment, a tool for assembling sci-
entific evidence on risk for the purpose of policy development. Some
analogies between more conventional environmental health issues and
global ecosystem change are suggested, setting the stage for a broader dis-
cussion of integrated assessment in Chapter 5.

C H A P T E R  4

The Science/Policy Interface

Jonathan M. Samet, M.D., M.S.
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Science/Policy Interfaces

This chapter focuses on the intersection of scientific evidence with policy
development, the science/policy interface. Looking across the myriad of
such interfaces, we find a wide range, extending from decisions made by
individuals based on their own interpretations of evidence to national and
now global problems that need science-based decisions. At the level of na-
tions, there are several specified approaches for amassing and evaluating
the relevant evidence for policy implications. In the United States, specific
legislative acts even mandate the application of risk assessment for prob-
lem characterization (National Research Council [NRC] 1994; Samet and
Burke 1998).

Environmental pollution offers a tangible example. Air pollution, for
instance, is an almost unavoidable consequence of power generation,
transportation, and manufacturing. Depending on the sources, control
strategies enacted at the local level may not suffice, and regional or national
programs may be needed to protect air quality. The sequence from source
of pollution to adverse health effect (Fig. 4.1) provides a framework for
identifying the evidence base needed to formulate policy for the control of
air pollution (NRC 1991a, 1998a). In this sequence, the implementation of
policy would be motivated by the demonstration of adverse effects linked
to exposure. Confidence in the evidence of adverse effects would be bol-
stered by an understanding of the toxicologic basis of the adverse effects,
including the delivery of doses of the toxic material to target sites in the
body and the mechanism of injury. For the purpose of developing control
strategies, the link from sources to population exposure also needs to be
described.

In the example of air pollution, the development of policy in the
United States proceeds at national, state, and local levels. At the national
level, the Clean Air Act specifies the approaches to be followed in translat-
ing from science to policy (Environmental Protection Agency [EPA] 1999a).
For one series of prevalent pollutants (particles, carbon monoxide, sulfur
dioxide, nitrogen dioxide, ground-level ozone, and lead), the act mandates
a comprehensive review with preparation of a “criteria document,” leading
to the designation of this group of pollutants as “criteria” pollutants. The
EPA, which holds regulatory authority over air pollution, prepares the cri-
teria document and then uses the evidence in a now clearly scripted se-
quence of steps (Fig. 4.2). The EPA considers policy options within a
framework set by the evidence in the criteria document. The act offers
guidance to policymakers on the degree of risk to be allowed; for the cri-
teria pollutants, the act specifies that protection will be afforded against ad-
verse effects within “an adequate margin of safety.” The final standard for



a pollutant is to reflect not only the health risk posed by the air pollutant,
but also feasibility of control. The language of the Clean Air Act prohibits
primary consideration of costs, but the EPA does conduct cost-benefit and
cost-effectiveness analyses.

Another group of pollutants, the air toxics, is also covered by the Clean
Air Act, but with different guidance. These pollutants are largely carcino-
gens or irritants, and come mostly, although not necessarily, from point
sources, like power plants and factories. Examples include vinyl chloride,
dioxin, and benzene. The 1990 amendments to the act offer explicit guid-
ance to the EPA on the use of scientific evidence in approaching regulation
of toxic air pollutants, calling for a process that uses risk assessment rather
than the weight-of-evidence approach used for the criteria pollutants. A
two-step approach of “technology first, then risk,” which requires the max-
imum achievable reduction in toxic emissions followed by assessment of
health and environmental risks, has reduced toxic emissions severalfold
(EPA 1999b).

This particular example of a single science/policy interface, while lack-
ing generality, does point to some characteristics of a science/policy inter-
face for which scientific evidence is at the core of the process that links sci-
ence to policy (Fig. 4.3). In the example of the regulatory apparatus for air
pollution, the findings on adverse health effects motivate the process and
the prevention of those effects is the goal of the policy. Translation of the
scientific findings to policy depends typically on a synthesizing process
that is generally reductionistic. For many complex problems, a predictive
model is derived from the evidence, so that the consequences of policy op-
tions can be weighed and evaluated against criteria that might include so-
cietal values and ethics, costs, and political considerations. In the example
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Figure 4.1 General framework for integrating particulate-matter research. Source:

Reproduced with permission from National Research Council 1998a, Figure 3.1.
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of the Clean Air Act in the United States, specific guidance is provided on
the level of public health protection to be achieved by a national ambient
air quality standard (NAAQS). The act also inveighs against consideration
of costs to meet the NAAQS.

Decision makers will also be influenced by the strength of the evidence
and by uncertainty, which is its complement. Gaps in the scientific evi-
dence inevitably plague decision making, particularly for complex envi-
ronmental problems. Uncertainty—what is not known—may restrain de-
cision making while new scientific studies are undertaken to meet critical
information needs (Morgan and Henrion 1990). Uncertainties may also
cloud the choices among policy options, leaving decision makers without
a clear preference. Nonetheless, policy decisions can be made in the face of
uncertainty; in fact, complete certainty is illusory for contemporary, com-
plex problems involving the environment and health. Rather, uncertainties
need to be acknowledged and quantified to the extent possible. Methods
are now evolving for this purpose.

Figure 4.2 Process for review and promulgation of U.S. National Ambient Air Qual-

ity Standards. A.A./ORD, Assistant Administrator, Office of Research and Development;

OAR, Office of Air and Radiation; CASAC, Clean Air Scientific Advisory Committee; OMB,

Office of Management and Budget. Source: Reproduced with permission from McClel-

lan and Miller 1997, Figure 1.



Models and the Science/Policy Interface

Models are likely to figure centrally in the development of policies to limit
possible adverse effects of global ecosystem change on public health. Of
course, the word model has multiple meanings, and it is widely and loosely
applied. In the context of environmental decision making, a model is a rep-
resentation of the elements of the problem under consideration. A model
might be a straightforward depiction of the relationship between a factor
and the response, such as the essentially linear (straight-line) relationship
between the number of cigarettes smoked and the risk of developing lung
cancer, or a formulation of a more complex relationship, like the steps link-
ing sources of regional air pollution to hospitalizations of children due to
the exacerbation of asthma.

For problems related to the environment and health, models generally
describe the occurrence of a response to one or more environmental fac-
tors. Figure 4.1 is one example of a model of this type, relating sources of
air pollution to the risk of adverse health effects through a sequence of
linkages. Each element of the overall model may itself be considered as a
model: the emissions of pollutants from sources, the generation of con-
centrations of air pollutants by the emissions, the interactions of people
with these concentrations that lead to human exposure, the delivery of
doses of toxic materials consequent to these exposures to target sites of
biological action, and the mechanisms of injury by the agent that leads to
the toxic effect.

Any one of the elements in this sequence may itself demand repre-
sentation by a complex model. Large-scale models, for example, have been
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Figure 4.3 Science/policy interface for envi-

ronmental health.
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developed to describe the generation of acidic air pollution and its dis-
persal across the northeastern United States and Canada. Models for
ozone in the lower atmosphere (troposphere) relate concentrations to the
use of sources, including transportation vehicles, and meteorological pat-
terns. Models for the delivery of doses of toxic agents to the lung incorpo-
rate the physical characteristics of the agents, the structure of the lung, and
patterns of breathing; such models are now widely available as software
packages for personal computers.

How are models for environmental problems derived? Models may be
empirical, based on observational data that describe how the response of
interest occurs in relation to the environmental exposure of concern. Epi-
demiological data, derived from observation of populations, may be an-
alyzed for this purpose. For example, the application of time-series meth-
ods for statistical analysis has related concentrations of air pollutants to
the daily number of deaths, while controlling for weather (Dockery and
Pope 1994; Samet et al. 1997). These analyses make assumptions as to the
mathematical form of the relationship between air pollution and mortal-
ity—for example, linear (straight-line)—and the temporal relationships
between concentration on a particular day and response on the same or
subsequent days. The accuracy and precision of the estimates of the re-
sponse based on the model reflect the extent and quality of the data avail-
able as well as the accuracy and precision of the assumptions in the model.
Once developed, a model of the relationship between air pollution and
mortality might be used to estimate risks for entire affected populations or
to project the consequences of alternative control strategies.

Models may also be based on an understanding of the underlying re-
lationship between exposure to an agent and the response. For ionizing
radiation, for instance, physical models, well grounded in experiments,
relate exposure to absorption, even at the level of specific organs, and the
scientific community is moving toward a mechanistic understanding of
the basis of carcinogenesis by some types of radiation (NRC 1998b). Sta-
tistical approaches for analyzing observational data may also rely on bio-
logically based models of the underlying process (Moolgavkar 1994).

As a formal representation of the relationship between exposure and
outcome, a model offers a framework for making underlying assumptions
transparent and for identifying points of uncertainty that need to be
judged by one or more assumptions. A model can thus be the basis for fully
informed decision making, identifying clearly what is known and not
known. A comprehensive approach to modeling risk, by clearly defining
gaps in knowledge, can foster research with findings likely to be relevant to
the development of policy. For example, the NRC has used the framework
in Figure 4.1 as a basis for developing a policy-relevant agenda for research
on airborne particulate matter (NRC 1998a). The schema in Figure 4.1 was



used to identify key uncertainties that needed to be addressed through fur-
ther research. Frameworks for identifying gaps in knowledge can also help
to characterize the role of uncertainty in decision making (see under
“Quantitative Risk Assessment,” below).

Some of the assumptions of a model may carry significant implica-
tions for policy development.Among these is the mathematical form of the
relationship between exposure and response (Fig. 4.4) and the presence of
a threshold, which is a particular level of exposure that must be exceeded
for a response to occur. A common assumption is a linear relationship be-
tween the amount of exposure to an agent and the risk of an adverse health
effect. The assumption of linearity offers conceptual and computational
simplicity as risk increases in a straight-line fashion with exposure; for
most agents, the knowledge base is not sufficiently advanced to challenge
this assumption. Most health models also assume that the response follows
exposure without a threshold; these are the so-called nonthreshold mod-
els. This assumption is considered a “conservative” default with regard to
public health, as any level of exposure is projected to carry risk.

Alternatives to linear exposure-response relationships may be found
or assumed on a biological basis. Response may follow exposure in a curvi-
linear or other pattern; these curves would possibly indicate a risk of an
adverse health effect substantially above or below that predicted by a lin-
ear relationship. For some exposures, like ionizing radiation, the re-
sponse—risk of cancer—tends to flatten at higher exposures, as cells are
actually killed by the radiation rather than undergoing a change that may
lead to malignancy (NRC 1992). The finding of a threshold that must be
exceeded may have substantial policy implications, as the threshold would
set a boundary between levels of exposure carrying or not carrying risk.

Another key feature of a model may be its representation of the effects
of the agent of interest as it acts in concert with other factors to affect risk.
The other factors might include age, sex, genetically determined suscepti-
bility, and other exogenous factors, such as cigarette smoking. In consid-
ering the risk associated with exposure to two factors, researchers might
assume the combined effect to be additive; that is, the risk from the com-
bined exposure is the sum of the risks from exposures to the two factors
individually. Deviation from additivity may be observed: antagonism refers
to a combined risk that is less than additive, and synergism to a combined
risk greater than additive. The assumption of a model as to the pattern of
combined effects might be based on observation or on a mechanistic un-
derstanding of how the two factors act together to produce the response.

The focus of this discussion has been on models for relating health re-
sponses to environmental agents. To date, the purposes of policymaking
have been served successfully by relatively straightforward models. Typi-
cally, the concept of uncertainty applies to the risk of expected kinds of ad-
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verse effects. However, the consequences of ecosystem change at the global
level may require more complex representations to capture consequences
that extend from the local to the global level. The underlying relationships
may be nonlinear, and modeling approaches based on chaos and com-
plexity theory may prove valuable for representing the consequences of
change in the global system. These types of models can more flexibly rep-
resent the seemingly unpredictable behavior of complex systems than can
more restraining, alternative approaches. The analysis of models of global
change requires the concept of “surprise” for the possibility of unexpected
outcomes (Schneider and Turner 1997). See Chapter 5 for more on mod-
eling of complex systems.

Quantitative Risk Assessment

One approach for using scientific information to develop policies on en-
vironmental problems is quantitative risk assessment. The application of
quantitative risk assessment to environmental problems is increasing in
the United States and elsewhere, in some instances with a statutory re-
quirement (NRC 1983, 1994). Quantitative risk assessment is a framework
for organizing information about risk and characterizing the risk in a fash-
ion that is meaningful for decision making (Samet and Burke 1998).

Risk assessment is a term now used widely for a systematic approach to
characterizing the risks posed to individuals and populations by environ-
mental pollutants and other potentially adverse exposures. A seminal 1983
NRC report, Risk Assessment in the Federal Government: Managing the
Process (often referred to as the “Red Book” because of its cover), defined

Figure 4.4 Examples of exposure-response mod-

els used for carcinogens.



risk assessment as “the use of the factual base to define the health effects of
exposure of individuals or populations to hazardous materials and situa-
tions” (NRC 1983). This conceptualization of risk assessment is both qual-
itative and quantitative, although quantitative risk assessment should be
considered as a component of risk assessment in its broadest context. The
1983 NRC report positioned risk assessment explicitly as a tool for trans-
lating the findings of research into science-based strategies for risk man-
agement (Fig. 4.5). Risk assessment evaluates and incorporates the find-
ings of all relevant lines of investigation, from the molecular to the
population level, through the application of a systematic process with four
steps: hazard identification, dose-response assessment, exposure assess-
ment, and risk characterization (Table 4.1). If there is no positive determi-
nation of the existence of a hazard, then the subsequent steps are not war-
ranted.

Risk management follows and builds from risk assessment. Risk man-
agement involves the evaluation of alternative regulatory actions and the
selection of the strategy to be applied. Risk communication is the trans-
mission of the findings of risk assessments to the many stakeholders need-
ing to know the results so they can participate in the policymaking process
and to the general public. In this formalism, and in practice to some degree,
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Figure 4.5 Elements of risk assessment and risk management. Source: Reproduced

with permission from National Research Council 1983, Figure I.1.
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those performing the risk assessment—risk assessors—and those manag-
ing the risks—risk managers—are separate groups of professionals, dis-
tinct from the researchers who develop the data used in risk assessments.

Two concepts central to the interpretation and application of a risk as-
sessment are uncertainty and variability. Any assessment of risk involves
the development of an underlying model with attendant assumptions that
cover gaps in knowledge. Uncertainty refers to this lack of knowledge
(NRC 1994). Examples of sources of uncertainty include extrapolation of
findings from animals to humans, extrapolation from effects observable at
high doses to the unobservable range of low doses, and use of models or
assumptions to estimate the exposure of populations indirectly rather than
using direct measurements. Analyses of uncertainty may be qualitative or
quantitative. Qualitative analyses may involve expert judgments, whether
accomplished informally or more formally using a systematic approach for
achieving convergence among experts (National Council on Radiation
Protection and Measurements 1996). Quantitative assessments of uncer-
tainty may use sensitivity analyses (i.e., varying model assumptions and as-
sessing the consequences) or model-based approaches that characterize
the contributions of various sources of uncertainty to overall uncertainty.

Variability, although distinct from uncertainty, may also cloud the in-

Table 4.1 The “Red Book” Paradigm: The Four Steps 
of Risk Assessment



terpretation of a risk assessment; many sources of variability may affect a
risk assessment (NRC 1994). These include variability in exposures and
susceptibility; together, these two sources of variability could lead to a wide
range of risk in a population. Overall or average estimates of risk, which
do not address variation in risk across a population, may be misleading and
may obscure the existence of a group at unacceptable risk. Recently, re-
searchers have begun to place greater importance on understanding the
vulnerability of some communities to a high rate of exposure from multi-
ple environmental hazards simultaneously (NRC 1999).

Hazard identification is the first step of a risk assessment, addressing
the question of whether the agent or factor poses a risk to human health.
This step is inherently integrative, as it may draw evidence from structure-
activity relationships for chemical agents, in vitro evidence of toxicity, an-
imal bioassays, and epidemiological data (NRC 1983). Epidemiological
data indicative of an adverse effect, when available, are strongly weighted
in the evaluation of the weight of evidence to determine whether an agent
presents a hazard. Data on humans provide direct evidence of a hazard
without the need to extrapolate from knowledge of toxicity in analogous
agents or from another species. In fact, as science has gained further un-
derstanding of the complexity of cross-species extrapolation from animal
to human, such extrapolations are viewed with less certainty unless but-
tressed by an understanding of human and animal pathways of absorption
and metabolism and of mechanisms of action.

Once a hazard has been identified, the second step—the dose-response
assessment—is initiated to establish the quantitative relationship between
dose and response. Dose—the quantity of material entering the exposed
person—is not identical to exposure, which is defined as contact with a
material at a potential portal of entry into the body: the skin, the res-
piratory tract, or the gastrointestinal tract (NRC 1991a). Typically, epi-
demiological studies characterize the relationship between exposure, or a
surrogate for exposure, and response, expressed as the risk of a particular
outcome; the dose-response relationship may be estimable if the relation-
ship between exposure and dose can be established. For a risk assessment,
description of the exposure-response relationship may be sufficient, as ex-
posure can be linked directly to response. In combination with data on the
distribution of exposure, the risk posed to a population by an agent can be
estimated without moving to establish the dose-response relationship.

For the purpose of risk assessment, characterization of the exposure-
response relationship in the range of exposures to humans is needed. For
a few agents (e.g., environmental tobacco smoke), data on risks are avail-
able in the exposure range of interest, and risk to the general population
can be estimated directly. For other agents, data from exposures above
those received by the population may be available from worker groups
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(e.g., radon exposures of uranium miners), persons who have been acci-
dentally exposed (e.g., radiation exposures of the population downwind of
the Chernobyl nuclear plant), or persons who have been exposed during
wartime (e.g., radiation exposures of the survivors of the atomic bomb
blasts in Hiroshima and Nagasaki). For such exposures above the range of
usual environmental levels, exposure-response relationships estimated at
the higher exposures are extended downward.

For the purpose of risk assessment, information is needed on the full
distribution of exposures in the population. Measures of central tendency
(i.e., the mean or median) may be appropriate for estimating overall risk
to the population, but reliance on central measures alone may hide the ex-
istence of more highly exposed persons with unacceptable levels of risk.
Modern assessment of exposure is based on a conceptual framework that
relates sources of pollutants to their effects, through the intermediaries of
exposure and dose (see Fig. 4.1) (NRC 1991b, 1994). The concept of total
personal exposure is central; that is, the assessment of health risks must
consider exposures received by individuals from all sources and media. For
some agents (e.g., lead), exposures may arise from multiple sources, media
of exposure, and activities.

Risk characterization is the final step in risk assessment. During this
phase, the data on exposure are combined with information on the exposure-
response relationship to estimate the potential risk posed to exposed pop-
ulations. The risk characterization becomes the fulcrum for decision
making and the basis for communication with stakeholders (NRC 1996).
Epidemiological studies may provide a direct risk characterization if the
findings can be linked to a specific population and the exposure assessment
component of the study is sufficient. More typically, however, the risk char-
acterization is based on models.

The step of risk characterization puts the risk in perspective for risk
managers and the public. The Red Book approach emphasized the pre-
sentation of the probability of harm from a biological perspective. How-
ever, a more recent NRC report has called for risk characterization to be
broader and to consider social, economic, and political factors in describ-
ing risk and guiding options for risk management (NRC 1996). This re-
port emphasized the need to engage stakeholders throughout the process
of risk assessment to assure that the risk characterization addresses the full
range of concerns (see also NRC 1999 and Chapter 5).

The consequences of the factor of concern may be characterized with
a variety of types of measures. Some express the burden of disease associ-
ated with the factor. The number of occurrences of the event of concern
may be estimated (e.g., the number of lung cancer deaths caused each year
by passive smoking); a related measure, the population attributable risk,
describes the proportion of the events of concern attributable to the fac-



tor. For example, in a comprehensive risk assessment of lung cancer asso-
ciated with radon, an NRC committee estimated that about 18,000 lung
cancer deaths annually—approximately 11 percent of lung cancer deaths
in the United States—are attributable to indoor radon (NRC 1998b). An-
other measure is years of life lost because of exposure to a disease-causing
agent. This quantity might be calculated as an average for exposed persons
or for the entire population including exposed persons. A related measure
of effect, the quality-adjusted years of life lost, takes into account the qual-
ity of the lost years. This measure was used for the Global Burden of Dis-
ease Study (Murray et al. 1994). However, different methods may assign
different values to the quality of life (Dasbach and Teutsch 1996).

Estimates of cost may also be part of risk characterization (see also
Chapter 5). The estimates would be based on the number of events and the
associated costs of medical care and lost productivity. Deaths or years of
life lost may be valued economically as well. Estimates of cost may be
folded into a cost-benefit analysis in support of the implementation of en-
vironmental regulations or into a cost-effectiveness analysis for compar-
isons of different environmental policies.

Risk Assessment and Global Ecosystem Change

The paths by which global ecosystem change may adversely affect public
health are diverse, involving direct and indirect mechanisms. How will
these potential consequences of global ecosystem change be approached
with models? The points of analogy with quantitative risk assessment pro-
vide a place to start. In the risk assessment paradigm, global ecosystem
change can be viewed as the source of “exposure,” leading directly or indi-
rectly to changing population patterns of contact with physical and bio-
logical factors that affect health. The sources of change, like sources of air
pollutants, correspond to human activities that underlie the changes in the
global ecosystem. Models linking these activities to the pace of change in
the ecosystem have already been developed: examples are the rise in the
earth’s temperature in relation to emissions and concentrations of green-
house gases and the depletion of the stratospheric ozone layer in relation
to the release of chlorinated fluorocarbons (see Chapter 7).

An essential first component in a model of global ecosystem changes
and health is the linking of changes to the more proximate factors that ac-
tually affect health: exposure to ultraviolet radiation, contact with arthro-
pod vectors of disease, and exposure to allergens, for example. Analogous
to the exposure assessment component in a risk assessment, the overlay of
contact of populations with the potentially injurious agent needs to be
characterized. Information on the exposure-response relationship might
be based on epidemiological evidence or perhaps on an experimental
model. The requisite information would describe how risk changes as ex-
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posure varies. Complicating features in this paradigm include synergistic
or antagonistic effects of multiple types of exposures and a concern for
populations particularly vulnerable to the effects of such exposures.

However, a fuller picture must consider the global ecosystem as a dy-
namic system with many interacting components. As discussed under
“Models and the Science/Policy Interface” (above), processes of global
change may present outcomes that had been unanticipated previously. The
context for making decisions and the use of scientific evidence are likely to
be more complex than those in more traditional areas of environmental
health. Chapter 5 develops these themes in more detail.

Conclusion

The scope and complexity of global ecosystem change are generating con-
cerns about public health consequences of unquestionably unacceptable
magnitude. In addressing more conventional problems in environmental
health, science-based evidence has been used to convince decision makers
of the need to act and to provide guidance among the policy options. One
approach for developing estimates of harm to the public’s health is risk as-
sessment, a framework for identifying what is known about risks and
where there are key gaps in scientific knowledge. Risk assessment seems to
have ready applicability to characterizing some of the consequences of
global ecosystem change, but the entire process of risk assessment and risk
characterization must be embedded in a broader study of social, economic,
and environmental systems and a greater appreciation for the context of
policy development. These themes of integrated assessment are developed
in Chapter 5.

S U G G E S T E D  S T U D Y  P R O J E C T S
Suggested study projects provide a set of options for individual or team
projects that will enhance interactivity and communication among course
participants (see Appendix A). The Resource Center (see Appendix B) and
references in all of the chapters provide starting points for inquiries. The
process of finding and evaluating sources of information should be based
on the principles of information literacy applied to the Internet environ-
ment (see Appendix A).

The objective of this chapter’s study projects is to develop an under-
standing of the relationship between scientific study and public policy on
environmental health.

P R O J E C T  1 : Environmental Health Issues and Public Policy
The objective of this study project is to deepen the understanding of the
scope of environmental health issues that affect public policy.

Task 1. Identify an example of an environmental health issue that in-



volves exposure of humans to a harmful substance in air, water, soil, or
food.

Task 2. Identify a location for the environmental health issue selected
in task 1 and describe how that issue affects public policy in that location.

Task 3. For the issue and location selected in task 2, do you think pub-
lic policy should be changed? Justify your answer.

P R O J E C T  2 : Quantitative Risk Assessment
The objective of this study project is to deepen the understanding of quan-
titative risk assessment as applied to environmental health.

Task 1. Identify an example of an environmental health issue that in-
volves exposure of humans to a harmful substance in air, water, soil, or
food.

Task 2. For the example in task 1, search the literature for information
about the four steps of quantitative risk assessment for a particular popu-
lation, as shown in Table 4.1. Consider how cofactors of an individual
might affect risk and whether parts of the population are especially vul-
nerable.

Task 3. Summarize your results.

P R O J E C T  3 : Risk Management
The objective of this study project is to deepen the understanding of risk
management as applied to environmental health.

Task 1. Select an example of an environmental health issue that has af-
fected public policy in some setting.

Task 2. For the setting selected in task 1, describe the strategy for risk
management. Consider communication about risks to the public and par-
ticipation by the public in the development of strategy.

Task 3. How might you evaluate the strategy for managing risk?
Task 4. Summarize your results.
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Integrated assessment is a “structured process of dealing with complex is-
sues, using knowledge from various scientific disciplines and/or stake-
holders, such that integrated insights are made available to decision mak-
ers” (Rotmans 1998). The application of integrated assessment to studies
of global ecosystem change and public health is somewhat analogous to
the application of the methods of risk assessment to problems in environ-
mental health and can profitably build on those experiences (see Chapter
4). Integrated assessment is distinctive, however, in its effort to link social,
economic, and environmental factors as a basis for examining policies and
decisions that affect diverse sectors. Because of this intent to link different
fields and analyses, often for different purposes, integrated assessment can
be a useful test of available information and its limits. Integrated assess-
ment also extends beyond risk assessment to provide support for decisions
to manage risk (see Fig. 4.5). In applications of integrated assessment, the
context for decisions is more complex than regulations put forth by a sin-
gle government agency (see Fig. 4.2). An integrated assessment may influ-
ence decisions made by multiple national governments, multiple agencies
at different levels of government, and diverse interest groups.

Research on integrated assessment involves two very different ap-
proaches (Rotmans 1998). One group of researchers, usually trained in
natural science, engineering, or economics, aims to develop mathematical
models of the consequences of different policies. Another group of re-
searchers, usually trained in qualitative methods of the social sciences,
views integrated assessment itself as a participatory process. Neither ap-
proach alone is likely to succeed, and researchers are increasingly seeking
new ways to join analytical studies with participatory methods (Interna-
tional Human Dimensions Programme on Global Environmental Change
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2000). The effective use of scientific information requires the integration
of multiple disciplinary perspectives.

An examination of the real-world consequences of a bad assessment
should dispel any notion that integrated assessment is merely a technical
exercise. Glantz (1982) documents high costs associated with an erroneous
forecast of drought in 1977 for Yakima Valley in the state of Washington.
The setting for the forecast was an area in which most agricultural activi-
ties depended on water that the U.S. Bureau of Reclamation provided for
irrigation from April to October. After extremely dry conditions had pre-
vailed in the Yakima River basin from October 1976 through January 1977,
the Yakima Project superintendent of the U.S. Bureau of Reclamation is-
sued an estimate of the total water supply available for 1977. Following the
law in a 1945 consent decree, the formula for the total water supply avail-
able included natural flow, storage, and return flow, where return flow is
water used for irrigation that returns to the stream for downstream users.
The law also specified different classes of water rights so that the Yakima
Project superintendent allocated the projected water supply to satisfy 98
percent of senior (higher priority) water rights and provide only 6 percent
of normal flow for junior (lower priority) water rights. Farmers with ju-
nior water rights stood to lose perennial plants and trees that would re-
quire up to eight years to replace. This dire forecast of drought caused
farmers to take actions costing millions of dollars:

1. The aggregate cost of digging irrigation wells was approximately
$9,000,000.

2. Some farmers with perennial crops paid up to four times the usual
price to lease water from farmers with annual crops who could afford
to lose one year’s production.

3. Some farmers transplanted mint crops (a perennial) at their own ex-
pense.

The drought forecast also led to expenditure of government funds:

1. A feasibility study of a project to divert water from the Columbia River
basin cost $70,000.

2. A new pumping station to capture water below a dam’s lowest outlet
cost $3,000,000 and was ready by July 1977.

3. The state of Washington spent $400,000 to seed clouds with no effect
proven scientifically.

However, by May 1977, the Yakima Project superintendent had sharply re-
vised upward the estimate of the water supply to allow 50 percent of nor-
mal flow for junior water rights. By the end of the growing season, farm-
ers with junior rights had received 70 percent of normal water allocations.
The new pumping station that opened in July was never used. Farmers



made legal claims against the U.S. Bureau of Reclamation to recover
$20,000,000 lost by responding to the erroneous drought forecast in Feb-
ruary. The U.S. Bureau of Reclamation suffered a severe loss of credibility.

An understanding of what went wrong with the forecast of drought
in Yakima leads to general insights about problems in forecasts and how
to avoid them. Surprisingly, despite uncertainties in weather, the estimate
of return flow was the primary error in the forecast of extreme shortage of
water. Implicit in the initial estimate of return flow was an assumption of
flood control, which had been the main concern of water resource man-
agers before October 1976. In balancing the estimate of return flow against
diversions for flood control, the return flow was dropped from the initial
estimate of the total supply of water available to irrigators in 1977. When
forecasters corrected the technical error, the estimate of the total supply of
water rose considerably. Retention of outmoded assumptions, termed as-
sumption drag, is a widespread phenomenon that causes serious errors in
forecasting (Ascher 1979, 202). Another instance of assumption drag was
maintaining an assumption that low precipitation would persist even af-
ter normal monthly precipitation had returned in early spring. Forecasts
for precipitation were strongly influenced by drought forecasts for the en-
tire western United States. The contribution from stored water was also a
problem, not because of inaccurate estimates of the quantity of water, but
rather because of disputes over ownership. The Yakima Project superin-
tendent decided to consider water stored in reservoirs as part of natural
flow, for which senior water rights take priority, despite the fact that only
water districts with junior water rights were paying for storage precisely
because of their vulnerability in years with low natural flow. Combining
these errors with worry about promising more water than could be deliv-
ered, the Yakima Project superintendent produced a very conservative
forecast.

Poor communication within the government sector and with farmers
contributed to the promulgation of an erroneous forecast. Even though the
National Weather Service, the Soil Conservation Service, and the state of
Washington’s Department of Ecology were all producing water-related
forecasts, these agencies provided no external checks on the development
of forecasts of drought by the Yakima office of the U.S. Bureau of Recla-
mation. The Pacific Northwest Regional Office of the U.S. Bureau of Recla-
mation, which had an advisory role from its location in Boise, Idaho, dis-
agreed with the Yakima forecast but had no clear authority to modify
forecasts made at Yakima. The lack of open communication between fore-
casters and farmers was significant because too little attention was paid to
the effects caused by announcing a forecast, particularly the consequences
of offering less water than was actually available. In general, “efforts to
shield expert research and decision making from public scrutiny and ac-
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countability invariably backfire, fueling distrust and counterproductive
decisions” (Pielke et al. 1999, 311).

A salient feature underlying all of these difficulties is that the formula
for allocating water in the 1945 consent decree had never been used before
the period of water storage that began in October 1976. Consequently, the
water resource managers had no direct experience on which to base their
actions. It is intrinsically more difficult to manage without direct experi-
ence. Yet many pressing problems, such as preventing possible adverse ef-
fects of global climate change and containing nuclear waste in under-
ground storage for 10,000 years, provide little or no direct experience. In
general, “the less frequent, less observable, less spatially discrete, more
gradual, more distant in the future, and more severe a predicted phenom-
enon, the more difficult it is to accumulate direct experience” (Pielke et al.
1999, 311). In grappling with integrated assessment, researchers of all dis-
ciplines need to be open to learning the use of a variety of tools.

This chapter presents an overview of major conceptual and method-
ological issues in the development of integrated assessment models
(IAMs) and studies of the participatory process in assessment. One section
devotes special attention to the multiple meanings of effectiveness when
scientific assessments are applied to complex problems. The general dis-
cussion sets the stage for addressing the challenges of an integrated assess-
ment of ecosystem change and public health on a global scale.

The History of Integrated Assessment Models

Quantitative approaches to integrated assessment attempt to link human
actions to valued consequences by developing more complex computer-
based models with interrelationships and feedbacks among system com-
ponents (Dowlatabadi and Morgan 1993a; Shlyakhter et al. 1995; Parson
and Fisher-Vanden 1997). The two basic functions of IAMs are

1. system modeling: simulation of the response of the physical, biological,
and/or social system to changes in inputs, assumptions, and decisions;
and

2. decision evaluation: comparison of alternative decisions in terms of
their risks and performance on important objectives and application
of value judgments by users to rank or screen alternatives.

In system models, several components are interconnected so that changes
in one part of the system cause multiple indirect effects in other parts of
the system, which may be classified by sector, geography, and other char-
acteristics. Complex interconnections create time lags so that the effects of
changes in one part of the system may not become apparent in other parts
of the system until some time has passed. The state of a system may change
abruptly as the value of a variable reaches a threshold level, such as the



amount of acid rain that exceeds the ability of lakes to buffer its effects (see
Chapter 7).

Selected elements of the Integrated Model to Assess the Greenhouse
Effect (IMAGE) illustrate these concepts (Rotmans and Dowlatabadi 1998,
319). One important set of interrelationships in the IMAGE simulation de-
termines how the force of climate change affects agricultural production,
natural ecosystem health, and human health. The simulation also specifies
how changes in terrestrial ecosystem health provide feedback into sys-
tem components for atmospheric composition, evapotranspiration, and
albedo, which are all part of atmospheric processes affecting climate (see
Chapters 7, 8, and 9). Two possible decisions in the model are investments
in infrastructure or the development of more resilient crops.

Many IAMs emphasize only system modeling and focus on assessing
the effects of alternative scenarios or previously adopted policies. The ul-
timate purpose of such efforts is to provide policymakers with an under-
standing of how structures, assumptions, and policies produce system be-
havior and consequences (Gardiner and Ford 1980). This is sometimes
termed the “intelligence” stage of decision making (Nazareth 1993) or, less
formally,“embedding models in policy makers’ heads” (Parson and Fisher-
Vanden 1997). Although the term integrated assessment is of recent
coinage, IAMs of this type go back to the 1960s. The most familiar early
examples are urban and global systems dynamics models, such as the
model used in the Club of Rome’s “Limits to Growth” study (Forrester
1969; Meadows et al. 1972) and the assessment of the proposed supersonic
transport (see also Chapter 7). More recent IAMs that emphasize systems
modeling include the many systems developed to quantify the regional or
global effects of possible climate change (e.g., Rotmans 1990; see the re-
views by Dowlatabadi 1995, Parson and Fisher-Vanden 1997, Intergovern-
mental Panel on Climate Change 1996; Rotmans and Dowlatabadi 1998).
Another is the Tracking and Analysis Framework, a system for evaluating
the cost and environmental effects of the Title IV acid rain program of the
1990 U.S. Clean Air Act (Henrion et al. 1995).

Integrated assessment may be most useful to policymakers when as-
sessments are explicitly linked to decision making (Bernabo and Eglinton
1992; National Acid Precipitation Assessment Program 1991). “Decision-
focused” IAMs are those that build in formal capabilities for analyzing de-
cisions. Alternatively, the developers and potential users of a model could
ensure that it is designed to yield information on the performance and
risks of policy options for use in decision processes taking place outside of
the formal IAM. These can be termed policy-oriented impact assessments
(Meo 1991). (See also “Evaluation of the Effectiveness of Integrated As-
sessment,” below.)

Here, we look at decision-focused models, although methods for ana-
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lyzing multiple objectives and aspects of risk are certainly also applicable
to policy-oriented impact assessments. An advantage of incorporating the
evaluation of decisions within a computer-based model is that users can
receive immediate feedback on the implications of alternative value judg-
ments. We have found that such feedback increases user confidence and
satisfaction with the results (Hobbs and Meier 2000), consistent with gen-
eral findings in the scientific literature on the importance of feedback in
decision support systems (Foley and Van Dam 1982; Schneiderman 1992).
More generally, some researchers have found that decision support systems
that explicitly include the function of decision evaluation (e.g., an explicit
analysis of the tradeoffs among multiple objectives) in addition to system
modeling increase user satisfaction and do a better job of facilitating group
discussion and compromise (e.g., Iz and Krajewski 1992; Nazareth 1993).
Strategies to structure the development of models and generation of can-
didate policies as a collaborative process may be as important as the tech-
nology for supporting the analysis of decisions (Bonnicksen 1996).

An example of a decision-focused IAM involves the determination of
“optimal” levels of sulfur dioxide (SO2) reduction at large point sources in
Canada so that prescribed environmental quality levels would be achieved
at selected locations with sensitive receptors (Ellis et al. 1985). While orig-
inally conducted for the Ontario provincial environment ministry, the
work expanded to a federal setting, with the result that the plant-by-plant
SO2 reductions arising from the analyses were eventually adopted by the
provinces and signed into law. Other examples of decision-focused IAMs
are (1) a Great Lakes climate change modeling system for assessing lake
regulation, shore protection, and wetland policies under climate uncer-
tainty (Hobbs et al. 1997); (2) the analyses of the RAINS model (Hordijk
1991) conducted in support of the sulfur and nitrogen protocols (roughly
the European equivalent of Title IV of the 1990 U.S. Clean Air Act); and
(3) the U.S. Environmental Protection Agency (EPA)’s (1995) Adaptation
Strategy Evaluator, an explicitly multiobjective system that displays trade-
offs among adaptation strategies incorporating multiple objectives in di-
verse sectors—the coastal zone, water resources, and agriculture.

The Building of Decision-Focused Integrated
Assessment Models

Several capabilities are key to the success of a decision-focused IAM:

1. Explicit representation of alternative policies
2. Credible physical models or the capability easily to modify the system

to incorporate alternative model structures and parameters
3. Performance indicators, or objectives, that address the concerns of pol-

icymakers



4. Characterizations of the uncertainties associated with model outputs
and the sources of those uncertainties

5. A user interface that encourages “play” (sensitivity analysis and explo-
ration) while effectively communicating tradeoffs among objectives
and uncertainties (possibly using advances in geographic information
systems and visualization techniques)

6. The ability to quickly show the implications for policy choices of al-
ternative value judgments concerning acceptable risks and tradeoffs
among objectives

Table 5.1 provides additional elaboration by showing the tasks that must
be performed for an IAM to execute successfully the functions of system
modeling and decision evaluation. The two functions are shown as
columns, with the tasks arranged in rows, beginning with formulation and
ending with the justification and documentation of decisions. The func-
tion of decision evaluation is divided into the subfunctions of evaluation
of tradeoffs among objectives and evaluation of risks. Several observers also
stress the need to recognize the variety of perspectives and objectives in-
volved in policymaking, explicitly to acknowledge and deal with ubiqui-
tous uncertainties, and to foster greater communication among policy-
makers and developers of integrated assessments (see under “Integrated
Assessment as a Participatory Process,” below, and Dowlatabadi and Mor-
gan 1993a; Dowlatabadi 1995; Shlyakhter et al. 1995).

In building models to support integrated assessments of global
change, the key to success lies in formulating problems that have the po-
tential to be policy relevant. That is, do the models have the capability of
answering those questions that policymakers, stakeholders, or the general
public deem important? While policy relevance as a laudable goal is hard
to dispute, the best path to achieving that goal is far from obvious. Identi-
fication of the important questions can be very difficult, even with direct
access to policymakers or whomever is the intended audience/user of the
analyses (see under “Integrated Assessment as a Participatory Process,” be-
low). Practical experience has led to the development of three guidelines
for modeling and analysis applied to integrated assessment.

Guideline 1. Interact early, interact often and repeatedly, and continu-
ally pose the question: What is the possible policy relevance of this model
and this analysis? The discussion should be in terms that the users of the
assessment, not just systems analysts, understand. Achieving this commu-
nication is difficult but central to conducting influential systems analyses.
Without close contact with policymakers or other potential users, the like-
lihood of a systems analyst discovering the important questions is far from
certain.

Guideline 2. Remember that real problems are multiobjective. All de-
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cisions involve tradeoffs among multiple objectives, and explicit consider-
ation of those tradeoffs enhances greatly the policy relevance of systems
modeling. This issue is explored in somewhat more depth under “Single
versus Multiple Objectives” (below).

Guideline 3. Pay attention to the analysis and communication of un-
certainty. The concerns here lie not so much in mathematics or technical
sophistication but rather in communication. It is very easy for scientists to
lose their audience and hence any chance for policy relevance with elegant
stochastic analyses that seem to make perfect technical sense—at least to
the analyst. Some practitioners of risk analysis even counsel that uncer-
tainty should not be communicated routinely because analyses of uncer-
tainty are difficult to understand, and policy-oriented presentations of
many types of data (e.g., economic statistics) typically avoid the subject
(Goldstein 1995). However, open communication is essential for partici-
patory decision making (Pielke et al. 1999). Some stochastic (probabilis-
tic) programming techniques hold much more promise than others in
terms of their ability to facilitate communication (see “Deterministic ver-
sus Stochastic Approaches,” below).

A Taxonomy of Approaches to Integrated
Assessment Modeling

The selection of an approach to modeling should be driven entirely by the
characteristics of the problem at hand. If the modeling approach should
lead to a model that cannot be solved, the question changes: Can a related
model requiring an altered statement of the problem still hold promise
for policy relevance? Dealing with problems in this fashion therefore re-
quires that the scientists performing the analysis have a facility with a va-
riety of approaches. The following brief overview describes the attributes
of some of the more important approaches to modeling: simulation ver-
sus optimization, linearity versus nonlinearity (including the important
subdistinction of convex and nonconvex programming problems), single-
objective versus multiple-objective approaches, deterministic versus sto-
chastic approaches, and static versus dynamic approaches. A different
kind of distinction is the technological approach for visualization and hu-
man interaction with the model (see under “Visualization and System-
User Dynamics,” below).

Simulation versus Optimization
The categorization of models as based on simulation or optimization rep-
resents the most basic modeling distinction. A good working definition is
simply that simulation models help answer the question: What happens if
I do this? Optimization models, on the other hand, help answer the ques-
tion: What should I do? Simulation models are commonly termed de-
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scriptive, in contrast to optimization models, which are prescriptive. An ex-
ample of a simulation-based integrated assessment involves halocarbon
production and climate change (Holmes and Ellis 1996, 1997). Analyses
proceed basically by prescribing input (including what is happening in
terms of production and the state of the climate), then running the mod-
els (linking halocarbon production and climate change), and finally as-
sessing the resulting output (e.g., global mean averaged chlorine loading
concentration in the atmosphere). Contrast this model of operation with
an optimization-based approach that might, for example, set a target level
for maximum allowable chlorine loading concentration and then identify
the least-cost strategy of reducing emissions that can achieve that goal. For
this example, as is commonly the case, simulation models are often em-
bedded within optimization models. This example also serves to point up
some of the forces that come into play in deciding which approach to pur-
sue. Holmes and Ellis (1996, 1997) selected a strictly simulation-based ap-
proach because they thought it was too difficult at the time to “wrap” an
optimization model around a framework based on a simulation model
that was already complicated.

Linearity versus Nonlinearity
This modeling distinction refers to a graphic representation of a quantita-
tive relationship between two variables: the relationship can be represented
as a straight line (linear) or not (nonlinear). Linear problems are easier to
analyze, but the real world is generally nonlinear. Investigators from fields
as diverse as biology, chemistry, climatology, and economics are exploring
the effects of nonlinearity in generating complex outcomes, such as chaotic
behavior, in simulation models (e.g., Zimmer 1999; Whitesides and Is-
magilov 1999; Rind 1999; Arthur 1999). Nonlinearities are also funda-
mental to the construction of quantitative objectives in optimization
models. The state of computationally tractable solution techniques is so
advanced that there simply is no need to replace a nonlinear problem/
model with a linearized approximation, except perhaps for linear pro-
grams of truly prodigious size, and even that exception is arguable.

In optimization, nonlinear problems are classified according to con-
vexity. The distinction between convexity and nonconvexity refers to the
geometric shape of the representation of how a variable is mathematically
related to other variables. For simplicity, consider height above a flat sur-
face as the mathematical function. If the shape is convex, then height is
somewhat like the roof of a dome over a sports stadium, and a straight line
from one point on the roof to any other remains under or at the roof. If
the shape is not convex, then height might be more like the turrets of a me-
dieval castle, and a straight line from one point on the roof to any other
may well be above the roof itself. For an optimization model, convexity
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guarantees relative ease in the calculation of global optima, which is the
general term for points higher than all others or points lower than all oth-
ers. With convexity, the computer algorithms for searching for optima do
not depend on where the search begins. However, the optima are not nec-
essarily unique, in that alternative decisions may be able to reach the same
objective in a different way, much as two different turrets on a castle may
be able to provide access to the same height.

The presence of nonconvexity, as distinct from nonlinearity, most as-
suredly does not signal the need to formulate and solve a related but dif-
ferent convex programming problem. It does, however, require that addi-
tional steps be taken to ensure that good solutions at least are identified,
for in most cases, this is the best that one can do. The suite of traditional
and newer (heuristic) solvers readily available today renders the chances of
solving even the most recalcitrant nonconvex problems very good. The
presence of nonlinearity and nonconvexity also strongly suggests the need
for a broad view of the problem and definitions of its relevant features.

Single versus Multiple Objectives
The need for multiobjective approaches has been cited above and is reaf-
firmed here with the assertion that every public policy–related manage-
ment problem, certainly including global change and public health prob-
lems, is multiobjective. The nature of the multiple objectives, of course,
varies greatly from application to application. Typically, the objectives are
in the categories of cost minimization; the achievement of environmental
standards (if they exist) of many kinds, including standards explicitly
linked to human health; a wide variety of stochastic considerations (e.g.,
stochasticity manifested in the context of robustness—solutions that per-
form acceptably well if certain input assumptions prove incorrect); objec-
tives directly or indirectly representing measures of equity and fairness
(e.g., allocating the costs of emission control among polluters); and objec-
tives that reflect aesthetic considerations, to name but a few.

Multiobjectivity is a key to engaging decision makers and producing
analyses that are policy relevant. As Dowlatabadi (1995, 294) dryly notes,
“policy decision makers do not seem to have made their decisions on the
basis of cost-effectiveness or cost-benefit analyses in the past.” Gardiner
and Ford (1980) argue that early systems dynamics models, such as the
“Limits to Growth” model, failed to focus on objectives and tradeoffs and
that this failure diminished their effectiveness. The increasing involvement
of diverse stakeholders in integrated assessment (e.g., Cohen 1994) will
only increase the need to be explicitly multiobjective and to identify ex-
plicitly for all parties how tradeoffs are measured and evaluated in com-
parison with other possibilities.

The explicit recognition of the multiobjective nature of a problem



helps to create a modeling environment in which decision makers and an-
alysts are able to maintain appropriate roles and in which information es-
sential to effective decision making can be generated and conveyed. It is the
fundamental nature of multiobjective problems that there is no single op-
timal solution. Rather, the focus is the tradeoffs among the objectives im-
plied by choosing one solution over another. One solution is said to dom-
inate another if it is better in every respect, such as one medication that is
more effective, less expensive, and safer than another medication; in this
highly unrealistic situation, making a decision involves no tradeoffs among
objectives. Therefore, the interest lies in analysis of the set of nondominated
solutions (i.e., those that are not clearly dominated by any other). Differ-
ing perceptions of the relative importance of different objectives are a ma-
jor source of policy disagreements; analysis of these tradeoffs is essential if
decision support systems are effectively to promote discussion among in-
terested parties (Thiessen and Loucks 1992; for an example of how multi-
objective methods can foster consensus, see Brown 1984).

Operationally, the way in which tradeoffs are generated distinguishes
the two basic methods of multiobjective analysis: generating methods and
preference-oriented techniques (Cohon 1978; Goicoechea et al. 1982;
Chankong and Haimes 1983). The aim of generating methods is to create
either an approximation or an exact representation of the set of nondom-
inated solutions, forming the basis for exploration of the tradeoffs among
objectives. There is no attempt made to incorporate decision makers’ pref-
erences in any formal or explicit manner. Preference-oriented methods, by
contrast, use explicit quantitative statements of decision makers’ prefer-
ences to identify a preferred solution. Preferences can be elicited in one
“shot,” resulting in a functional representation of preferences that can be
used to rank alternatives (prior articulation methods). Or preferences can
be elicited iteratively as users react to solutions, with the users’ reactions
guiding the generation of the next trial solutions (progressive articulation
methods).

Though preference-oriented techniques can help policymakers to un-
derstand the implications of preferences and preference conflicts for deci-
sion making, many of them suffer from several disadvantages. Most are
rigid in the way that preferences must be stated, and they tend to reveal
sparse information about the set of nondominated solutions, thus limit-
ing the insight gained from analysis. Also, the presence of multiple deci-
sion makers can cause complications that defeat most of the preference-
based methods. Arrow’s classic work demonstrated that a single rule
cannot represent individual preferences across all options; moreover, so-
cial norms play an important role that is distinct from an aggregate of in-
dividual preferences (Cantor and Yohe 1998, 62–63). In practice, some
combination of methods will often work best. A generating technique
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might be emphasized first to develop an appreciation of the range of choice
and the tradeoffs. In reacting to these results, decision makers may be able
to articulate preferences, perhaps a particular portion of the nondomi-
nated set worthy of further, detailed exploration. The process could con-
tinue until a single or a small collection of solutions is identified. More for-
mal preference-oriented methods could then be used, but some results
indicate that this is best done only after the nondominated set is explored
with a generating method.

Experiments involving diverse groups of stakeholders applying several
multiobjective methods to the same problem confirm the importance of
using a combination of methods (e.g., Hobbs et al. 1992). Different mul-
tiobjective methods applied by the same person can yield very different
rankings (see also Hobbs 1986; von Winterfeldt and Edwards 1986). Fur-
ther, no single approach was trusted or valid for all participants, and they
preferred to use more than one method to gain insight. This conclusion
was reinforced by energy planning studies involving large groups of stake-
holders in British Columbia (e.g., Meier and LeClair 1995). Nondomi-
nated set generation was applied along with multiple methods to quantify
preferences (e.g., both Analytic Hierarchy Process weights and tradeoff-
based weights). After applying the methods, individual stakeholders re-
viewed the results, resolved conflicts among the methods, and made initial
recommendations, which were then the basis of group discussions. The
stakeholders stated that the multimethod process was essential to building
insight and confidence. The processes resulted in sets of recommendations
that the power utilities largely accepted. In contrast, previous attempts by
one of the utilities to apply a single preference-based method in isolation
were unsuccessful, in large measure because the stakeholders did not trust
the method or results.

A large and rich literature on multiobjective theory and applications
has developed since the 1970s, but it is surprising how infrequently formal
multiobjective methods have actually been used in integrated assessment.
There are several possible reasons for this apparent lack of acceptance and
success:

1. It is difficult to portray tradeoffs among nondominated solutions
when there are four or more objectives.

2. There is a tendency among many multiobjective specialists to apply
a single “one size fits all” method for the elicitation of values in a given sit-
uation and to use it in a manner that assumes that the user’s preferences
are completely formed, coherent, readily expressed in quantitative terms,
and consistent over time. In reality, psychologists “view preferences as
adaptable and constructed as needed in particular contexts” (Cantor and
Yohe 1998, 61), so that users do not have fully formed utility functions. A
utility function is a quantitative expression of an individual’s preferences



that can take into account attitudes toward risk, such as a risk-averse pref-
erence for certain possession of one thousand dollars over the opportunity
to toss a coin to win two thousand dollars. As noted earlier, different meth-
ods work better for some people than for others. Users are frustrated by
the arbitrariness and lack of control involved in using a “black box”-like
method to translate value judgments (such as numerical weights of differ-
ent objectives) into ranks of alternatives. As a result, multiobjective meth-
ods are often used inappropriately—to supplant rather than support hard
thinking, insight, and careful articulation of reasons for supporting certain
alternatives (Parkin 1992).

3. Finally, there has been lack of careful evaluation by real decision
makers in realistic settings of what works and what does not (see “Evalua-
tion of the Effectiveness of Integrated Assessment,” below). Convincing
comparisons of methods in actual problem settings, including integrated
assessment, are few (see surveys of experimental evaluations by von Win-
terfeldt and Edwards 1986; Hobbs 1986; Weber and Borcherding 1993).
Symmetrically, there is almost no effort to evaluate most public decisions
retrospectively.

Consequently, there is a gap between a theoretical literature full of
elegant but untested multiobjective methods—each with its own advo-
cates—and potential users who adopt and sometimes (unintentionally)
misuse simple methods rather than attempt to sort out the conflicting
claims. Corner and Corner (1995) and Stewart (1992) note that most pub-
lished decision analyses use additive value functions. And in most cases,
users choose weights using simple methods (such as rating importance on
a 0–100 scale or stating the ratio of importance of two attributes) that can-
not be trusted to yield weights that actually represent their willingness to
trade off objectives. As has been shown in theory (Schoemaker 1981) and
in several experiments (e.g., Hobbs et al. 1992), weights based on some
vague notion of “importance” can differ drastically from weights inferred
from explicit tradeoff judgments.

These problems have several undesirable results. One is a research
community that often seems out of touch with the needs of potential users.
Another is the application of methods in a manner that obscures rather
than illuminates the tradeoffs and distorts preferences by quantifying them
in inappropriate ways. Consequently, possible users of multiobjective
methods will be wary of them—and the potential of the multiobjective ap-
proach to promote understanding of the problem and dialogue among
stakeholders will not be realized.

Deterministic versus Stochastic Approaches
It is difficult to imagine a realistic integrated assessment of global change
and public health that does not contain important stochastic elements. Of-
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ten the most difficult issue in contemplating a stochastic approach when
building models and designing analyses lies in assessing how uncertain in-
formation will be presented to decision makers and whether there is pol-
icy-relevant “value added” in adopting a stochastic approach. These are
easy questions to pose; their resolution is problematic, especially with re-
gard to the notion of assessing added value. No single approach works for
all problems, but a reasonable philosophy is to attempt to build the (sto-
chastically) simplest model first and then continually subject it to guide-
line 1 described under “The Building of Decision-Focused Integrated As-
sessment Models” (above)—ask whether the analyses are possibly policy
relevant. Communicating stochastic information is a complex subject
unto itself, and much can be learned from experiences in risk assessment
(see Chapter 4). But there is a fourth guideline to follow.

Guideline 4. Begin simply. Refrain from focusing extensively on those
stochastically feasible outcomes that promise little additional insight in
terms of policy relevance (admittedly easier said than done), and commu-
nicate in terms familiar to decision makers (see guideline 1, which en-
courages interaction between analysts and decision makers).

In principle, one might expect that explicit consideration of uncer-
tainty, like consideration of multiple objectives, should be a powerful
means of engaging decision makers and enhancing the policy relevance of
integrated assessment, but it often does not. Advocates of multiobjective
approaches might further venture to say that, when an integrated assess-
ment has had both multiobjective and stochastic elements and has
“worked,” it has done so because of multiobjectivity and in spite of sto-
chasticity. Rather than a mechanism to enhance realism and policy rele-
vance, explicit consideration of uncertainty all too often tends to alienate
decision makers. Decision makers routinely process forecasts without es-
timates of errors associated with them (Goldstein 1995). Probabilistic con-
cepts are generally not readily understood, even by reasonably technically
literate people.

In workshops held to evaluate an IAM for assessing the effect of cli-
mate change upon Great Lakes management (Chao et al. 1999), U.S. and
Canadian water resource managers tested both scenario-based methods
and more sophisticated approaches based on decision trees, which are ex-
plicit representations of the probabilities of multiple possible outcomes of
a decision, and Bayesian analysis, which incorporates prior personal expe-
rience in assigning probabilities to possible outcomes. The managers pre-
ferred deterministic scenarios. Despite recognizing the need to consider
uncertainty explicitly, they were distinctly uncomfortable with using sub-
jective probabilities. This points to the critical need to enhance the com-
municability of probabilistic approaches in integrated assessment—that
is, to cast stochastic problems in terms accessible to users. The involvement



of users throughout the entire process of building models is likely to aid in
communication between developers and users of an assessment (Bon-
nicksen 1996).

Another limitation involves the basic paradigms that attempt to de-
scribe and prescribe how people process information and make decisions
under uncertainty. One approach is to presume risk neutrality and use ex-
pected values of the stochastic outcomes (i.e., the averages) of the model,
although policymakers are manifestly risk averse, a technical term that de-
scribes individuals very concerned about avoiding the worst possible out-
comes. Expected utility maximization is a reasonable and popular alterna-
tive that can capture an individual’s attitudes toward risk, but it, like any
other model that exists today, is limited in its explanatory power. Further-
more, people’s attitudes toward risk differ and are labile (i.e., they are not
set in stone), and their expression can depend on many variables, such as
the context and phrasing of the question (Fischoff et al. 1979).

Regret theory is an alternative approach to the theory of choice under
uncertainty that has several attractive attributes (see Loomes and Sugden
1982, 1987; Keasey 1984; Sugden 1986, 1993; Loomes et al. 1992). It origi-
nated through the recognition that commonly observed patterns of choice
violated conventional (von Neumann and Morgenstern 1947; Savage
1954) expected utility axioms (see Kahneman and Tversky 1979; Machina
1982). Perhaps its most compelling attribute is its recognition of certain
aspects of human behavior, described by Loomes and Sugden (1982, 820)
as follows:“Regret theory rests on two fundamental assumptions: first, that
many people experience the sensations we call regret and rejoicing; and
second, that in making decisions under uncertainty, they try to anticipate
and take account of those sensations.”Regret theory has been implemented
in several large-scale modeling contexts, for example, “no regrets” strate-
gies for reducing greenhouse gas emissions (Mills et al. 1991) and strategy
development for the control of acid rain (Ellis 1988).

Another approach is to avoid the need to specify a particular utility
function (and thus attitude toward risk) altogether. This can be done by
using the concept of stochastic dominance to eliminate alternatives that
would not be found attractive under any utility function within a given
general class (e.g., risk-averse utility functions). In application, the method
has been an effective screening tool for eliminating many, if not most, of
the alternatives considered without requiring a utility function to be spec-
ified (Levy 1992; Mosler 1984; Mosler and Holz 1994). A related technique
is to use partial information on risk preferences to limit the range of pos-
sible utility functions (in the spirit of Sarin 1977). Then the technique de-
termines which alternatives would be found inferior (i.e., worse than some
other alternative in every respect) for all utility functions within that
range.
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For large systems, traditional uncertainty analysis can be successful in
the important task of sensitizing users to the extent of uncertainty (e.g.,
Reilly et al. 1987; Morgan et al. 1990; Hope et al. 1993; Dowlatabadi and
Morgan 1993b). Psychologists have shown that people, even long-term ex-
perts in the field, can grossly underestimate the range of uncertainty in es-
timates (Tversky and Kahneman 1974; Dowlatabadi 1995; Shlyakhter et al.
1995). This can have disastrous consequences if a “brittle”policy is adopted
that performs poorly under circumstances other than the narrow ones as-
sumed in its development. But error propagation can nonetheless fall prey
to the generation of such broad ranges of ostensibly statistically feasible
outcomes so as to potentially lose policy relevance. In the context of inte-
grated assessments of climate change, Klemes (1994) calls these results “in-
formation pollution.”This spread can be reduced by Monte Carlo Bayesian
analysis, in which the initial results of error propagation studies are com-
bined with empirical observations of outputs, yielding posterior distribu-
tions of model parameters and model outputs that may be significantly
more precise than the original distributions. This approach has been used,
for example, to refine models of rise in sea level (Patwardhan and Small
1992) and to update beliefs about the effects of climate change in an analy-
sis of alternatives for managing the levels of Lake Erie (Hobbs et al. 1997).
Yet the resulting distributions can still be very wide, perhaps too much to
distinguish meaningfully among policy alternatives.

Regret-based approaches avoid (at a cost) many of the shortcomings
of conventional error propagation approaches (e.g., explosive growth in
model uncertainty), but regret-based methods are no panacea for the
problems of error propagation. All else being equal, they are conservative
and sometimes excessively (perhaps unaffordably) so. Yet a potentially sig-
nificant advantage of regret-based methods is that they, by design, focus
on possible effects of uncertainty in a more easily communicable and, per-
haps, policy-relevant manner. Such methods, for example, often address
uncertainty from a minmax (Savage 1954) perspective (developing policy
scenarios that minimize the worst effects that could occur—economic, en-
vironmental, etc.—given predetermined joint probability laws for the ran-
dom components in the system). In that sense, regret-based methods use
the same information as traditional error propagation but intentionally re-
frain from propagating the entire range of probabilistic outcomes. Practi-
tioners may still prefer, however, to view the entire probability distribution
of possible events (Parson and Fisher-Vanden 1997). In that case, stochas-
tic dominance can be useful for analyzing the results of error propagation.
Even though the distribution of outcomes for different policies may over-
lap considerably, stochastic dominance will generally show that some poli-
cies will always be preferable, given very weak conditions that constrain
risk preferences.



Static versus Dynamic Approaches
Most of the history of integrated assessment involves static analyses (i.e.,
not changing over time), not because these applications are inherently sta-
tic, but for the critically important reason that static problems are typically
computationally tractable—at least much more so than their dynamic
counterparts. Here is an issue where tractability plays a dominant role, for
the transition from static to dynamic models and analyses represents a
quantum jump in complexity, analytical effort, model solution, and, often,
requirements for input data. The gradations of dynamic analysis vary
greatly from simpler repeated static analysis to explicit modeling efforts in-
volving, say, closed loop feedback optimal control, which places a system
in a desired state in some optimal fashion (e.g., as quickly as possible) us-
ing feedback to make adjustments over time. In addition to issues involv-
ing optimal control, dynamics play a critically important role when one
attempts realistically to model the financial aspects of pollution manage-
ment and the effects of those aspects on optimal control strategies that may
change with time. In problems of complex ecosystem change, a framework
of sequential decision making permits the recognition that new knowledge
will be gained over time (Funtowicz and Ravetz 1991, 157–60).

Visualization and System-User Dynamics
Visualization in the sense intended here involves much more than simply
developing enhanced graphical user interfaces. But even that task is far
from simple and, as Loucks (1995) notes, it is crucial to the success of de-
cision support systems. The advances that need to be made touch upon the
fundamental means through which people assimilate, interpret, and inter-
act with complex, highly dimensioned information. And in many respects,
advances in visualization will require that researchers in the integrated
assessment community with expertise in more traditional quantitative
methods must also draw from nontraditional systems disciplines, notably
cognitive science. There exists a growing body of exciting work in cogni-
tive science and its relationship with visualization, and a synthesis of that
work with multiobjective and risk analysis methodology may yield im-
proved models and methods for integrated assessment.

The use of abstract visual metaphors to show data did not begin until
the late eighteenth century, with the work of Crome and Playfair. Playfair
developed the bar chart in his “Commercial and Political Axis” (1786) and
the pie chart and circle graph in “The Statistical Breviary” (1801). Subse-
quent developments involved such famous names as Bessel (the graphic
table) and Fourier, who introduced the cumulative distribution curve
(Feinberg 1979). Modern-day visualizations allow the viewer to analyze
and compare multivariate data, to recognize both local and global proper-
ties of data, and to study the reality of time. Structure in data that would
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otherwise be beyond our processing abilities can be revealed with today’s
high-resolution interactive graphic capabilities. Defanti et al. (1989, 13)
contend that “the information . . . undergoes a qualitative change because
it brings the eye-brain system, with its great pattern-recognition capabili-
ties, into play in a way that is impossible with purely numeric data.” Tufte
(1983, 9) notes that “graphics are instruments for reasoning about quan-
titative information.”

As a case in point, visualization techniques were applied to the EPA’s
Regional Oxidant Model, which is an air quality model designed to exam-
ine the transport and deposition of airborne pollutants. The Regional Ox-
idant Model simulates most of the significant chemical and physical pro-
cesses responsible for the production of ozone over a 100-km domain for
episodes lasting 15 days. Separate visualizations were used to examine each
chemical species in each of the three atmospheric layers associated with
every run of the model. The researchers also created images of the model
input vectors. An animated visualization of wind over the domain resulted
in the improvement of this parameter’s specifications (Rhyne et al. 1993).

In operations research, visualization allows managers to experiment
with alternative scenarios generated by decision models by interactively
varying visual representations of the model parameters. The goals of this
approach are to help managers gain confidence in the use of the models
and to equip those managers to use their own experience and judgment of
the original problem domain to help analysts improve those models. The
majority of the early visual interactive modeling applications used simu-
lation as the modeling mechanism (Hurrion 1986), but applications are
emerging in such areas as network modeling (Anghern and Luthi 1990)
and dynamic programming (Lemberski and Chi 1984). Some important
applications for these methods, such as water resources planning (John-
son and Loucks 1980; Loucks 1995), have emerged. Related developments
involve the integration of process models and sophisticated visualization
techniques into geographic information systems (see Chapter 3 and Mi-
tasova and Mitas 1998; Taylor 1997).

A promising area of research is the use of these evolving methods of
visualization to represent multiobjective tradeoffs and risks. An important
rationale for improved visualization methods is that many errors in deci-
sion making under multiple objectives can be attributed to difficulties in
processing multidimensional data. Experimental investigations have un-
covered systematic errors of several sorts. First, decision makers generally
pay attention to a single attribute and are less willing to make tradeoffs on
other objectives than they should be (Gardiner and Edwards 1975). They
may not even consider alternatives below some threshold that they set on
that objective (Tversky 1972). Second, decision makers tend to localize
their searches to those regions in criteria space in which their initial pref-



erences lie. This behavior is referred to as anchoring (Tversky and Kahne-
man 1974). Therefore, an effective visual model should ideally include all
of the alternatives, or at least a representative set, and all of the objectives.
Carswell and Wickens (1987) and Goettl et al. (1991) argue that the inte-
gration of variables in displays helps the viewer to make any judgments
that depend on all of these variables. Additionally, the model might use
color or some other visual property to highlight those alternatives or attri-
butes that the decision maker seems to be overlooking. Bennett et al.
(1993) discuss different ways in which images can be highlighted in inte-
grated displays. Of course, all of these features need to be integrated in the
visual model without violating some important principles in graphic de-
sign—not the least of which is to avoid clutter (Tufte 1983, 1990, 1997). In
the development of applications for public health, studies of the inter-
pretability of epidemiological maps will also be useful (see Chapter 3).

Integrated Assessment as a Participatory Process

In the development of policies to address complex problems, technical ex-
pertise may serve as a barrier to participation by interested constituencies
(deLeon 1997). An approach to integrated assessment as a participatory
process attempts to counter this tendency by using a suite of participatory
methods often referred to as interactive, deliberative, or communicative
methods (Rotmans 1998). Participatory methods have long been used in
other contexts. For example, potential consumers gather in focus groups
to discuss the appeal of new products, professionals meet in consensus
conferences to assess scientific and technological research, and organiza-
tions in the corporate and military sectors conduct games for strategic
planning. In integrated assessment, participatory methods aim for the ac-
tive involvement of nonscientists, who are usually government officials,
stakeholders, or members of the general public. The hope is that the use of
participatory methods will ensure the relevance of the integrated assess-
ment process and provide public support necessary in democratic soci-
eties.

Some participatory methods seek to elicit information from nonsci-
entists (Rotmans 1998). In the dialogue method, scientists who are design-
ing an integrated assessment query the intended users of the assessment.
Policy exercises set up participants in a negotiation process structured
around a simplified representation of a complex system. As participants
play roles during a policy exercise, they provide information about human
behavior and preferences for particular policies. The participants are not
necessarily the users of the assessment. Both dialogues and policy exercises
are often conducted in conjunction with the development of a formal
computer-based IAM.

The participatory methods of mutual learning bring together scientists
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and nonscientists as coproducers of knowledge (Rotmans 1998). In an ap-
proach using focus groups, scientists may act as facilitators by providing
scientific information to various groups of stakeholders. In a more inter-
active approach, scientists and stakeholders work together to define prob-
lems and propose solutions. Methods of mutual learning, as with other
participatory methods, are often, but not necessarily, linked to IAMs.

“Mutual construction” of science and policy as scientists and policy-
makers work closely together also imposes limitations on integrated as-
sessment that may not be obvious to the participants (Shackley and Wynne
1995; Rayner and Malone 1998). Consensus on decisions is sometimes
achieved for pragmatic reasons,“though such decisions are frequently pre-
sented subsequently as having been purely scientific in character” (Jäger
1998, 144). “Mutual construction” may generate “regulatory science,” in
which an assessment is driven by pressure to find answers quickly in re-
sponse to a specific problem arising in a political or legal context ( Jäger
1998, 144). The procedures for evaluation and assessment in regulatory
science incorporate advice and publications from scientific experts but
stand in contrast to “new research” of a more basic nature.

The distinction between basic science and regulatory science has im-
portant implications for the process of integrated assessment. The pres-
sures of time may demand the utilization of existing models and data. It
simply may not be possible to consider and select from an entire array of
approaches (see “A Taxonomy of Approaches to Integrated Assessment
Modeling,” above). These conditions increase the dangers of assumption
drag, the retention of outmoded assumptions (Ascher 1979, 203). Pulling
in models and data across disciplines also increases the likelihood of as-
sumption drag because it is difficult to maintain currency in many areas.

Integrated assessment, of necessity an interdisciplinary endeavor, of-
ten lacks credibility in the basic component disciplines (Rotmans and
Dowlatabadi 1998, 301). The problems are especially acute in the charac-
terization of social and economic phenomena in IAMs that attempt to ad-
dress fundamental questions about changes in behavior in response to en-
vironmental changes, processes of technological innovation and diffusion,
and transitions in demographic and epidemiological characteristics, in-
cluding urbanization and migration (Rotmans 1998, 167). However, not
all processes at all scales are relevant to the outcomes in IAMs; the estab-
lishment of IAM credibility should focus on whether component processes
can be safely ignored or simply parameterized rather than whether the cat-
alogue of processes embedded in the model is apparently comprehensive
(Schneider 1997, 234).

The translation of information between the domains of science and
policy requires multiple ongoing dialogues rather than a single consensus.
The process itself may involve multiple models, since “intelligent decision-



making requires the appropriate use of many different models designed for
specific purposes—not reliance on a single, comprehensive model of the
world” (Sterman 1991). In the case of global climate change, Root and
Schneider (1995) propose a “strategic cyclical scaling” of communication
between physical scientists studying global processes and biological scien-
tists studying impacts at a local or regional scale. Henderson-Sellers (1996)
envisions an analogous “cyclic social co-operative” between basic climate
research and the needs of policymakers. Any system or systems for co-
ordinating this information must handle great complexity. Henderson-
Sellers (1996) decries the “scenario bazaar” of inadequately explained
models of global climate change but also recognizes that “universally
agreed scenarios” might close off useful diversity of perspectives.

Another challenge to the “mutual construction” of science and policy
is the incorporation of more and more diverse sets of actors into the deci-
sion-making process. Traditional frameworks either implicitly or explicitly
assume a single decision maker who weighs the costs and benefits of vari-
ous decisions in the “rational actor paradigm” (Jaeger et al. 1998). Indeed,
the common expression of “embedding models in policymakers’ heads”
creates a naive image of the political process in which one person in au-
thority makes each policy decision (Parson and Fisher-Vanden 1997). One
IAM addresses this problem by incorporating a classification of three dif-
ferent perspectives: (1) risk-accepting “hierarchists” who believe in ratio-
nal allocation of resources, (2) risk-averse “egalitarians” who believe in
strategies to reduce needs, and (3) risk-seeking “individualists”who believe
in expanding the resource base (Rotmans and Dowlatabadi 1998, 361).
Multiple parallel projects on integrated assessment modify the process
itself to bring in more perspectives (Parson and Fisher-Vanden 1997;
Schneider 1997). More people involved in more complex decisions only
add complications to an already difficult problem of communication.
Structuring activities to involve participants in the development of mod-
els can aid in developing communication and consensus (Bonnicksen
1996).

In attempting to understand how to conduct a successful integrated
assessment, it is useful to consider problems according to the level of un-
certainty about the system to be managed and the magnitude of the stakes
(i.e., consequences) in the decision (Funtowicz and Ravetz 1991, 145;
Jaeger et al. 1998, 195). Applied science refers to situations with relatively
little uncertainty and low stakes in the outcome. In these situations, scien-
tific experts generally agree on appropriate methods and can utilize large
and reliable databases. When system uncertainty and the magnitude of the
consequences are considerable, the situation of applied science becomes
one of professional consultancy, for which quantitative analysis of environ-
mental risks must be supplemented explicitly by experienced qualitative
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judgments. When system uncertainty and the magnitude of the conse-
quences are high, the situation of professional consultancy becomes one of
postnormal science, which is permeated by qualitative judgments. Dialogue
and advocacy become more central to the process of inquiry. Extended
peer communities are needed because “the essential function of quality as-
surance can no longer be performed by a restricted corps of insiders”(Fun-
towicz and Ravetz 1991, 149). Integrated assessment for global issues is
most closely related to the concept of postnormal science.

The solutions to complex problems require an institutional structure
for an open and participatory process (Pielke et al. 1999). Identifying stake-
holders in the solution and ensuring their participation are essential for
success. The process should include clear expression of the limitations and
uncertainties of models that are used and explicit consideration of adap-
tive strategies that are not highly dependent on specific predictions (see
“Evaluation of the Effectiveness of Integrated Assessment,” below). Al-
though participants in the process are unlikely to comprehend every as-
pect of a model, they should be able to ask questions directly pertinent to
the interpretation of results (Table 5.2). It is also important to understand
the political and ethical context surrounding an integrated assessment
(Pielke et al. 1999). Those who provide analyses have professional and or-
ganizational linkages that influence their perspectives and possibly raise
conflicts of interest (Pielke et al. 1999; Ascher 1979, 12–13; Levins 1998).
Responsible formal analysis is transparent, which may defeat many inter-
ests. Attempts to shield the process from scrutiny will ultimately prove
counterproductive.

Evaluation of the Effectiveness
of Integrated Assessment

Ideally, standard criteria for evaluating the effectiveness of integrated as-
sessment should permit a clear understanding of the strengths and weak-
nesses of various approaches. That is, how does one assess an assessment?
The answer to this question is not straightforward. The interplay of sci-
ence, technology, and the decision process requires a multifaceted discus-
sion.

Studies of successful interactions between science and policy do not
always fit prevalent beliefs about integrated assessments. A notable exam-
ple is an assessment of stratospheric ozone depletion (see Chapters 6 and
7) that was highly influential in shaping environmental policy in 1985 and
yet was mostly technical atmospheric science without estimates of impacts
(Jäger 1998, 151). Nevertheless, the report successfully conveyed a strong
message that human activities were threatening the earth’s protective layer
of stratospheric ozone. It is possible that the political effect of scientific
consensus would have been harmed by divisive controversy about the pro-



jections of impacts that depend on assumptions about the future emis-
sions of ozone-depleting gases ( Jäger 1998, 151). Scholars do not agree
about the relative importance of various factors that contributed to the
successful development of policy for stratospheric ozone (Pielke 1997,
261).

Another complication is that the salient effects of environmental haz-
ards may not be the same in all populations. For example, Britain and Ger-
many had different experiences in the development of policies to remove
lead from gasoline (Haigh 1998). In Britain, public sentiment expressed in
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the Campaign against Lead in Petrol focused on the adverse effects on hu-
man health of exposure to lead. In Germany, concern about the destruc-
tive effect of nitrogen oxides on forests resulted in support for catalytic
converters in automobiles. Since catalytic converters do not function prop-
erly with leaded gasoline, the concern about forests in Germany translated
into strong support for removing lead from gasoline.

One aspect of a general evaluation of integrated assessment is the in-
fluence of technical information that has been provided to people making
decisions. Three dimensions of this influence are the attention received,
the explicitness of use, and the decisiveness of the influence on the choice
of decision outcomes (Ascher 1979, 17). As noted above, assessment of the
problem of stratospheric ozone depletion in 1985 certainly gained atten-
tion, although which factors played decisive roles on the choice of decision
outcomes are not entirely clear (Pielke 1997, 261). Examples under “The
History of Integrated Assessment Models” (above) describe the explicit-
ness of use of technical tools in terms of the satisfaction of users or the fa-
cilitation of group consensus. Bonnicksen (1996) points out how difficult
it is to ascribe success to a particular approach because real-world assess-
ment problems cannot be replicated in a laboratory setting; nevertheless,
he uses the achievement of group consensus on a particular environmen-
tal problem as a measure of success. The section on the history of IAMs
also presents an example of direct influence on decision outcomes of the
Canadian government, which adopted model-derived recommendations
on reduction of SO2 emissions at large point sources in Canada to achieve
prescribed levels of environmental quality (Ellis et al. 1985).

The measures of influence above do not address the accuracy of the
technical information provided in an assessment. Indeed, accuracy of in-
formation is not a prerequisite for influence. The “Limits to Growth”
model illustrates this point (Ascher 1979, 34–36). When the model was
published in 1972, it received a great deal of publicity and respectability for
a position that no growth was optimal for maintaining the world’s stan-
dard of living. The argument was by no means original, but the use of com-
puter simulation modeling was relatively novel and apparently objective.
Moreover, the sponsorship of the study by the Club of Rome, a business
group, gave the impression to the public that the bias of the study would
have been in favor of the opposite conclusion. In reality, many members of
the Club of Rome were predisposed to the position of no growth. The sci-
entific community severely criticized the model’s assumptions and meth-
ods, demonstrating that “the capacity to attract attention and the ability to
persuade are quite different” (Ascher 1979, 36).

Many integrated assessments provide technical information in the
form of an explicit description of what will happen in the future—they
make predictions. Models of the integrative earth sciences (i.e., sciences of



the solid earth, oceans, and atmosphere) demonstrate the general prob-
lems faced by researchers attempting to validate the predictions generated
by complex system models used for integrated assessment; such predic-
tions are not in the form of invariant physical laws but rather are highly
dependent on time and place (Sarewitz and Pielke 1999). Observations of
characteristics of populations and ecosystems are inherently statistical and
so have intrinsic uncertainty—it is not meaningful to state an exact count
for the entire population of a country or the world (Cohen 1995, 18–21).
Many data on complex global phenomena are subject to serious system-
atic errors that make it difficult to draw reliable conclusions (Funtowicz
and Ravetz 1991, 140–41).

For those with a critical understanding of statistical variation and bias
(see Chapter 2 under “Potential Sources of Error in Epidemiological Stud-
ies”), the ability of a model to reproduce behavior observed in the past and
present provides some criteria for testing validity. The approach of rea-
soning by analogy avoids formal systems models and instead makes mod-
els from direct analogies with historical events, such as changes in climate
and the collapse of ancient civilizations (Meyer et al. 1998). However, real-
world systems are dynamic and subject to change in unexpected ways. For
example, forecasting of food prices based on detailed information on crop
yields can be stymied by unpredictable political events, such as an oil em-
bargo that raises energy prices (Schneider 1997). These shocks to the sys-
tem are called “surprises” in the literature on integrated assessment
(Schneider and Turner 1997). Consistency of a model with data from the
past or present provides no guarantee that the model will work in the fu-
ture. One can never be certain about what lessons to draw from historical
analogies.

Techniques from the “harder” physical sciences invariably must be in-
tegrated with the social sciences. As an example, variation in social vul-
nerability seems to be more important than variation in physical environ-
mental factors in accounting for the societal consequences of extreme
weather and climate events (Kunkel et al. 1999). To make matters even
more difficult, “predictions themselves are events that cause impacts on
society” (Pielke et al. 1999, 313). Even if a prediction works fairly well in
describing certain natural phenomena during a period of basic scientific
research, individual and societal responses when the prediction is an-
nounced to the public can and do alter the associated effects. In fact, chang-
ing behavior to reduce adverse societal consequences is typically the pur-
pose of making such announcements. Behavioral responses to predictions
may also generate unintended societal losses, as shown in the example of
Yakima in the introduction to this chapter.

The very notion of using models for the evaluation of alternative poli-
cies or actions means that forecasts are conditional.“Such forecasts are not
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appraisable in terms of accuracy” (Ascher 1989, 470), because real-world
policies are never identical to idealized policies in models. Evaluation
should focus on a clear exposition of the method and theory at the core of
the model. It is difficult to determine where errors lie in complex models
(Ascher 1981, 253).“The problem is that the methodology is often unclear,
particularly when formal modeling is involved” (Ascher 1989, 473). The
core of the model should also be open to question and debate. “Yet
methodological hard cores often seem especially difficult to change, partly
because they are so intimately associated with specific professional train-
ing” (Ascher 1989, 473).

Difficulties in determining the accuracy of a model lead to disagree-
ments that prevent the adoption of policies to address important prob-
lems. “Even agreement across models is no indication of validity; they
could all be wrong” (Ascher 1981, 253). However, “accurate prediction of
phenomena may not be necessary to respond effectively to political or so-
cioeconomic problems created by the phenomena”(Pielke et al. 1999, 313).
Building scenarios about the future may provide insight into the implica-
tions of different policies (Sarewitz and Pielke 1999, 130). It may be very
useful to identify potential surprises, even if they are not likely; these ef-
forts should be “clearly labeled as ‘dangerous possibilities’ rather than as
likelihoods” (Ascher 1979, 212). Some investigators wish to avoid the pit-
falls of quantitative predictions by using the terminology of “projection”
instead. It is not always clear in practice how strongly investigators distin-
guish between projections and forecasts; certainly, the distinction between
projection and forecast is not recognized in standard English usage (Hen-
derson-Sellers 1996). Building scenarios without claiming predictive ca-
pability does not entirely eliminate the problem of accuracy. An essential
dilemma is that, although qualitative insights are more robust than quan-
titative forecasts, quantitative outputs are used to develop confidence in a
model (Kandlikar and Risbey 1996 ).

With uncertainties in any system, monitoring and adaptive ap-
proaches to management should be considered in an integrated assess-
ment. For example, although prediction of the exact time and location of
an earthquake is not technically feasible, advances in earthquake pre-
paredness have reduced the vulnerability of populations to earthquake
damage (Pielke et al. 1999). More generally, diversification of economic
and technological infrastructures, strengthening of responses to disasters,
and management that emphasizes flexibility and lifelong learning can cre-
ate adaptive societies that should be able to reduce social vulnerability.

Perhaps the most important message about the evaluation of inte-
grated assessment comes from a retrospective analysis of a major U.S. as-
sessment of the acid rain problem, which has been praised for the quality
of its science and criticized for its poor linkage with policy (Herrick and



Jamieson 1995). A proposed solution to address the anticipated needs of
policymakers is not adequate because of implausible assumptions “that
policy makers will define the problem in the same terms; that their ‘needs’
are transparent and remain constant as time, circumstances, and political
fortune change; and that they agree on the implicit assumptions, structural
biases, and other technical elements of the assessment framework” (Her-
rick and Jamieson 1995, 110). Instead, the process of integrated assessment
must grapple with questions of values up front. The role of the scientific
community should be to enable the establishment of a community of un-
derstanding. For effective decisions to be made,“there must be widespread
agreement on what questions are being asked, why they are important,
what counts as answers to them and what the social use of these answers
might be” (Herrick and Jamieson 1995, 111–12).

The Integrated Assessment of Ecosystem Change 
and Public Health

The Building of a Framework
Public health is affected by changes in the global ecosystem, broadly de-
fined to include natural resources, population growth, and patterns of eco-
nomic development; all of these components interact with each other as
well (Fig. 5.1). The case studies in Chapters 11, 12, 13, and 14, along with
numerous examples in other chapters, demonstrate the diversity and com-
plexity of the effects of global change on public health. The development
of a framework for understanding these effects must therefore extend be-
yond the traditional approach of characterizing risk in terms of exposure
to a specific health hazard (see Chapter 4).

Since global change results from the interaction of natural and an-
thropogenic dynamics in the global ecosystem, an integrated assessment
must synthesize information from many disciplines (Chapter 1). An analy-
sis of natural dynamics should address air and climate as well as water,
land, and energy; an analysis of anthropogenic dynamics should address
migration, urbanization, industrialization, and agricultural development
(see Fig. 1.1). The linkage between information about global change and
information about public health may take many forms. Empirical epi-
demiological studies, including analyses that take advantage of geographic
information systems, provide evidence about relationships and can sup-
port assumptions used as a basis for modeling (see Chapters 2 and 3).
Models of global change can be linked with more traditional models for
epidemiology and disease control. For example, a key parameter for trans-
mission of disease might be dependent on specific environmental and so-
cial parameters, such as temperature or quality of housing. In the area of
infectious diseases, typical applications of models include the immuniza-
tion of children and the control of mosquitoes that transmit malaria (see
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Chapter 10 and Aron 2000; Anderson and May 1991). Other models have
been developed for the assessment of risk from exposures to chemicals and
radiation (see Chapter 4).

A very general framework must be expanded to address particular is-
sues. For example, an integrated assessment framework proposed for cli-
mate change and infectious diseases focuses on diseases carried by vectors,
which are animals that can transmit disease to humans (see Chapter 10;
Chan et al. 1999). Of the major vector-borne diseases considered, most are
transmitted by bites from flying insects, such as the mosquitoes that trans-
mit malaria; in the case of schistosomiasis, the vectors are snails that shed
infective stages into freshwater habitats. The assessment framework adds
more structure to the description of natural resources by using compo-
nents for nutrient cycle changes, community relocation, and biodiversity
loss, which are all related to assemblages of biological species and the nu-
trients in their environment. The anthropogenic dynamics include con-
trol/adaptation, nutrition, sanitation, population/economy, and migra-
tion/travel. The components of the biology of transmission are vector
physiology and behavior, vector migration, vector breeding, pathogen re-
production, pathogen transmissibility, and pathogen virulence.All of these
elements in the framework are linked to describe the epidemiological ef-
fect of climate change, which in this assessment includes both natural cli-
matic variability and anthropogenically induced global climate change.
Such a framework can be useful for integrating information from a vari-
ety of disciplines and identifying important gaps in research.

Major uncertainties are inevitable (see “Evaluation of the Effectiveness
of Integrated Assessment,” above). It is difficult even to obtain consensus

Figure 5.1 Integrated assessment of ecosystem change and public health.



on the nature of the uncertainties involved in an integrated assessment.
The experience with handling the issue of evidential adequacy in an as-
sessment of acid rain led to the realization that “what is regarded as un-
known or uncertain depends profoundly on what one needs to know”
(Herrick and Jamieson 1995, 110). Environmental hazards to human health
occur at a wide range of scales—global, regional, community, household,
and individual (see Table 2.2). Multiple disciplines and subdisciplines bring
different perspectives on spatial and temporal scales, statistical testing, and
approaches to integrated assessment modeling. Different disciplines also
bring very different attitudes toward environmental hazards, as demon-
strated in a study of beliefs about the effect of climatic warming on the
global economy (Schneider 1997, 242). Classical economists in the study
did not believe that warming even as high as six degrees Celsius by the year
2100 would have a catastrophic economic impact despite the fact that such
a change would be equivalent to the transition from an ice age to an inter-
glacial epoch. Natural scientists in the study were more concerned about
catastrophic consequences and provided estimates of damage that were
larger than those of the economists by an order of magnitude. Such varia-
tion reflects profound differences in beliefs about the ability of human in-
genuity to compensate for the loss of functions in the natural world. Views
about the interdependence between human society and the natural envi-
ronment are central to debates about global change (see Chapter 6).

Consequently, one of the thorniest issues to be addressed is the effect
of technological and behavioral adaptation to change. In reviewing debates
about the impact of global climate change on agriculture, Schneider (1997)
contrasts extreme assumptions about “the dumb farmer” and “the genius
farmer.”According to the “dumb” assumption, farmers do not change their
practices and simply have to accept losses caused by changes in climate; ac-
cording to the “genius” assumption, farmers can readily adapt to changes
in pests, crops, weather, technology, policy, and climate. The debate about
adaptation in public health is similar. One common scenario is the spread
of an infectious disease into new areas because of changes in climate that
provide more favorable conditions for transmission. On the one hand, es-
timates of the impact of global climatic change focus on its sole influence
on the conditions of transmission (e.g., Lindsay and Birley 1996). On the
other hand, public health officials point to the capacity to reduce or even
eliminate the impact were an infectious agent to be introduced under those
altered conditions. Differences in assumptions about adaptation lead to
tremendous variation in the expected losses due to global change. One
trend in IAMs has been the incorporation of assumptions about adapta-
tion and technological change that lie between the “dumb” and “genius”
extremes (Schneider 1997).

There are no simple answers to complex problems affecting ecosystem
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change and public health. However, other experiences in integrated as-
sessment demonstrate that the establishment of an open and participatory
process is essential (Pielke et al. 1999; Herrick and Jamieson 1995; Shrader-
Frechette 1991). In developing an integrated assessment, scientists should
not be isolated from its policy context when determining the right ques-
tions to ask and the criteria for evidence.

Multiple Benefits and Costs
Decisions in the joint management of health issues and ecosystems involve
complex tradeoffs (Wolman 1995; Graham and Wiener 1995). Multiple
benefits and costs generate multiple objectives to be considered in deci-
sions (see “Single versus Multiple Objectives,” above). The benefit of re-
ducing exposure to mosquitoes that can transmit infectious agents must
be weighed against the damage to natural resources and human health
caused by the application of insecticides or the drainage of wetlands to
control populations of mosquitoes. The benefits of the reduction of acid
rain might seem at first to be less complicated, since acid rain is harmful
to humans, forests, freshwater fish, and even structures made of limestone
and marble (see Chapters 7 and 13). However, the fact that the impact of
acid rain is felt far away from its source complicates the geographic struc-
ture of who pays for and who benefits from the cleanup. Acid rain is only
one of many pollutants that cross national boundaries and require inter-
national environmental negotiations (see Chapters 6 and 13; Commission
for Environmental Cooperation 1997).

A single environmental change may have both positive and negative
aspects. For example, a drought in West Africa that contributed to reduc-
tions in the transmission of malaria fostered the spread of tick-borne re-
lapsing fever (Trape et al. 1996). Heavy rainfall in Brazil is hazardous in ur-
ban areas, where it causes mudslides and outbreaks of leptospirosis, an
infectious disease transmitted by rats; yet the regular flooding of the Ama-
zon River is important for maintaining its ecological health and sustaining
human populations that depend on it (see Chapter 14). More generally, cli-
mate plays a dual role as a hazard and as a beneficial natural resource
(Meyer et al. 1998).

The Placement of Value on Benefits and Costs
One approach to making decisions compares costs and benefits. Analyti-
cally, it is useful to consider economic costs and benefits that literally re-
duce the elements of the decision to a common currency. This approach is
difficult to apply to global ecosystem change and public health because
many of the benefits provided by ecosystems and human life are not in a
market system of goods and services. Although the possibility of cata-
strophic damage in the future has led many to advocate the use of a pre-



cautionary principle to commit resources to prevent such damage, the di-
rect application of this principle to making decisions is not altogether clear
(Funtowicz and Ravetz 1991, 154; Foster et al. 2000). However, experience
in public health and environmental management has generated insights
about methodology for valuation in the context of making decisions.

The economic impact of disease is usually expressed as a cost of illness
(World Bank 1997, 8; Haddix et al. 1996). The cost of illness includes the
direct cost of medical treatment and the indirect costs of lost earnings, lost
time, or lost work. In practice, it is difficult to measure these indirect costs
for people outside of the work force. Estimating the cost of disease is es-
pecially controversial when applied to mortality in an attempt to place a
value on human life (World Bank 1998, 6). Other limitations of such esti-
mates are the omission of pain and suffering and the omission of broader,
more diffuse effects on the economy and society. An alternative approach
is a method of contingent valuation called willingness-to-pay, which asks
people what they would pay to avoid disease or reduce the risk of disease
(World Bank 1997, 8; Haddix et al. 1996).

A study of the economic impact of an outbreak of foodborne illness
illustrates the basic method of determining the cost of illness. In 1992, an
outbreak of hepatitis A virus associated with a catering facility in Denver,
Colorado, resulted in 43 cases of hepatitis and the potential exposure of
5,000 people to whom the catering facility had served food (Dalton et al.
1996). The total costs were estimated to be $809,706. Standard public
health practice was to provide immune globulin injections to prevent ill-
ness in those who might have been exposed. The cost of controlling the
possible spread of disease, which included the immune globulin injections
and the time of health department personnel, accounted for about 85 per-
cent of the total. The remainder of the cost combined the direct cost of
medical treatment, loss of work, and loss to the catering business from dis-
carding food that was potentially contaminated. When possible contami-
nation of food occurs earlier in the chain of distribution, the potential ef-
fects on human health and business are even greater. For example, the
aquaculture industry has growing concerns about possible microbial con-
tamination of food derived from aquatic animals grown in culture (Green-
lees et al. 1998).

Placing a value on ecosystems raises difficulties similar to those in plac-
ing a value on human life and health. One area of research is estimating the
economic value of goods and services provided by ecosystems (Costanza
et al. 1991). For example, the World Bank considered the economic bene-
fits of establishing a national park in Haiti in terms of reduced damage to
irrigation systems downstream (World Bank 1998, 7). Protection of the
watershed in the park was therefore linked to enhanced agricultural pro-
ductivity due to irrigation and to avoidance of costs of replacing damaged
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infrastructure. The willingness-to-pay method is also used. A study in
Croatia asked what tourists would pay for reforestation of coastal areas
damaged in war (World Bank 1998, 10). Another method of contingent
valuation is willingness-to-accept. In Madagascar, people living near a new
national park were asked what level of compensation they would accept so
that they would agree not to enter the forests in the park; international
tourists were also asked what they would be willing to pay for access to the
park (World Bank 1998, 10).

Comparisons of benefits and costs raise additional problems. Even if
values can be assigned at one point in time, it is necessary to aggregate mea-
sures across time periods to account for processes that unfold over many
years, decades, and centuries. Standard economic analysis of investments
discounts the future; as a benefit occurs further off in time, it has less and
less value. This kind of discounting is not appropriate for considering the
transfer of resources between generations (Norgaard and Howarth 1991).
Aggregate measures of cost and benefit also ignore the distribution of re-
sources within society ( Jaeger et al. 1998, 165). For many complex prob-
lems of ecosystem change and public health, it simply may not be ac-
ceptable to assign economic costs and benefits. Cost-effectiveness is an
alternative strategy that determines the best way of achieving a specified
goal; a cost-effectiveness analysis does not reveal whether the benefits jus-
tify the resources invested (World Bank 1998, 4). As explained under “The
History of Integrated Assessment Models” (above), the decision on how
best to reduce emissions of SO2 in Canada was based on an analysis re-
quiring a specified goal for acid deposition to be met.

The Integrated Management of Ecosystems and Public Health
A better understanding of the dynamic linkages between ecosystems and
public health is leading to new and diverse opportunities for interventions
earlier in processes that could become direct threats to public health. Im-
provements in climate forecasting, such as advance warnings for El Niño
and La Niña climatic anomalies (see Chapter 8), are becoming part of the
public health community’s planning for response to natural disasters and
epidemics (Kovats et al. 1999). For example, groups that coordinate the
control of malaria in southern Africa are paying attention to climate fore-
casts for that region, where rainfall is associated with La Niña (see Chap-
ter 12). Organizations working to manage and conserve natural resources
can join with organizations that provide community-based family plan-
ning services and reproductive health care (Engelman 1997). In Honduras,
food security has emerged as a central theme in discussions of family plan-
ning (Vogel and Engelman 1999, 36). Programs that control the emissions
and formation of toxic hazards, such as acid rain, can be evaluated jointly
on the basis of environmental impacts and health effects (see under “Mul-



tiple Benefits and Costs,”above).Actions in the public health sector require
cross-sectoral communication, since ecosystem changes have broad social,
economic, and ecological consequences (see, e.g., Glantz 1996).

Indicators for integrated assessment of ecosystem change and public
health are necessary to support the management of integrated programs.
The tremendous diversity in processes generates a considerable challenge.
Within public health, for example, infectious and noninfectious diseases
have long been quite separate areas of specialization (see Box 2.3). The
management issues for wilderness areas are different from issues in agri-
culture, although ultimately the preservation of species is linked to the
preservation of agriculture (Vandermeer 1997). A process of integrated as-
sessment can aid communication within the public health community, be-
tween the public health community and other sectors, and more broadly
between scientists and decision makers.

The example of malaria demonstrates how the public health sector
perceives the strengths and weaknesses of indicators. A simplified classifi-
cation of malaria uses indicators for different types of malaria, such as for-
est, urban, and coastal (Aron and Silverman 1994). These indicators may
incorporate information about rainfall, temperature, vegetation, eleva-
tion, landforms, and the distribution of species of anopheline mosquitoes
that transmit malaria (Rubio-Palis and Zimmerman 1997). Indicators can
assist the public health sector in understanding how variation in the trans-
mission of malaria should influence strategies for the control of malaria.
However, the application of indicators generates methodological prob-
lems. Where malaria is most common, cases of malaria may be recorded
based on the presence of fever without confirmation of the diagnosis by
examination of parasites in the blood. In a study in Niger, hardly any of the
malaria cases reported during the dry season had parasites (Buck and
Gratz 1990). Differences between the microclimate experienced by mos-
quitoes and standard observations made by a weather service can make it
difficult to interpret the effects of changes in climate on mosquitoes. In this
context, microclimate refers to the fact that adult biting mosquitoes are ex-
posed to temperature and humidity at the surface of a leaf or on the inte-
rior wall of a human dwelling; in addition, the survival of mosquito larvae
depends on microclimatic conditions in aquatic habitats. Moreover, the re-
lationship between malaria and the environment is not static because the
characteristics of biological populations change over time (see Chapter
10). Over the past decades, parasites have developed resistance to anti-
malarial drugs while mosquitoes have developed resistance to insecticides.
Therefore, strategies for the control of disease must change over time as
well. Currently, the mosquitoes that transmit malaria are unable to breed
in polluted water; conditions for urban malaria epidemics would be en-
hanced considerably if some mosquitoes adapted to polluted water sources
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in growing urban areas (Buck and Gratz 1990). The development of indi-
cators has generated concerns that many operational decisions for the con-
trol of malaria require more detail (Teklehaimanot 1991).

A broad examination of the health of entire ecosystems requires bio-
physical and socioeconomic indicators as well as health-related aspects
(Rapport 1998). Indices of ecosystem health may be grouped into vigor,
organization, and resilience (Costanza et al. 1998). Ecological vigor is re-
lated to function and productivity, such as the net primary productivity of
plant life (see Chapter 8). Ecological organization means structure and
biodiversity, which might be measured as an index of species diversity. Eco-
logical resilience refers to the capacity of an ecosystem to absorb distur-
bances, which might be measured as the inverse of the time required for
the size of a particular biological population to return to its predisturbance
level (i.e., shorter times to recover mean greater resilience).

The application of risk assessment to ecosystems is not new. Ecologi-
cal risk assessments have been conducted with structures that combine
ecosystem dynamics with a more traditional style of risk assessment for
hazards (see Chapter 4 and Cairns 1998). An ecological risk assessment
might consider the consequences of changing land use and industrial dis-
charges on water quality in a river basin or the effect of practices in forestry
on the survival of an endangered species (Hunsaker et al. 1990). The se-
lection of endpoints for assessment for the U.S. EPA used to be done within
the agency, but interested parties now participate in the process (EPA
1999). The experience of ecological risk assessment is an important com-
ponent of integrated assessment, whose aims are a broad examination of
many sectors and explicit consideration of decisions to manage risk. Inte-
grated assessment of global ecosystem change also requires a larger spatial
scale than the local and regional scales where ecological risk assessments
have been applied.

Methods for expressing linkage between ecosystem change and public
health must build upon the experience of the field of environmental health,
which has a long tradition of using indicators as “an expression of the link
between environment and health, targeted at an issue of specific policy or
management concern and presented in a form which facilitates interpreta-
tion for effective decision making” (Corvalán et al. 1996, 25). An environ-
mental health indicator must embody a linkage between environment and
health and, as such, is more than an environmental indicator or a health in-
dicator. For example, an indicator of water pollution and an indicator of life
expectancy demonstrate environmental exposures and health effects with-
out an explicit connection. An environmental health indicator expresses
linkage between environment and health in one of two ways. An exposure-
based indicator projects from information about an environmental hazard
to give an estimated measure of risk to human health, while an effect-based



indicator projects from health outcomes to environmental causes (Cor-
valán et al. 1996, 26). Environmental health indicators should meet the
majority of criteria in Table 5.3, especially the first four criteria.

Expressing the linkage between ecosystem change and public health
involves many problems at many different spatial and temporal scales. The
protection of the tropical rainforest serves as an example. At the local level,
conservation of a tropical rainforest provides resources to the local popu-
lation, such as products that can be harvested for their economic value. The
preservation of natural resources for future generations might generate in-
terest in services for family planning that would limit the size of local pop-
ulations and the pressure on local resources. At a regional level, sustainable
development in rural areas could reduce migration from rural to urban ar-
eas, thereby limiting the pressure on urban infrastructure. The growing
percentage of the world’s population in urban areas increases demand for
urban employment as well as services in health, education, transportation,
electrical power, and water and sanitation (see Chapter 6). At a global level,
the maintenance of tropical forests plays an important role in the carbon
cycle, which is part of the system of global climate (see Chapter 8). The re-
sources from the tropical forest might not only provide local benefit but
also eventually lead to the development of pharmaceuticals. The benefits
of the biodiversity of the forest could then be enjoyed by pharmaceutical
companies and by people undergoing medical treatment (Grifo et al.
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1997), although achieving an equitable distribution of those benefits re-
quires considerable planning and forethought (Mays et al. 1997). Issues in
the management of ecosystems and the conservation of biological diver-
sity have generated a considerable literature (e.g., Wilson and Perlman
2000; Gibson et al. 1998; Pritchard et al. 1998).

There are many potential candidates for indicators. Some indicators
might focus on ecosystem change, such as increasing temperature. Such in-
dicators could include physical measurements of air temperature around
the world and of the thickness of polar ice. Knowledge of biological species
whose ranges are sensitive to climatic factors can supplement physical
measurements. For example, fossil assemblages from the edges of ecosys-
tems show that populations of insects responded rapidly to warming in
North America and Europe during the last deglaciation (Epstein 1997, 72).
Other biological indicators would be appropriate for measuring direct
threats to human health. For example, since rodent populations carry
many agents pathogenic to humans (see Chapter 10), monitoring of ro-
dent populations can contribute to an early warning system for public
health authorities to take action (Epstein 1997, 72–73).

Indicators need to be evaluated in terms of scientific credibility and
utility in the decision-making process for particular programs, following
guidelines developed for more traditional environmental health indicators
(see Table 5.3). The research process involves consideration of many pos-
sible factors in different disciplines (see Chapter 1), the application of epi-
demiological tools to develop and test associations between ecosystem
change and human health (see Chapter 2), the integration of geographic
information systems and remote-sensing information into epidemiologi-
cal studies (see Chapter 3), and the development of integrated assessment
models to support the analysis of decisions to manage complex problems
(see Chapter 4 and the rest of this chapter). For the results of scientific re-
search to lead to sound decisions, the research process must occur within
a larger context of participatory decision making (see under “Integrated
Assessment as a Participatory Process,” above).

Conclusion

Integrated assessment attempts to analyze social, economic, and environ-
mental factors of complex issues in public policy. The focus on decisions
in a policy context is a hallmark of this effort. The process of integrated as-
sessment includes a variety of methods, loosely aggregated as quantitative
and qualitative approaches. However, the scientific study of global change
is a work in progress. The scientific challenge is to understand the linkages
among complex ecosystem phenomena that operate at multiple spatial and
temporal scales and their implications for public health in the future. The
challenge for integrated assessment is establishing a process that uses sci-



entific knowledge and involves a broad array of people in making funda-
mental decisions of public policy. A multifaceted strategy for research
comprises all five chapters in Part I with the aim of developing better con-
nections between empirical studies and the management of complex
ecosystems and public health. Even though much is already known, the
only certain expectation is surprise.

S U G G E S T E D  S T U D Y  P R O J E C T S
Suggested study projects provide a set of options for individual or team
projects that will enhance interactivity and communication among course
participants (see Appendix A). The Resource Center (see Appendix B) and
references in all of the chapters provide starting points for inquiries. The
process of finding and evaluating sources of information should be based
on the principles of information literacy applied to the Internet environ-
ment (see Appendix A).

The objective of this chapter’s study projects is to deepen understand-
ing of the application of integrated assessment to complex environmental
problems.

P R O J E C T  1 : Multiple Objectives in Decision Making
The objective of this study project is to deepen understanding of how de-
cisions related to complex environmental problems involve multiple ob-
jectives.

Task 1. Select an example of an ecosystem issue that has affected pub-
lic policy in some setting.

Task 2. For the problem and setting in task 1, identify the stakeholders.
Task 3. For the problem and setting in task 1, identify multiple objec-

tives that a decision must address and the tradeoffs between objectives.
Task 4. Summarize your results.

P R O J E C T  2 : Participatory Decision Making
The objective of this study project is to deepen understanding of how de-
cisions are made with public participation.

Task 1. Select an example of an ecosystem issue that has affected pub-
lic policy in some setting.

Task 2. For the issue in task 1, describe how the public was involved in
the determination of policy, considering onset, duration, and type of in-
volvement.

Task 3. Was the policy generally accepted, or was there widespread dis-
satisfaction?

Task 4. How might you evaluate the effectiveness of public participa-
tion?

Task 5. Summarize your results.
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P R O J E C T  3 : Integrated Assessment for Ecosystem Change 
and Public Health
The objective of this study project is to deepen understanding of the com-
plex process of integrated assessment of ecosystem change and public
health.

Task 1. Select an example of an issue of ecosystem change and public
health in some setting.

Task 2. For the example selected in task 1, describe the major interac-
tions between public health and ecosystems following the schema in Fig-
ure 5.1.

Task 3. Identify the stakeholders in a decision.
Task 4. Identify multiple objectives and tradeoffs between objectives.
Task 5. Compare two strategies for managing the problem.
Task 6. Summarize your results.
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PA R T

ENVIRONMENTAL II
CHANGES

Part II presents a selection of vital issues on global change, with special em-
phasis on atmospheric changes and the hydrological cycle. Part II begins
with a chapter that explores the relationship between human populations
and the environment (Chapter 6). This chapter has three sections: a broad
overview of historical relationships between demographic, technological,
and economic changes and human health; a survey of contemporary
changes, such as urbanization, migration, population growth, and aging,
that are likely to affect human health in the future; and an analysis of re-
cent attempts to reach international agreement on issues of environmen-
tal degradation on a global scale, especially stratospheric ozone depletion
and global climate change. The next chapter describes four main types of
large-scale atmospheric degradation—stratospheric ozone depletion, acid
rain, urban smog (ozone), and enhanced global warming due to anthro-
pogenic emissions of greenhouse gases (Chapter 7). The perspective of a
chemist elucidates both the sources and consequences of these atmo-
spheric changes. The chapter that follows provides an ecological perspec-
tive on health through an explanation of the interdependence of cycles of
energy, water, and carbon and how they shape the earth on which we live
(Chapter 8). Of particular note is the use of the climatic fluctuations of El
Niño as an example of interactions in the earth’s dynamics with direct im-
plications for public health. A chapter on water resources provides an
overview of the use of water during the twentieth century and the grow-
ing importance of management of this most precious resource in sustain-
able development (Chapter 9). Topics include the quantity and quality of
water as well as the effects of agriculture, forestry, population growth, and
urbanization and their potential interactions with global climate change.
A chapter on ecology and infectious disease lays out cycles of transmission



of infectious agents and how they are affected by specific environmental
changes (Chapter 10). This foundation provides a framework for the study
of emerging infectious diseases that examines the contribution of humans,
animals, and abiotic factors in the spread of disease.

See Part I for approaches to research. See Part III for case studies on
global ecosystem change and public health.
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While other chapters of this book focus directly on human health effects
likely to result from various ecosystem changes, this chapter places such
concerns in a broader perspective, examining health-related consequences
of long-term changes in human social organization and behavior. Changes
in the ways people live, interact, work, behave, organize, and travel all have
important implications for sensitive relationships between human beings
and the environment.

This chapter has three sections. The first focuses on some broader his-
torical relationships between large-scale demographic, technological, and
economic changes and human health. The second section concentrates on
specific contemporary changes in the human environment, such as those
related to urbanization, migration, population growth, and aging, that are
likely to have a significant effect on future human health and the future in-
cidence of disease. The last section explores the potential for international
cooperation to protect public health in all countries of the world by ana-
lyzing recent attempts to reach international agreement on issues of envi-
ronmental degradation on a global scale.

Social Evolution, Progress, and the Environment

The many human populations that collectively compose the human race
have been constantly evolving, both biologically and socioculturally,
within the constraints of changing physical environments shared with a
vast array of other species (see Durham 1991). While the size of these in-
dividual human populations has varied over time, the total human popu-
lation of the world has increased only very slowly for much of history
(Durham 1991; Ponting 1991, 18–36). For the most part, a quasi equilib-
rium has been maintained between Homo sapiens, the sustaining capabil-
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ities of natural systems, and pathogenic microorganisms. The history of
human progress has, however, been punctuated by large-scale outbreaks of
disease that have substantially trimmed human populations and played a
significant role in shaping human social evolution. In China alone, for ex-
ample, some 291 major epidemics were recorded between the years 243
.. and 1911 .. (McNeill 1977, 259–69). Even earlier, during the de-
velopment of agricultural society, rapid population growth was accom-
panied by an increase in infectious diseases and nutritional deficiencies
(Armelagos et al. 1991). Cultural patterns have influenced and been influ-
enced by the prevalence of infectious diseases throughout human history
(Armelagos and Dewey 1970; Brown 1981).

The continued well-being of a burgeoning world population depends
upon maintaining a balance between human beings and pathogenic mi-
croorganisms. The accepted traditional view of human progress is that the
industrial revolution and its associated improvements in living standards
will continue to spread worldwide. After a short interval of “transforma-
tional dislocation,” the advantages of new technologies would be reflected
in improved medical care and longer life spans. Thus, Murray and Lopez,
in their mainstream assessment of future disease burdens, project that by
the year 2020 the “diseases of modernity”—heart disease, depression, traf-
fic accidents, cerebrovascular disease, and pulmonary obstructions—will
be the leading causes of death worldwide (Murray and Lopez 1996, 375).

From another perspective, however, the future of infectious diseases is
less certain. The large-scale increases in the size and density of the global
human population, changes in human values and behavior, increased eco-
nomic activity and worldwide industrial growth, and related changes in the
natural environment all create new opportunities for pathogenic mi-
croorganisms to make inroads into human populations. There is now
growing concern that an era of major scientific and technological break-
throughs in biology and medicine, often portrayed as a “war” on pests and
disease, might be giving way to a period in which innovations in fighting
infectious diseases no longer come as relatively easily as they have in pre-
vious decades and in which emerging and resurgent diseases are once again
becoming a serious threat to human prosperity and health (Garrett 1994,
618–20). The issue of emerging infectious diseases has engaged the public
health community in the United States both domestically and in the arena
of foreign relations (Centers for Disease Control and Prevention 2000; Na-
tional Science and Technology Council Committee on International Science,
Engineering and Technology 1997).

The Effects of Industrialization
The recent rapid growth of the world’s total human population has been
facilitated by a spreading industrial revolution, which began to take hold
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in Europe some five hundred years ago. Around that time, the feudal soci-
eties of the continent slowly began to change, and a class of merchants and
capitalists emerged in urban centers. This economic transition was subse-
quently facilitated by the advent of fossil fuel–based technologies that
stimulated myriad changes in human social organization and behavior,
many of which have had major implications for human health. For in-
stance, the growth of industrial economies fostered the emergence of large
and polluted cities as the primary centers of industrial activity, which in
turn created the denser human populations and unsanitary conditions
that facilitated the spread of infectious diseases. The rise of urban indus-
trial economies also brought changes in land use patterns far beyond the
cities themselves. Growing urban populations as well as growing industrial
countries created an expanding “ecological footprint,” as much larger
quantities of food and other raw materials were imported from outlying
rural areas (Wackernagel and Rees 1996, 51–57).

These changes in the distribution of human populations and their
production activities were eventually accompanied by major shifts in the
way that “industrial man” viewed relationships with nature. First, because
an increasing fraction of the population had less direct contact with the
land and natural systems, the notion of humanity as separate from—and
even dominant over—nature gained broad acceptance. This manner of
thinking about the world, epitomized by the Enlightenment, emphasized
the ability of the human mind to understand and eventually master nature
through the application of reason. It produced a set of cultural values—a
“dominant social paradigm”—based on rationalism, positivism (the be-
lief that values and facts can be kept in separate spheres), and reduction-
ism (the attempt to study individual empirical phenomena in isolation
from the broader context of cause and effect). The concepts of balance be-
tween human beings and nature and of limits to the earth’s resources mer-
ited less and less consideration as human industries and empires spread
out across a planet offering humans seemingly endless frontiers and chal-
lenges (see Norgaard 1994; Dunlap 1980).

The industrial revolution and the associated modern world view that
grew out of the Enlightenment has gradually spread outward from Europe
and now continues to transform other regions in Asia, Africa, and Latin
America. It brings with it changes in economic activity, transportation, hu-
man settlement patterns, wealth distributions, education, social behavior,
political activity, and resource consumption. In general, people in the in-
dustrialized countries of North America, East Asia, and Europe are more
economically affluent, educated, urbanized, and healthy, while those in
countries in the earlier stages of development are struggling to transform
preindustrial economies and to improve living standards. Countries that
have already undergone industrialization now have a lower incidence of



disease and suffer from a different set of maladies—afflictions of affluence
more than the infectious diseases associated with poverty (see Table 6.1).
But the affluence of the industrial world combined with the increasing re-
source demands of industrializing countries such as China, India, and
Brazil are putting an ever-greater strain on the physical environment.
While affluence and improved living standards have proven, in many re-
spects, the key to better overall human health, a related global intensifica-
tion of resource consumption could ultimately undercut the environmen-
tal foundations of improved health. Although some business leaders and
social scientists may still maintain that the earth offers endless frontiers
and inexhaustible bounty to which human ingenuity holds the key, many
others hold that the current state of the earth’s natural systems suggests
that humanity is increasingly pressing against environmental limits to
sustain the spread of an energy- and resource-intensive way of life (for
arguments on both sides of this debate see, e.g., Meadows et al. 1992;
McMichael 1993; Cohen 1995; Simon 1981; Simon and Kahn 1984).

A key element of the sustainability question is the extent to which
changes in the human environment increase the exposure and vulnerabil-

168 Dennis Pirages, Paul Runci, and Robert Sprinkle

Table 6.1 Causes of Death as Percentages of Total Deaths in Selected
Regions, 1990



Human Populations in the Shared Environment 169

ity of various populations to disease. At present, the continuing global
spread of industrial activity provides an ever-changing context within
which the interactions between people and pathogenic microorganisms
take place. This transformation of the planet involves massive changes in
land use, such as the conversion of forests to agricultural land, the growth
of cities, and the extraction and use of larger quantities of renewable and
nonrenewable resources (e.g., water, fossil fuels, wood, and mineral ores).
Since all of these activities are commonly deemed essential to the mod-
ernization and development processes, their potentially detrimental health
effects are often afforded inadequate consideration (see Dunlap 1980; Nor-
gaard 1994, 1–10).

An Emerging Global System
The accelerating spread of the industrial revolution and technological ad-
vancement are core elements of the process referred to as globalization. Fa-
cilitated by innovations in transportation and telecommunications, the
world is being transformed into a “global village” within which there is
much more frequent contact between rich and poor neighborhoods than
ever before. Thus, microorganisms that may emerge in remote geographic
locations can spread more rapidly and easily to other areas by virtue of the
increased speed and frequency of international travel. For example, inter-
national air travel has grown severalfold over the last three decades and the
corresponding movement of bacteria and viruses has increased apace (see,
e.g., Shell 1997, 45–46). And the rising volume of trade among countries
globally has permitted various kinds of pests to hitchhike around the
world, often carrying infectious diseases with them (Culotta 1991). The in-
creasing progress of the globalization process, which entails economic lib-
eralization and integration among countries, and the reduction or removal
of state controls on the international movement of people and goods sug-
gest that the global transport of disease-causing organisms may encounter
even fewer obstacles in the future.

Seemingly insignificant individual behaviors within states, such as
driving automobiles, using air conditioners, growing rice, and raising cat-
tle, now have unintended additive consequences. In aggregate, these activ-
ities contribute to the emissions of pollutants that threaten to alter the
earth’s environmental services (e.g., those provided by the earth’s atmo-
sphere and oceans) on which all life depends (Orians 1995, 12). While the
aggregation of human activities is now significantly affecting the atmo-
spheric commons, the world is divided into nearly 200 nation-states, each
of which acts individually to safeguard its own sovereignty and indepen-
dence of action.

Global and regional environmental changes thus pose challenges to
the way that human populations are organized politically. These large-



scale environmental problems do not respect existing political boundaries
and often span multiple jurisdictions, creating needs for coordinated man-
agement. Some scholars go as far as to suggest that the emergence of global
environmental problems is fundamentally altering the nature of interna-
tional relations by undermining the principle of sovereignty on which the
international system is based. The sovereignty principle recognizes the
right of nation-states to manage affairs within their own borders indepen-
dently to the extent that their actions do not have harmful consequences
beyond their own territories. But recognition that there are global envi-
ronmental and health effects flowing from individual or national actions
can potentially undermine or constrain the legal independence of nations
(see Conca 1994; Zacher 1992).

While health consequences of environmental change have implica-
tions for the future nature of international organization, economic and
political changes within states also have implications for human health—
as the major transformation that swept through Eastern Europe and the
Soviet Union between 1989 and 1991 has shown. The early years of tran-
sition from communism to democratic government and market economies
have entailed major disruptions in the social and economic institutions on
which the people in those countries have depended over the past several
decades. For many, this has meant lower living standards and quality of life
and poorer nutrition and health care services; these and other factors—
among them the region’s severely degraded environmental conditions,
which resulted from decades of inefficient economic production—have
contributed to a resurgence of infectious diseases and a legacy of other ad-
verse health effects due to environmental exposures. For example, thou-
sands in the former Soviet Union have suffered from a massive epidemic
of vaccine-preventable diphtheria (see Table 6.2), while the toll of thyroid
cancer and other radiation-induced illnesses continues to be monitored in
the aftermath of the Chernobyl nuclear accident (see Chapter 2).

Anthropogenic Changes and Future Human Health

The effects of industrial modernization on interactions between human
populations, between humans and the natural environment, and between
humans and disease-causing microorganisms have a wide variety of health-
related ramifications for the future. Assuming that current means of pro-
duction remain largely unaltered, continued growth in resource demands
and consumption will place increasing strains on the earth, both as a mine
for raw materials and as a sink for waste disposal (see Sachs 1993).

Facilitated by scientific and technological progress, sheer growth in
human numbers, and growing consumer appetites, the enormous annual
throughput of materials in the world economy pushes natural systems ever
closer to—and in some instances beyond—their limits at all levels, from
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local to global. Continuation of these trends will present serious future
challenges to human health, particularly in the poorer countries that have
not yet industrialized.

A major qualitative difference between the consumption power of
wealthy and poor populations that has direct health implications is the
ability of the wealthy to distance themselves in time and space from the
ecological consequences of their consumption decisions. Wealthier pop-
ulations, within and among nations, generally develop ecological de-
pendencies on surrounding regions, have a wider range of consumption
options, and have a greater ability to “export” waste streams and environ-
mental externalities, including health risks. They achieve this in many in-
stances by disposing of wastes via global common property resources such
as the atmosphere and oceans, thereby dispersing the costs of pollution
over the planet’s systems and species and into the future across genera-
tional boundaries. The phenomenon of global climate change provides a
good example. Many argue that wealthy nations’ use of fossil fuels and
venting of waste gases to the atmosphere will result in all of humanity—
and, indeed, the biosphere as a whole—bearing related environmental and
health consequences for generations to come.

Poorer populations in any country, on the other hand, often bear di-
rectly a larger portion of the environmental and epidemiological conse-
quences of their resource consumption decisions; since they have fewer op-
tions, they typically extract resources and dispose of wastes in their local
surroundings. In many parts of the rural developing world, for instance,
the immediate needs for fuel wood and arable land often combine with
poor sanitation infrastructure and distorted land use and resource access
policies to promote local land and water degradation, deforestation, and
soil erosion (see Paarlberg 1994; Ribot 1993).

Table 6.2 Diphtheria Cases in the Former Soviet Union, 1991–1996



Food Production and Health in the Less-Industrialized World
Future patterns of environmental change and human health will be driven
in large part by demographic trends that are now clearly visible. The rapid
growth of human populations in many regions of the developing world has
necessitated a quest for new sources of water, food, and other resources and
is forcing migration into marginal and previously remote areas. In parts of
Africa, Latin America, and Asia, for instance, land use change is often char-
acterized by the steady encroachment of human populations on previously
remote, forested areas, which might be converted to lands for grazing, agri-
culture, and industry. During the 1980s alone, because of these processes,
the planet as a whole lost 8 percent of its forest cover; over that period, es-
timated rates of deforestation were highest in the tropical forests of Asia
(11%), Africa (7.4%), and Latin America (7.5%) (World Resources Insti-
tute [WRI] 1996, 201–3).

While there are numerous local and global environmental conse-
quences of deforestation, one major health effect stems from the fact that
clearing of forests has historically brought human beings into contact with
uncommon disease-causing microorganisms (see, e.g., Ponting 1991, 224–
28). Scientists have estimated that there are millions of unknown organ-
isms in these habitats and that newly encountered viruses and bacteria will
continue to infiltrate human populations with unknown effects as forests
fall (see Chapter 10). Recent outbreaks of the Ebola virus in Zaire and he-
morrhagic fever in Bolivia, for example, have been linked to human en-
croachment on forests (see Garrett 1994, chap. 1; Gibbons 1993). Loss of
biodiversity may also have broader health consequences through the loss
of genetic resources for pharmaceutical development or agricultural sys-
tems (Grifo and Rosenthal 1997).

Growing populations and food resource requirements in the develop-
ing world have necessitated more intense cultivation of existing agricul-
tural lands. The use of monocultures in agriculture may also directly ac-
celerate the loss of biodiversity and increase vulnerability to the spread of
pests, adversely affecting production (Grifo and Rosenthal 1997). Modern
cultivation practices have resulted in an increasingly heavy use of agro-
chemicals to control pests and to increase yields. Ironically, agrochemicals
have contributed further to land degradation and increased human health
risks. In the past forty years, chemical fertilizer use in developing countries
has increased 9-fold, while pesticide use has grown more than 30-fold.
Many of the compounds in widespread use have long been banned in the
United States and Europe (e.g., DDT, alachlor) and have been linked to
cancer, liver and kidney toxicity, endocrine disruption, and possibly im-
munosuppressive effects that could increase the risks of infectious diseases
and cancer (Commission for Environmental Cooperation 1997; Repetto
and Baliga 1996).
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One of the cruel ironies of agrochemical use is that it has at times pre-
cluded from entry into foreign markets the export crops of developing na-
tions and thus has blocked their access to much-needed foreign currency.
Between 1984 and 1994, the U.S. Food and Drug Administration detained
shipments of fruits and vegetables from Guatemala worth nearly $18 mil-
lion because of excessive pesticide levels (see Repetto and Baliga 1996). The
growth in pesticide markets of the developing world, estimated to be ris-
ing between 2.5 percent and 3.5 percent annually, is especially troubling,
since inadequate health infrastructure, widespread malnutrition, and lack
of access to clean water and sanitation already place the health of large seg-
ments of the populations of developing countries at great risk.

Despite the more intensive use of agrochemicals and the overall
increases in agricultural yields in the developing world, hunger and food in-
security will continue to present major problems to human populations in
some regions (Table 6.3). Over the past two decades, agricultural produc-
tion has kept pace with population growth rates in most regions, with the
exception of sub-Saharan Africa, where population growth has been espe-
cially rapid.Although the question of environmental limits and carrying ca-
pacity is important in relation to the ability of the world to continue to sus-
tain rapidly growing human populations, the more immediate challenges
are those of economics, logistics, and distribution. Even in areas where food
supply has kept pace with population growth, malnutrition persists.

Table 6.3 Undernourished Population and Dietary Energy Supply,
1994–1996



Advances in information and agricultural technologies have opened
up the possibilities of higher levels of food production and better nutri-
tion for millions. The availability of these technologies to poor countries
where yields are inadequate, however, is a more challenging and complex
question. Similarly, while potential world agricultural yields reflect the
substantial agricultural growth potential in Europe and North America,
the demand for food will grow the fastest in regions such as the Middle East
and Africa, where population growth is most rapid. Continued increases
in food production depend on some combination of increasing the pro-
ductivity of land already under cultivation and increasing the amount of
arable land. Irrigation is important in both activities but may also gener-
ate harmful environmental effects (see Chapter 9). Conversion of land to
agriculture often involves deforestation, which can affect water resources,
enhance the spread of diseases, and increase the emissions of greenhouse
gases that may lead to global climate change (see Taylor 1997 and Chap-
ters 7, 9, 10, and 13). Reconciling food supply and demand will continue
to be a great challenge for the foreseeable future (see Dyson 1996, chap. 4).

Human Population Movements
Since the end of the cold war, there has been an increase in population
movements generated by a resurgence of ethnic conflict. The breakup of
empires and spheres of influence has created large, dislocated, insecure mi-
norities. Differentials in physical security, income, and economic oppor-
tunities provide the pushes and pulls that motivate migrations and refugee
flows (Weiner 1992, 91–95). Several recent studies have also focused on the
potential role of environmental degradation as a driver of migration and
refugee flows. Although environmental degradation and resource limita-
tion may not be the only causes of mass population movements, evidence
suggests that they are often among a handful of primary or proximate
causes (see, e.g., Jacobson 1988; Suhrke 1991; Hazarika 1991; Homer-
Dixon 1991).

While media attention often focuses on migration-related issues in
Western nations, most international refugee and migration flows actually
occur among developing countries. The largest flows have occurred within
Africa, Asia, and the Middle East. In South Asia alone, some 35–40 million
refugees have crossed international borders within the region in recent years
(Weiner 1992, 93–94). Comparable numbers of refugees and migrants are
estimated to have been on the move in Africa since the late 1980s (WRI
1994, 31). Recent ethnic conflicts in the central African nations of Rwanda,
Zaire, and Burundi have intensified refugee flows in that region and taken
a health toll on affected populations through malnutrition, poor sanitary
conditions, and exposure to disease in densely populated refugee camps.

Contemporary large-scale population movement is obviously a fac-
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tor changing the balance between human beings and microorganisms.
Migrants and refugees frequently live in marginal and unsanitary areas
and have poor access to clean water, sufficient food, or health services.
Crowded, unsanitary refugee camps are ideal locations for the propagation
and spread of diseases such as cholera and typhoid (see Pirages 1995, 7,
and Chapters 2, 10, 11, and 14). Thus, future large population movements
present serious health risks affecting both migrant populations themselves
and recipient countries.

Urbanization and the Rise of Megacities
The United Nations has estimated that, by the year 2015, there will be 26
urban areas of 10 million inhabitants or more (known as megacities), all
but 4 of which will be in less-industrialized nations (United Nations Cen-
tre for Human Settlements [UNCHS] 1997). The dramatic demographic
shifts projected are illustrated by a comparison between Osaka and Lagos,
with Osaka larger in 1995 but experiencing no growth while Lagos be-
comes the third largest urban agglomeration in 2015 (Table 6.4). While ur-
ban growth might not seem to present a problem in itself, the fact that the
most rapid growth is occurring in the cities of the less-industrialized world
raises concerns, given their more limited resources, infrastructure, and for-
mal institutional structures (Ezcurra and Mazari-Hiriart 1996).

Ecological factors in rural areas of poorer countries are among the
major contributors to the growing global trend of rural-to-urban migra-
tion. Degradation of the agricultural resource base resulting from deser-
tification, deforestation, drought, and salination of soils from irrigation
has increased the number of rural landless in some regions of Africa and
Asia and has led to declines in agricultural productivity, particularly in
resource-poor areas (Brown 1999).

Compounding matters is the fact that, throughout the developing
world, growth rates of human populations in rural areas are especially high
and often exceed the ability of local environmental systems to sustain
them. Under these circumstances, marginalized rural residents frequently
move to urban centers, where economic opportunities and the overall
quality of life are perceived to be better. The “push” of deteriorating rural
conditions combined with the “pull” of industrial growth in major cities
of the developing world, such as Jakarta, Shanghai, Bangkok, and Kuala
Lumpur, are complementary dynamics (World Commission on Environ-
ment and Development 1987, 95–102). A potential silver lining to Asia’s
ongoing economic crises is the situation’s possible dampening effect on the
region’s urban population growth rates.

The prevalence of poverty, pollution from municipal and industrial
wastes, and the inadequacy of access to infrastructure and services (par-
ticularly sanitation and sewer) in urban areas mean that the urban poor of



megacities in developing countries suffer the “worst of both worlds.” They
experience the problems that characterize underdevelopment (e.g., more
deaths from infectious disease, higher infant mortality rates) and those
that characterize industrial populations (e.g., higher rates of death from
heart disease, neoplasms, and accidents). In addition, the urban poor have
shorter life expectancies and often are worse off nutritionally than are rural
dwellers (World Bank 1991, 51). Nonetheless, many migrants in the de-
veloping world still regard themselves as better off in cities than in the
countryside (Parnwell 1993, 18–24).

A development that makes the urbanization trend especially troubling
is the recent increase in the incidence of infectious waterborne diseases
(such as cholera, typhoid, hepatitis A and E) and other diseases that thrive
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around stagnant water. Megacities, because of their size and the insuffi-
ciency of their infrastructures, present favorable “laboratories” in which
such organisms will be able to flourish; the ever-increasing numbers and
densities of the urban poor also might present favorable conditions for the
spread of disease.

Demographic Change and Health in the Industrialized World
Major population changes are by no means limited to the less-industrial-
ized world. While populations are growing rapidly and becoming younger
on average in many less-industrialized countries, the general trend in most
industrialized nations like Japan, Germany, Italy, Hungary, and Spain is
one of either slow or negative growth. By the year 2030, as life expectancy
grows longer and birthrates decline, the percentage of the population over
the age of 60 in countries in the Organization for Economic Cooperation
and Development will have doubled to 32 percent from 1990 levels of 16
percent (World Bank 1994, 26).

Some of the implications of population aging are clear. For instance,
individuals’ health care needs and costs frequently rise with age. The care
required by older people often involves more expensive technology, hospi-
talization, and long-term nursing care. Consequently, countries spend
more on health care as their populations grow older. Since spending on
health and spending on pensions rise together, pressure on a nation’s
health care resources and government budgets grows exponentially as pop-
ulations age (World Bank 1994, 2).

In the United States, for instance, where the “very old” (those over the
age of 75) is the fastest-growing segment of the elderly population, the sus-
tainability of the current health care and social security infrastructures is at
risk. This fraction of the population in the United States will grow to nearly
8 percent by the year 2020 (American Association of Retired Persons, Re-
sources for the Future 1993). Health problems that researchers believe will
be associated with global environmental degradation—for example, in-
creased incidence of skin cancers due to higher levels of ultraviolet radia-
tion from ozone depletion (see Chapter 7) and respiratory problems due to
higher average ambient temperatures in many areas (see Chapter 13)—
could also have particularly serious effects on the elderly.

Even though economically developed nations represent a declining
fraction of the world’s population, their economies still account for a ma-
jority of global economic activity and pollution that contribute to the in-
creasing likelihood of global climate change. For example, while the in-
dustrialized nations of the north account for approximately 20 percent of
the world’s population, they account for nearly 50 percent of global annual
consumption of fossil fuels (WRI 1994, 3–8).



International Cooperation for Global Public Health

A major dilemma stems from the fact that dealing with many emerging
health issues will require the cooperation and coordination of numerous
countries. The ecology of disease depends on global trends in population,
development, and environmental degradation (Pedersen 1996). Effective
international relations are therefore essential for crafting responses. A re-
view of international negotiations surrounding the global environmental
issues of stratospheric ozone depletion and climate change provides
lessons on the process by which the global community can act to protect
health or is prevented from doing so.

The ozone and climate change problems have been characterized by
high degrees of uncertainty, which greatly magnifies the challenge of ne-
gotiating international responses. In fact, the early phases of the domestic
and international debates centered around arguments over the extent to
which a problem meriting action actually even existed.As the stratospheric
ozone problem illustrates, the availability of good scientific evidence of a
problem is a necessary, but by no means sufficient, condition for interna-
tional action. By the late 1970s, a relatively small set of widely used indus-
trial chemicals (e.g., chlorofluorocarbons, carbon tetrachloride, and halons)
had been linked to destruction of the earth’s ozone layer. Moreover, given
the long-lived presence of these chemicals in the stratosphere, the scien-
tific community predicted that the thinning of the ozone layer was likely
to continue, posing an increasing risk to the health of plants and animals
around the world.

As events showed over the next several years, demonstrated environ-
mental and health risks alone were inadequate in catalyzing international
action. Major chemical firms that manufactured ozone-depleting chemi-
cals and depended on global sales of the chemicals, such as DuPont in the
United States and ICI in France, continued to deny the problem and to
lobby their governments vigorously against participation in an interna-
tional ban. In the absence of viable substitutes for these common chemi-
cals, they warned that the economic effects of a ban would be devastat-
ing—and would be likely to yield no environmental benefit. Only in the
early 1980s, as it began to appear that substitute chemicals could be com-
mercially available in the near future, did industry alter its position,
thereby enabling the governments of the United States and other major in-
dustrialized countries to do the same. And only in 1985, with the conclu-
sion of the Vienna Convention for the Protection of the Ozone Layer, did
the international community adopt a treaty formally acknowledging the
existence of a stratospheric ozone problem. That same year, the discovery
of the ozone hole over Antarctica, the so-called smoking gun, accelerated
the timetable (see Box 6.1). Two years later, in the Montreal Protocol on
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Substances that Deplete the Ozone Layer (1987), the international com-
munity took concrete measures to phase out and ban ozone-depleting
chemicals.

Scholars of international relations and environmental politics con-
sider the Vienna Convention and the Montreal Protocol a success story.
These agreements marked the first time that the international community
had come together to address an environmental issue of truly global scope.

B O X  6 . 1
Scientific Discovery and the
History of Ozone Diplomacy

The history of the scientific understanding of

stratospheric ozone depletion is often com-

pressed into a simple story of a chemical the-

ory that was dramatically confirmed in 1985

by the discovery of the Antarctic ozone hole,

the so-called smoking gun (see Fig. 7.1). Sim-

ilarly, the history of ozone diplomacy is often

compressed into a simple story of an interna-

tional community prompted to act by re-

ports of the Antarctic ozone hole. However,

the development of the theory of strato-

spheric ozone depletion was considerably

more circuitous, and the speed of the inter-

national response was influenced by changes

in technology and international law.

The original theory of stratospheric ozone

depletion catalyzed by halogens (chlorine,

bromine) was proposed in the early 1970s by

Rowland and Molina to account for a grad-

ual thinning in the middle stratosphere at

about 40 kilometers (see mechanism III in

Chapter 7). In contrast, the ozone hole over

Antarctica affects the lower stratosphere at

about 14–22 kilometers (see Fig. 7.2) and de-

velops much more rapidly than could be ex-

plained by the original theory. Therefore, a

new chemical or meteorological mechanism

had to be found to explain the dramatic,

rapid ozone loss at the South Pole. It was

soon clear that the likely explanation had to

take into account the unique conditions of

the polar springtime, that is, exceedingly

cold temperatures (colder than anywhere

else on the globe in the lower atmosphere),

the existence of surfaces provided by stratos-

pheric clouds (upon which heterogeneous

chemical reactions can take place), and un-

usual twilight solar illumination conditions

(a rapid switch between the long polar night

and the long polar day near the spring

equinox). Molina proposed yet another cat-

alytic cycle involving oxides of chlorine (dif-

ferent from the one used to explain the loss

of ozone in the middle stratosphere), which

actually proceeds faster at the lower temper-

atures encountered in the Antarctic lower

atmosphere (see mechanism IV in Chapter 7)

and quantitatively explains the rapid ozone

loss. As a result of this body of work, Row-

land and Molina were awarded the Nobel

Prize in Chemistry in 1995.

The international diplomatic community

was able to respond quickly to reports of ac-

celerated stratospheric ozone depletion in

1985 because they had already established

an innovative framework convention, a

process permitting review and adaptation

that has become the model for international

environmental negotiations. Advances in en-

gineering also played a role through the de-

velopment of satisfactory substitutes for

chlorofluorocarbons, chemicals whose pro-

duction is being phased out to protect the

ozone layer. Innovations in science, technol-

ogy, and diplomacy all contributed to the

rapid international response to protect the

ozone layer.



Also, many observers have been impressed with the speed with which
countries responded; the 13 years that elapsed between the identification
of the threat to the ozone layer and the conclusion of the Montreal Proto-
col was, in their minds, a blink of an eye compared with the pace of other
multilateral negotiations, such as the Law of the Sea and the General Agree-
ment on Tariffs and Trade.

From the perspective of international law and diplomacy, however, the
greatest successes of the Vienna Convention and Montreal Protocol might
lie in the procedural innovations and precedents they created for future
global environmental negotiations. The utility of this model became ap-
parent almost immediately as a new global environmental challenge,
global climate change, began to emerge in the late 1980s.

A major innovation in the negotiations surrounding the stratospheric
ozone problem was the use of a treaty instrument known as a “framework
convention.” Unlike most treaties, which commit participating countries
to a concrete set of rules and behaviors, a framework convention is a more
open-ended agreement under which countries agree to continue to work
with one another, to meet at specified intervals, and to take action as nec-
essary on the problem at hand. This structure provided countries with a
means of opening and maintaining a formal discourse on a problem with-
out having to extend themselves beyond their comfort levels, given the
state of scientific knowledge and the surrounding uncertainties. As the sci-
ence improved and the uncertainties grew smaller, most notably due to the
discovery of the ozone hole in 1985, a forum for the adoption of sub-
sequent protocols—amendments to the framework agreement—already
existed.

As environmental groups, scientists, and some policymakers began to
urge international action (see Box 6.2) to combat a threat that they per-
ceived to be looming on the horizon—global climate change—the ozone
negotiations offered some useful insights. Unlike ozone depletion, which
concerned a relatively small group of chemicals and industries in a few
countries, global climate change concerned a variety of behaviors and
practices, associated mainly with fossil fuel use and agriculture, that were
dispersed across the globe. Moreover, where scientists had demonstrated
that ozone-depleting chemicals made their way into the stratosphere and
began depleting ozone within about seven years, the potentially disastrous
climatic effects of carbon dioxide and other gaseous emissions remained
unproven and were unlikely to become manifest until well into the next
century. In short, the range of human behaviors concerned, the range of
environmental impacts, the costs and benefits of international response,
and the levels of uncertainty were exponentially larger in the case of cli-
mate change than in that of ozone depletion.

Nevertheless, only four years elapsed between the emergence of the cli-
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mate change problem as a matter of public concern in the summer of 1988
and the opening for signature of the Framework Convention on Climate
Change (FCCC) at Rio de Janeiro in June 1992 (United Nations Environ-
ment Programme 2000). In the spirit of the Vienna Convention, the FCCC
pledged participants to work together and to act according to a “precau-
tionary principle” to avoid irreversible damage to the global environment.
The business of establishing binding country commitments to the reduc-
tion of greenhouse gas emissions was left to subsequent conferences of the
parties to the FCCC, at which protocols to the agreement would be nego-
tiated.

As history has shown in the years since 1992, creating the framework
agreement was the easy part of the international negotiations on climate
change. The process of adopting protocols to the framework has proven
slow and politically contentious for a host of reasons. First, since the largest
likely culprit with regard to climate change is the global use of fossil fuels
(i.e., coal, oil, and natural gas), addressing the problem requires a major
transition in the world’s energy and transportation infrastructures and
technologies. In distinct contrast to ozone-depleting chemicals, no substi-
tutes for fossil fuels are currently available on a sufficient scale or at ac-
ceptable cost.

Second, equity issues associated with climate change seem in many
ways intractable. For example, developing countries are reluctant to cur-

B O X  6 . 2
Nongovernmental Organizations
in Global Environment and
Health Issues

Nongovernmental organizations (NGOs) play

an important role in global environment and

health issues, often working in partnership

with national governments, specialized

agencies of the United Nations system, and

other international organizations. In the

arena of biological conservation, the World

Resources Institute (WRI) collaborated with

the United Nations Environment Programme

(UNEP) and the World Conservation Union

(IUCN) to protect the world’s biodiversity

(WRI 2000). This group gathered scientists,

community leaders, and representatives of

governments, NGOs, development assistance

agencies, and industry during the prepara-

tion of a major publication on a strategy for

global biodiversity that appeared during ne-

gotiations for the Convention on Biological

Diversity. The Pew Center on Global Climate

Change, as well as WRI and other NGOs,

have developed initiatives for climate

change (Pew 2000; WRI 2000). Partnerships

among national governments, U.N. agencies,

and other international organizations have

been formed to foster the use of satellite-

based remote sensing technology for re-

search in global change (see Table 3.4). The

ability of the World Health Organization

(WHO) to promote health depends on a net-

work of partnerships with national govern-

ments, agencies of the U.N. system, develop-

ment banks, intergovernmental

organizations, NGOs, academia, and private

sector groups (WHO 1999). The activities of

NGOs complement the formal negotiations

of nation-states.



tail the growth in energy consumption that will enable them to expand
their economies and improve living standards for their citizens. This, after
all, was the pathway by which the world’s wealthy countries achieved the
affluence they enjoy today. Is it equitable that poorer countries be penal-
ized for a problem that, for the most part, they have not created? If they are
to develop along a non–fossil energy path, they argue, the industrialized
countries have an obligation to provide them with the capital and tech-
nology by which they might do so.

Finally, while uncertainty regarding the science of climate change has
grown smaller and scientific consensus is growing stronger, the “smoking
gun” linking carbon emissions to climate change has yet to be found. While
higher concentrations of carbon dioxide in the earth’s atmosphere do trap
more incoming solar radiation, leading to global warming, the linkages be-
tween carbon emissions and changes in climate are still not well under-
stood (see Chapters 7 and 8). Consequently, many politicians and indus-
tries remain steadfastly opposed to any early action to address the problem.

In 1997, at a conference of the parties to the FCCC in Kyoto, Japan, a
protocol was introduced that committed industrialized countries to am-
bitious emissions reductions between the years 1998 and 2012. Fewer than
50 of the 150 nations attending the conference signed the Kyoto Protocol
at the meeting. The United States, the world’s largest emitter of greenhouse
gases, was not among the signatories. The U.S. Senate, for its part,
promised to veto any climate treaty sent to it for ratification unless and un-
til developing countries also agreed to reductions in emissions. On the sci-
entific front, many felt that the agreement was unrealistic in its targets,
would entail devastating economic costs, and would also be ineffective in
addressing the problem. The following year, when the parties assembled in
Buenos Aires, Argentina, to continue negotiations, little progress was
made. Considering the conflicting interests of industries and environ-
mentalists, developing and industrialized countries, and present and fu-
ture generations that are intertwined in the climate change issue, many ob-
servers are concerned that the international community may attempt to
act in earnest only in the future, after the impacts of global climate change
are demonstrated. Then, of course, humanity’s only course of action will
be to attempt to adapt to changes as they unfold. The time for preventive
action will have passed long before.

The problems of global climate change and stratospheric ozone may
be partly inspirational and partly cautionary tales for those concerned with
the international response to emerging global health issues. On the one
hand, the international community has demonstrated the ability to move
relatively quickly and to devise innovative political responses to complex
and uncertain problems. On the other hand, these events indicate that ef-
fective international action may be likely only after the danger becomes
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clear and present. Politicians and executives who might be willing to pay
today to avert possible disaster in the more distant future are unlikely to be
rewarded by voters and shareholders.

Conclusion

Throughout history, human populations and their respective environ-
ments have enjoyed highly dynamic and interactive relationships. Just as
human actions have continually transformed the earth, environmental
conditions and constraints have played inestimable roles in shaping hu-
man organization and culture and in providing a constant impetus for
technological innovation.

Until the advent of the modern era some five centuries ago, the inter-
actions of human populations with environmental systems occurred
mainly on a localized scale; the size and technological capabilities of hu-
man populations effectively limited their capacities to alter natural systems
on a global level. But the acceleration of technological process since the
dawn of the industrial age has greatly enhanced humanity’s reach—to the
extent that the human race may now be both the greatest perpetrator and
victim of global environmental changes.

In many respects, the urgent environmental and health issues con-
fronting humanity on the frontier of the twenty-first century are the same
as those it has always faced: epidemic disease, resource limitations, poverty,
affluence, and the unintended consequences of new technologies. It is
principally the scale and complexities of the problems that have grown and
changed across time.

Although there is substantial cause for concern with regard to hu-
manity’s ability to break out of its historic pattern of interaction with the
natural environment—a cycle of seeking, reaching, and eventually ex-
ceeding frontiers—there is also cause for optimism. As the cases of the
Montreal Protocol and the Framework Convention on Climate Change
show, recent innovations in human organization and cooperation hold the
promise of mitigating, reversing, and perhaps even preventing dangerous
anthropogenic changes to the environment, in effect dampening the worst
consequences of technological innovation. A rising global awareness of the
linkages between human and Earth systems, and of the uncertainties sur-
rounding those linkages, offers the hope and possibility that precaution
might be coming to play a larger role in the future of all human activity as
it relates to the shared environment.

S U G G E S T E D  S T U D Y  P R O J E C T S
Suggested study projects provide a set of options for individual or team
projects that will enhance interactivity and communication among course
participants (see Appendix A). The Resource Center (see Appendix B) and



references in all of the chapters provide starting points for inquiries. The
process of finding and evaluating sources of information should be based
on the principles of information literacy applied to the Internet environ-
ment (see Appendix A).

The objective of this chapter’s study projects is to gain deeper insights
and detailed knowledge of anthropogenic activities affecting the environ-
ment and subsequently human health.

P R O J E C T  1 : Population Growth, Industrialization,
and Human Health
The objective of this project is to create a keener awareness and under-
standing of the global effects of population growth, the ensuing industri-
alization process in developing countries, and their effects on human
health.

Task 1. Identify one to three examples from Asia, Africa, or Latin
America and describe patterns of population growth, the industrialization
process, and their effects on human health.

Task 2. Develop one of your examples in depth and create a presenta-
tion. Use one of the following options:

a. a written paper;
b. a Power Point presentation (lecture);
c. a visually oriented presentation (creation of charts, statistics, pho-

tographs or video).

P R O J E C T  2 : Ecological Consequences of Consumption Patterns
The objective of this project is to deepen the understanding of the nega-
tive impact of developed countries and wealthy societies on the pool of
available resources caused by high rates of consumption.

Task 1. Study the consumption of energy and water in three different
wealthy regions. Report your findings supported by statistics.

Task 2. Pick one wealthy region and study its food consumption in
depth. Include transportation and waste of food in your report.

Task 3. Pick one wealthy region (not necessarily the same as in Task 2)
and report on sanitation and waste removal.

Task 4. On the basis of the reports from tasks 1–3, write a paper on the
ecological consequences of the patterns of consumption by wealthy soci-
eties.

P R O J E C T  3 : Environmental Treaties
The objective of this project is to create a more detailed knowledge of in-
ternational efforts to counteract ecological and environmental decline.
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Task 1. Search for environmental treaties, establish criteria for select-
ing a subset, and present them in an annotated list.

Task 2. Study the Montreal Protocol and give an in-depth report.
Task 3. Study the Framework Convention on Climate Change and give

an in-depth report.
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Since the dawn of time, our earth’s atmosphere has been in a state of con-
stant change. Its composition, temperature, and ability to cleanse itself
chemically have co-evolved along with biological life on geological time
scales. However, only since the advent of industrialization two centuries
ago has our atmosphere experienced such remarkably rapid changes in
composition.

Global environmental change can be defined as changes in the earth’s
ecosystem that are global in extent, arising from either anthropogenic or
natural causes, including changes in local ecosystems caused by popula-
tion pressure and consumption on local resources, which are becoming
more widespread. Four of the most significant global change phenomena
that scientists believe the earth is now experiencing are (1) stratospheric
ozone depletion, (2) acid deposition, (3) urban air pollution, and (4) en-
hanced global warming. Each of these phenomena is the result of anthro-
pogenically induced changes in the chemistry of our atmosphere. An un-
derstanding of the chemical bases of these phenomena will help us predict
the potential future implications for the earth’s fragile ecosystem.

Proven consequences of these atmospheric changes include (1) a sea-
sonal thinning of the stratosphere’s ozone layer, which protects the earth’s
surface from damaging solar ultraviolet radiation; (2) damage to our
forests and aquatic life by acid deposition; and (3) respiratory and ocular
distress induced by regional-scale urban smog events. Additionally, it is ex-
pected that the burning of fossil fuels and the release of trace gases related
to increased industrialization and intensive agricultural practices may lead
to enhancement of the earth’s greenhouse effect, resulting in rapid warm-
ing of the planet.

Since 1987, it has been generally accepted among atmospheric scien-
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tists that increasing levels of manufactured chlorofluorocarbons (CFCs)
are slowly releasing their chlorine in the earth’s upper atmosphere, which
catalytically destroys the ozone layer, especially over the polar regions (the
so-called ozone hole). The consequences for human health include in-
creased incidence of basal and squamous cell carcinomas, accelerated in-
duction of cataracts, and suppression of the human immune response.
Increased acid deposition (both acid rain and dry deposition) in industri-
alized countries over the last several decades has resulted in significant
damage to forested areas and lakes, resulting in the premature deaths of
forests (Waldsterben in Germany’s Black Forest) and fish kills in overly
acidified lakes and streams. Increasing urbanization, including the rise in
automobile transport, during the last half-century has been achieved at the
price tag of significant health risks associated with industrial and automo-
tive exhausts. The most important consequence of urban air pollution for
human health care is damage to the respiratory tract.

Although the scientific jury is still out as to the magnitude and time
scale of enhanced global warming associated with increased atmospheric
emissions of carbon dioxide and other industrial pollutants, most scien-
tists agree that such warming is likely within the twenty-first century if
present emission rates are not controlled. A wide spectrum of health risks
can be anticipated, as well as socioeconomic risks arising from desertifica-
tion, rising sea level, changing weather patterns, and other phenomena
associated with a rapidly changing climate (see Chapter 13). A periodic
meteorological phenomenon associated with tropical winds, sea surface
temperature anomalies, and circulation patterns known as the El Niño/
Southern Oscillation (ENSO) can also further complicate the consequences
of enhanced global warming on a global scale (see Chapter 8).

These atmospheric phenomena, which have their source in chemical
transformations induced by human activity, are the primary causes of
global change in our environment. These processes merit further study to
elucidate their future trends and associated health risks. It is surprising that
each of these phenomena stems not from changes in the atmosphere’s main
constituents (nitrogen, oxygen, argon, and water vapor), but rather from
rising levels of several of the minor constituents, or trace gases. These gases,
such as nitrogen oxides (nitric oxide [NO] and nitrogen dioxide [NO2]),
sulfur dioxide (SO2), and a variety of CFCs are typically present in the at-
mosphere at the 1–50 parts per billion level, while the most abundant trace
gas, carbon dioxide (CO2), is present at a level of only 370 parts per million.
Although there is a natural component to many of the earth’s trace gases,
the observed rapid rise in their concentrations over the past two centuries
is due to human intervention, or more specifically, to our current industrial
and agricultural practices. For the first time in geological history, humanity
has changed the earth’s environment on a global scale, perhaps irreversibly.



Stratospheric Ozone Depletion

One of the most important of Earth’s trace gases is ozone (O3). Ozone is a
more reactive allotrope of molecular oxygen (O2), which is present in the
natural atmosphere in trace amounts at the parts per million level. Ozone
is important to the maintenance of life because it absorbs solar ultraviolet
radiation, which would otherwise be absorbed by biological molecules
termed chromophores, such as nucleic acids, thus damaging the genetic ma-
terial and photosynthetic capacity of the earth’s flora and fauna. About 90
percent of the ozone resides in the stratosphere, a region of the atmosphere
roughly 10–50 kilometers above the surface of the earth. If the atmosphere
were condensed down to sea-level pressure (1 atmosphere) and room tem-
perature (25�C), the ozone would make a layer about 3 millimeters thick.
This diffuse ozone layer, spread out principally in the lower stratosphere
between 15 and 25 kilometers altitude, is all that separates life on earth
from the sun’s damaging ultraviolet (UV) rays. Our atmosphere is trans-
parent to the least damaging of these rays, the UV-A region (wavelengths
from 320 to 400 nanometers), since ozone does not absorb at these wave-
lengths. UV-C (�280 nanometers) is absorbed completely by molecular
oxygen as well as by ozone, and hence none reaches the earth’s surface. UV-
B (280–320 nanometers), however, is only partially absorbed by the ozone
layer; therefore, the ground-level flux of UV-B depends critically on the
amount of ozone overhead. (See Table 3.2 for a classification of various
portions of the electromagnetic spectrum.)

In the stratosphere, oxides of nitrogen, hydrogen, chlorine, and
bromine act to limit the amount of ozone through catalytic cycles that re-
move a significant fraction of the ultraviolet-blocking compound. An-
thropogenic increases in the levels of nitrogen, chlorine, and bromine
oxides have greatly enhanced the ozone-destroying capacity of the strato-
sphere, and the halogen (chlorine and bromine) oxides lead to significant
seasonal loss of ozone over Antarctica each austral spring, an event now
known as the ozone hole.

One of the most pressing scientific questions in earth science today is:
How is ozone changing in the stratosphere and troposphere around the
globe? Observations show that, while the level of ozone is decreasing in
the lower stratosphere, it is increasing in the upper troposphere. Rising
levels of a host of trace gases within the last century have precipitated
changes in the earth’s global ozone balance at a rate never before observed.
Policymakers around the globe are now addressing this issue from a reg-
ulatory perspective in an attempt to curb the current rate of change in
both stratospheric and tropospheric ozone. Atmospheric scientists are
now confronted with a political mandate both to explain the earth’s ozone
balance, which has both natural and anthropogenic components, and to
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formulate sound policy choices on the basis of accumulated scientific ev-
idence.

The Development of the Stratospheric Ozone Issue:
Supersonic Transports
Concern was first raised in the 1960s that human activity could perturb the
ozone layer to an extent that could endanger life on earth. Professor Hal
Johnston of the University of California at Berkeley proposed that nitro-
gen oxides (NOx, consisting of NO and NO2) from the exhaust of pro-
posed fleets of supersonic transports that fly in the lower stratosphere
could pose a threat to the ozone layer globally (National Research Council
[NRC] 1975).While this fleet of supersonic jets could not possibly produce
nitrogen oxides at a level that would destroy significant amounts of ozone
on a molecule-for-molecule basis, NOx could potentially increase those
naturally occurring cycles in the stratosphere that limit ozone abundance
through the catalytic destruction of ozone. One such naturally occurring
cycle involving NOx is thought to be the major sink for ozone on a global
basis:

NO � O3 r NO2 � O2 (1)
Mechanism I NO2 � O r NO � O2 (2)

net: O3 � O r 2 O2

This cycle is most efficient in the middle stratosphere (around 40 kilome-
ters altitude, above the peak of ozone concentration), where free oxygen
atoms are sufficiently abundant to make this cycle a significant process for
the loss of ozone. In the lower stratosphere, below the peak of the ozone
layer and where the supersonic transports were designed to fly, free oxygen
atoms are scarce, and the following cycle dominates:

NO � O3 r NO2 � O2 (1)
Mechanism II NO2 � sunlight r NO � O (3)

O � O2 � M r O3 � M (4)

net: null cycle

In this cycle, where M is N2 or O2, NO2 is photolyzed by near-ultraviolet
and visible light to yield oxygen atoms, which then rapidly recombine to
form ozone. The overall result is a null cycle, in which ozone is regenerated
as fast as it is destroyed. Crucial concerns were the altitude at which the ni-
trogen oxides would be deposited into the atmosphere and how rapidly
they would be redistributed within the troposphere and stratosphere.
Therefore, this simple depiction of ozone photochemistry would indicate



that NOx deposited at higher altitudes would clearly represent a threat to
the ozone layer, whereas NOx deposited at lower altitudes (where the su-
personic transports fly) might not have a substantial effect. Since only a
few supersonic transports (the British-French Concorde and its Soviet
analogue, the Tu-144) were ever manufactured, the issue of the effect of
stratospheric transport on ozone became moot.

More recently, the issue of the effect of second- and third-generation
supersonic transports on the earth’s stratospheric ozone layer has been re-
visited. A series of aircraft studies, which have been funded by the U.S. Na-
tional Aeronautics and Space Administration (NASA), use a modified
high-altitude U-2 spy plane called the ER-2 to fly into the ozone layer (18–
20 kilometers altitude) and make measurements of the chemical compo-
sition of the lower stratosphere and upper troposphere. These studies have
shown that the catalytic cycles of ozone loss involving oxides of nitrogen,
hydrogen, chlorine, and bromine are interconnected in a complex way. A
more complete model of the ozone photochemistry of the stratosphere
and troposphere now includes hundreds of coupled chemical reactions.
The release of combustion products from high-speed aircraft can create
both positive and negative feedbacks on the various catalytic cycles that
control the abundance of ozone in the atmosphere, making evaluation of
the net effect of proposed fleets of these aircraft, flying at a variety of alti-
tudes over a wide range of atmospheric conditions of temperature and so-
lar illumination, a considerably more difficult question.

NASA has commissioned extensive research into the potential effects
of both subsonic and supersonic aircraft. In particular, the Atmospheric
Effects of Aviation Project has evaluated the potential impact of aircraft
that travel in both the troposphere and the stratosphere. The results of this
research affect whether or not the U.S. government and aircraft industry
will decide to fund the further development of such high-speed aircraft
(Penner et al. 1999).

Concern has also been raised about the contribution of other anthro-
pogenic sources of nitrogen oxides, including the use of nitrogen-based
fertilizers and the large-scale burning of forests and grasslands. Biomass
burning also contributes to increased levels of tropospheric ozone.

Another Threat to the Ozone Layer: Chlorofluorocarbons
Since 1974, attention has focused primarily on the ability of CFCs, chiefly
used in refrigerators, air conditioners, and Styrofoam insulation, to enter
the stratosphere and rise above the ozone layer, where ultraviolet light can
release their chlorine atoms (Rowland and Molina 1974). Most strato-
spheric chlorine comes from CFCs, rather than from naturally occurring
sources (such as volcanoes). The chlorine-catalyzed destruction of ozone
is a standard textbook example of chemical catalysis, known since the
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1930s (Hinshelwood 1933). In 1974 Mario Molina and Sherwood Rowland
postulated that a chlorine-based catalytic cycle analogous to NOx-cat-
alyzed ozone loss cycle depletes the stratospheric ozone layer. They won the
1995 Nobel Prize in chemistry for this work (Rowland and Molina 1974).

Cl � O3 r ClO � O2 (5)
Mechanism III ClO � O r Cl � O2 (6)

net: O3 � O r 2 O2

Using computer models originally developed to estimate the damage
to the ozone layer from NOx emissions, scientists began to elaborate on this
new theory of chlorine-catalyzed ozone depletion. It soon became clear
that there were key gaps in our understanding of stratospheric chlorine
chemistry, specifically in the rates of key reactions and the role of sec-
ondary chlorine reservoirs, such as ClONO2 and HOCl. While scientists
grappled with these questions in the late 1970s, politicians in the United
States debated the wisdom of placing limits on the manufacture of CFCs,
which are a highly profitable and generally quite useful class of industrial
compounds. Despite opposition from the chemical manufacturing indus-
try, the use of CFCs as aerosol propellants was outlawed in 1978 in the
United States, followed shortly by bans in Canada and Scandinavia. The
elimination of this “frivolous” use of CFCs proved to be a Pyrrhic victory,
since convincing evidence of the depletion of the ozone layer by CFCs was
not forthcoming; legislators were hesitant to curtail the main uses of CFCs
as refrigerants and cleaning solvents without such proof.

Although model calculations predicted relatively modest ozone deple-
tions in the middle stratosphere (on the order of a few percentage points)
over a period of decades, this small change eluded observations made dur-
ing the 1970s and 1980s (World Meteorological Organization [WMO]
1986). First, no long-term database on stratospheric ozone was then avail-
able to provide a global baseline, and second, the ozone layer is subject to
natural fluctuations much larger than the sought-after phenomenon. The
issue of chlorine-catalyzed ozone depletion faded from the newspaper
headlines and seemed destined to be relegated to history as either a false
alarm or, at best, a minor environmental curiosity with little effect on the
global ecosystem.

The Smoking Gun: The Antarctic Ozone Hole
In 1985, Farman et al. announced their findings of seasonal, dramatic de-
pletions of ozone in the lower stratosphere over Antarctica (Fig. 7.1a),
which were subsequently confirmed by archived NASA satellite data (Sto-
larski et al. 1986). This announcement provided the first publicly disclosed
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Figure 7.1 a: Total ozone observations over the Antarctic during the month of Oc-

tober in Dobson Units (DU) as measured by the British Antarctic Survey, 1957–95, and

NASA satellites (Backscatter Ultraviolet [BUV], Nimbus 7 TOMS and Meteor 3 TOMS),

1970–95. The BUV mission is a predecessor of the SBUV (Solar BUV) and SSBUV (Shut-

tle Solar BUV) missions. Data were provided by the British Antarctic Survey (J. Shanklin)

and the TOMS Ozone Data Processing Team, NASA Goddard Space Flight Center (P.

Newman and R. McPeters). Source: Redrawn from NASA/GSFC 2000a, Figure 11.01. b:

Annual maximum size of the Antarctic ozone hole in million square kilometers, 1978–

96. Data were provided by the TOMS Ozone Data Processing Team, NASA Goddard

Space Flight Center (P. Newman and R. McPeters). Source: Redrawn from NASA/GSFC

2000a, Figure 11.36.
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evidence for substantial perturbations to the ozone layer. The phenome-
non, observed using Dobson spectrometers during routine ozone studies
at Britain’s Halley Bay Antarctic Station, was promptly dubbed the “ozone
hole.” This ozone hole is characterized by a substantial loss (greater than
50% since 1983) of the total column of ozone over an area roughly coter-
minous with the Antarctic continent or Antarctic circle. Losses are sea-
sonal, appearing each austral spring in late September and persisting un-
til sometime between late October and early December. Ozone loss is
greatest at approximately 15–19 kilometers altitude (over 95% loss during
some years), with substantial loss throughout the lower stratosphere (14–
22 kilometers) (see Fig. 7.2 and Nardi et al. 1999).

The lower stratosphere also experiences dense polar stratospheric
clouds (PSCs) throughout the polar winter and persisting into the early
spring. These clouds are thought to provide sites upon which rapid het-
erogeneous reactions can convert the comparatively inert reservoirs of in-
organic chlorine, HCl and ClONO2, into the much more photochemically
active species Cl2 and HOCl, which can be rapidly photolyzed to chlorine
atoms as soon as the sun appears over the horizon during the austral
spring. The following two reactions, thought to be primarily responsible
for this “reservoir exchange,” occur on the surface of polar stratospheric
clouds during the long polar night:

ClONO2 � HCl r Cl2 � HNO3 (7)
ClONO2 � H2O r HOCl � HNO3 (8)

Figure 7.2 Ozone altitude profiles in August

and October as measured by balloon-sondes at Mc-

Murdo Station, Antarctica, 1997. Note that by Oc-

tober the ozone has been completely removed

from altitude range 15–19 kilometers and mostly

depleted just above and below these altitudes.

Source: Data courtesy of Bruno Nardi, National

Center for Atmospheric Research, Boulder, Col-

orado.



Without reactions such as 7 and 8 to convert relatively inert chlorine into
a more reactive form, stratospheric ozone depletion via chlorine catalysis
could not occur.

SO2 emitted by the 1991 eruption of the Mount Pinatubo volcano in
the Philippines seems to have generated a high concentration of stratos-
pheric sulfate aerosols, which also served as surfaces upon which hetero-
geneous chemistry could take place, analogous to the PSCs (see Box 7.1).
Satellite data (Gleason et al. 1993) and models indicate that global ozone
depletions on the order of a few percentage points resulted from the in-
teraction of high stratospheric chlorine loading (a recent phenomenon;
CFCs have been manufactured only since the 1930s) with volcanically in-
duced aerosol formation (a naturally occurring phenomenon).

The 1987 Antarctic Atmospheric Ozone Experiment (AAOE) sampled
the polar ozone layer during the formation of the ozone hole, using NASA’s
ER-2 aircraft to carry a suite of instruments into the polar stratosphere. Si-
multaneous measurements were made of ozone and the reactive radical
species ClO and BrO. Radicals are chemical species that contain an odd
number of electrons and are thus especially reactive. These data demon-
strated an association between high levels of halogenated species and low
levels of ozone and gave strong support to the theory that chlorine- and

B O X  7 . 1
Stratospheric Ozone Depletion
Is Accelerated by Other
Atmospheric Changes

Our quantitative understanding of strato-

spheric ozone depletion is now well estab-

lished in terms of ozone loss catalyzed by

halogens (chlorine and bromine). However,

other processes that affect the conditions

under which this chemical ozone loss occurs

can have a significant influence on the

amount of ozone destroyed. In particular,

processes that affect aerosol loading and

temperature in the stratosphere can substan-

tially accelerate the rate of ozone loss. For

example, the eruption of Mount Pinatubo in

1991 produced sulfate aerosols in the

stratosphere that provide surfaces analogous

to those of the icy polar stratospheric clouds

(PSCs) over the South Pole. These surfaces fa-

cilitate chemical reactions that accelerate the

destruction of ozone at latitudes too warm

to produce PSCs. The increase in greenhouse

warming gases also affects the chemistry of

stratospheric ozone depletion. While green-

house gases warm the earth’s surface, they

also act to cool the stratosphere. A cooler

stratosphere would accelerate the rate of

certain mechanisms of ozone loss (such as

mechanism IV) and perhaps allow the spatial

extent of the Antarctic ozone hole (which

has reached its maximum at the margins of

the Antarctic winter polar vortex; see Fig.

7.1b) to increase, leading to significant

ozone loss at lower latitudes. A further con-

cern is that colder temperatures in the Arctic

would allow the formation of larger, water-

encased type II PSC particles in the Northern

Hemisphere, possibly leading to the regular

seasonal appearance of an ozone hole over

the North Pole as well (Shindell et al. 1998).
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bromine-catalyzed reactions are responsible for the more than 50 percent
loss of ozone over the South Pole each austral spring (Anderson et al. 1989,
1991). Subsequent missions of the ER-2 to the Arctic stratosphere during
the winters of 1988–89, 1991–92, and 1999–2000 confirmed that similar
chemical preconditions for significant polar ozone loss also exist in the
Northern Hemisphere.

After the discovery of the Antarctic ozone hole in 1985, it was quickly
realized that conventional numerical models for stratospheric ozone de-
pletion were incapable of explaining the comparatively sudden, large
ozone losses experienced over several weeks each austral spring. The weak
polar UV radiation field in the lower stratosphere during the early spring
is incapable of providing sufficient quantities of free oxygen atoms to sup-
port mechanism III (above), which was originally proposed to explain
stratospheric ozone losses at higher altitudes. Also, models that did not yet
include heterogeneous chemical reactions on PSCs were incapable of ex-
plaining the large quantity of photochemically “active” chlorine species
required to account for the sudden ozone loss.

In 1986 Molina and Molina (1987) proposed the following catalytic
cycle as a mechanism for polar ozone depletion:

2 (Cl � O3 r ClO � O2) (5)
ClO � ClO � M [ ClOOCl � M (9)

Mechanism IV ClOOCl � sunlight r Cl � ClOO (10)
ClOO � M r Cl � O2 � M (11)

net: 2 O3 r 3 O2

This mechanism allows for the rapid depletion of ozone without necessi-
tating the presence of free oxygen atoms, required in prior mechanisms
proposed to account for the loss of stratospheric ozone. One feature that
made it attractive as a candidate for explaining the sudden ozone losses is
that the association reaction (reaction 9, where M is N2 or O2) proceeds
faster at the much lower temperatures encountered in the polar lower
stratosphere (whereas most other mechanisms would proceed too slowly
under these conditions). In addition, the photolysis step (reaction 10) ex-
plains why the ozone loss begins only after the sun reappears over the hori-
zon in August and September after the long Antarctic polar night.

Since the rates of reactions 5 and 11 are comparatively fast, we can say
that reactions 9 and 10 are both rate limiting and form a photochemical
steady state between the rates of dimer formation and destruction. The
overall rate of the catalytic cycle, and hence of depletion of polar ozone,
depends on the photochemical balance between ClO and its dimer. Within



the chemically perturbed Antarctic polar vortex, the inorganic chlorine
(Clx) budget is dominated by the reservoirs ClO and ClOOCl, rather than
HCl and ClONO2, as is the case elsewhere in the unperturbed stratosphere
(Kawa et al. 1992).

Not only is the ozone hole devoid of most of the naturally occurring
ozone in the lower stratosphere, it is also depleted of nitrogen oxides (Fa-
hey et al. 1989). The “denitrification” of the Antarctic stratosphere is ac-
complished by the following sequence of reactions, where M is N2 or O2:

NO2 � O3 r NO3 � O2 (12)
NO2 � NO3 � M [ N2O5 � M (13)
N2O5 � H2O r 2 HNO3 (14)

N2O5 is the anhydride of nitric acid; as soon as it comes in contact with
water, either in the gas phase or more rapidly on the surface of PSC parti-
cles, it will form its corresponding acid. Much of the nitric acid forms a
solid trihydrate, which forms the basis of type I PSC particles, and also
forms the core of PSC type II particles, which are essentially type I parti-
cles enveloped in a thick casing of water ice when the temperature drops a
few degrees cooler. This process effectively denitrifies the polar lower
stratosphere; in the Antarctic, sedimentation of PSC type II particles re-
moves nitrates from the stratosphere, while in the Arctic the erratic nature
of the polar vortex allows incursions of nitrified air from farther south into
the polar regions. Low levels of NO2 are required for the rapid removal of
ozone observed over the Antarctic, since NO2 rapidly reacts with ClO to
form ClONO2; this reaction removes ClO from the catalytic cycles and
stops the ozone loss. In the absence of interfering reactions with nitrogen
oxides, which are in abnormally low concentration in the polar vortex, the
catalytic cycle operates virtually in isolation.

Another halogen-catalyzed mechanism proposed by McElroy et al.
(1986) posits that bromine radicals from halons (used primarily in fire ex-
tinguishers) react synergistically with chlorine radicals to deplete the
ozone layer rapidly:

Cl � O3 r ClO � O2 (5)
Mechanism V Br � O3 r BrO � O2 (15)

BrO � ClO r Br � Cl � O2 (16)

net: 2 O3 r 3 O2

In this mechanism, reaction 16 is rate limiting. Reaction 16 is actually a
composite, since the reaction between ClO and BrO proceeds via three re-
action pathways,
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BrO � ClO r Br � OClO (16a)
BrO � ClO r Br � ClOO r Br � Cl � O2 (16b)
BrO � ClO r BrCl � O2 r Br � Cl � O2 (16c)

only two of which (16b and 16c) contribute to the overall depletion mech-
anism. Since ClOO rapidly dissociates thermally (reaction 11) and BrCl
photolyzes quite rapidly even in the polar twilight, the net products of
channels 16b and 16c are the same, and the rate of this cycle simply be-
comes the sum of the rates of reactions 16b and 16c.

A third mechanism was proposed by Solomon et al. (1986) to account
for the observed loss of polar ozone, involving the synergistic reaction of
chlorine radicals and oxides of hydrogen:

Cl � O3 r ClO � O2 (5)
OH � O3 r HO2 � O2 (17)

Mechanism VI ClO � HO2 r HOCl � O2 (18)
HOCl � sunlight r OH � Cl (19)

net: 2 O3 r 3 O2

Simultaneous measurements of ozone, ClO, and BrO, along with other
relevant parameters such as temperature and pressure, allow one to com-
pare the calculated rates of ozone loss from the first two of these mecha-
nisms with the observed rates of loss. Such measurements made during the
1987 AAOE indicate that the observed rates of ozone loss agree to within
experimental error with those calculated from the simultaneously ob-
served concentrations of radicals and the experimentally derived rate con-
stants for the rate-determining steps of mechanisms IV and V. Mechanism
IV accounts for about three-quarters of the loss of polar ozone, and mech-
anism V accounts for most of the balance. Although measurements of the
oxides of hydrogen were not made during this mission, reasonable esti-
mates of stratospheric HO2 abundances lead one to conclude that mecha-
nism VI is unlikely to account for more than about 5 percent of the ob-
served ozone loss.

Perhaps the most important feature of each of these photochemical
cycles is that they are catalytic. Radical intermediates are both consumed
and regenerated within each cycle, such that each cycle can go round and
round many times before a competing reaction interferes with the cycle
(such as chlorine atoms reacting with methane, CH4, to form HCl, a pho-
tochemically inactive species in the lower stratosphere). For example, the
reaction rates within the Antarctic polar vortex are such that each chlorine
atom can remove approximately 100,000 ozone molecules before forming
an inactive HCl molecule. This means that the polar catalytic cycles pro-



vide an amplification factor of 105, so that a very small amount of chlorine
(a few parts per billion) can remove much larger amounts of ozone (sev-
eral parts per million).

The Global Extent of Stratospheric Ozone Depletion
Further concern was raised by the finding of the Ozone Trends Panel that
ozone is also thinning at midlatitudes, as measured by the NASA Total
Ozone Mapping Spectrometer (TOMS) satellite instrument (WMO 1990).
The panel concluded in 1988 that, not only is the ozone layer thinning over
heavily populated midlatitudes on the order of 1–6 percent per decade, but
also the rate at which it is thinning is increasing. The fact that the loss is
greatest at higher latitudes in the lower stratosphere during the winter
leads one to speculate whether there might be a causal connection between
losses of polar ozone and seasonal depletion of midlatitude ozone.

During the late 1980s, the ozone-destroying capacity of the ozone hole
seemed to be rising slowly, following the steady increase in the release of
CFCs and, consequently, the total chlorine budget of the atmosphere. Dur-
ing the mid-1990s, the spatial extent of the ozone hole seems to have
reached a maximum limit, constrained by the size of the Antarctic polar
vortex, roughly the size of the Antarctic continent (see Fig. 7.1b). However,
ozone losses are now appearing at both higher and lower altitudes within
the ozone hole, such that by late October all of the ozone between 14 and
22 kilometers has been photochemically removed. When the polar vortex
breaks apart in the late austral spring (October through early December),
this ozone-poor air mixes with the surrounding ozone-rich air and effec-
tively dilutes the ozone levels over most of the Southern Hemisphere.
Heavily populated regions of the Southern Hemisphere, in particular
southeastern Australia, have reported significant losses of local ozone
throughout the month of December. These seasonal losses can be expected
to continue throughout much of the twenty-first century.

Ozone Loss in the Arctic
All of the chemical, meteorological, and dynamical preconditions that
contribute to the formation of an ozone hole over the South Pole are also
present at the North Pole, allowing for the possibility of seasonal reduc-
tions in ozone and consequent increases in the UV flux in the Arctic. Sig-
nificant populations live in the Arctic and sub-Arctic regions of the North-
ern Hemisphere (while the subpolar region of the Southern Hemisphere
is comparatively sparsely populated), and these populations are more ge-
netically predisposed to skin cancers (especially the light-skinned Scandi-
navians and Celts) than are their neighbors to the south.

In general, the temperatures are not usually as cold over the Arctic
Ocean as over the Antarctic continent, and the polar vortex is not usually
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as strong. These meteorological conditions lead one to expect that the loss
of ozone would not be as severe over the North Pole as in the south, since
extremely cold lower stratospheric temperatures and an intact polar vor-
tex are preconditions for the chemical processing that defines an “ozone
hole” event. However, in March 1997, two TOMS instruments on the U.S.
Earth Probe and Japanese Advanced Earth Observing System (ADEOS)
satellites observed significant losses of ozone over the North Pole during
an unusually cold late winter and early spring. Color images of these data
(polar projections centered about the North Pole) are publicly available at
the TOMS website (NASA/Goddard Space Flight Center [GSFC] 2000b).
These observations have been confirmed by the European Space Agency’s
Global Ozone Monitoring Experiment (GOME) instrument, which also
monitors ozone levels globally.

In the springs of 1997 and 2000, the temperatures over the North Pole
were sufficiently low and the dynamical strength of the polar vortex was
sufficiently high that “ozone hole” events, similar to the one first publicly
identified by Farman et al. in 1985 over the South Pole, were observed in
the Northern Hemisphere. The extremely cold temperatures and dynam-
ical stability of the vortex establish the meteorological preconditions un-
der which photochemical depletion of ozone takes place. Although the
sizes of these ozone holes at the North Pole were not as large as those over
the South Pole, a recent cooling trend in the lower stratosphere would in-
dicate that similar ozone losses could be expected over the next few decades
(see Box 7.1).

Modeling the Effects on Human Health 
of Stratospheric Ozone Depletion
The principal concern about stratospheric ozone depletion is that ozone
loss will lead to enhanced levels of UV-B radiation, which may damage bi-
ological systems, many of which are very sensitive to UV-B flux. One of the
marvels of nature is that DNA absorbs strongly in the UV-B region, with
its absorption spectrum paralleling that of ozone; it is as if ozone provides
a perfect umbrella to shield biological matter, wavelength for wavelength,
from the sun’s damaging UV-B. Figure 7.3 shows the absorption spectra
for DNA (Setlow 1974), as well as the solar flux at the earth’s surface for a
“normal” atmosphere and one in which the ozone layer has been depleted
by 30 percent (Anderson and Lloyd 1990). As the ozone layer is depleted,
considerably more UV-B reaches the surface. It is the overlap of the ground-
level flux and the relevant “action spectrum” (the wavelength-dependent
measure of biological effects) that is important in predicting the conse-
quences of enhanced UV-B.

Potential biological consequences of stratospheric ozone depletion in-
clude an increased incidence of nonmelanoma skin cancers, hastening of



cataract formation, disruption of the aquatic food chain, and crop damage
(Emmett 1986). In addition to attempting to predict the future course of
global ozone depletion, one would also like to know what the potential
consequences of such ozone depletion might be and how we can attempt
to prepare for such consequences to both human health and the global en-
vironment. In recent years great strides have been made in understanding
the link between UV-B exposure and nonmelanoma skin cancers (one of
the few cases in which a direct biochemical mechanism for carcinogenesis
is known), but most of the other risks to human health are relatively poorly
understood. Of particular interest is suppression of the human immune
response by excessive UV-B exposure and the resulting increased suscepti-
bility to bacterial and viral infections.

In assessment of the human health effects of stratospheric ozone loss,
numerical models have been useful in predicting changes in ambient UV
insolation; however, other factors such as individual susceptibility, genetic
predisposition, and personal behavior defy simple mathematical analysis.
A primary biological assumption is that UV-B light can damage the DNA
molecule via pyrimidine dimer formation or other covalent modification
of the DNA helix (Francis et al. 1988). The hydrogen bonding of the DNA
bases is shown in Figure 7.4. Pyrimidine bases cytosine (C) and thymine
(T) pair up with guanine (G) and adenine (A), forming three or two hy-
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Figure 7.3 Relative DNA absorption spectrum

(Setlow 1974) and ground-level solar UV-B flux (ar-

bitrary units; Lloyd et al. 1994). Note that when the

ozone abundance is reduced by 30 percent, the

ground-level solar UV-B flux increases dramatically

at shorter wavelengths. Source: Redrawn with per-

mission from Lloyd 1993a, Figure 1. © The Lancet

Ltd.
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drogen bonds (respectively) and the well-known spiral staircase double
helix. Each base is like a step along the spiral staircase, positioned approx-
imately 30� apart and slightly inclined at a 15� angle. If two pyrimidines
happen to be adjacent, ultraviolet light can activate the double bond lo-
cated at the 5–6 position on either base unit, resulting in cross-linking be-
tween the two bases. This covalent modification of the DNA strand, either
a CUC, CUT, or TUT linkage, appears in a variety of forms; the best un-
derstood are the dithymine dimers.

A second assumption is that photochemical modification of DNA can
result in deleterious biological consequences, such as nonmelanoma skin
cancers (Scotto 1986; Longstreth et al. 1998) and damage to crops (Tera-
mura 1986; Caldwell et al. 1998) and aquatic life (Thomson 1986; Häder
et al. 1998). Setlow (1974) first reported that the absorption spectrum of
DNA parallels the action spectrum for skin erythema in the UV-B region.
Peak et al. (1984) more recently reported that the action spectra for lethal-
ity and mutagenesis of Escherichia coli exposed to UV light correspond to
the DNA absorption spectrum, leading to the conclusion that these effects
proceed via photochemical alteration of the DNA molecule.

A third assumption is that the biological effects of stratospheric ozone
depletion scale linearly with changes in exposure to ground-level biologi-

Figure 7.4 DNA base pairing of pyrimidine and

purine bases. Source: Reproduced with permission

from Lloyd 1993b, Figure 3.2.



cally effective dosages of UV-B light. Several studies have shown that the
incidence rates for both nonmelanoma and melanoma skin cancers corre-
late inversely with latitude. Both Rundel (1983) and Scotto et al. (1982)
took this a step further and compared data on the incidence of basal and
squamous cell skin cancers in the United States to establish the linearity of
the UV-B dose-response relationship.

Using the DNA absorption spectrum as the action spectrum for cer-
tain phenomena (such as nonmelanoma skin cancers), one finds that, for
small ozone depletions (less than 5%), each 1 percent decrease in strato-
spheric ozone leads to about a 2 percent increase in biologically accumu-
lated dosage (BAD). However, at larger ozone losses, the overlap integral
between the action spectrum and the enhanced solar flux begins to in-
crease exponentially; thus, a 10 percent ozone reduction results in a 24 per-
cent increase in BAD, a 30 percent loss will result in a doubling, and a 50
percent loss yields a quadrupling. In the light of the significant polar ozone
losses observed over the past decade (the Antarctic ozone hole), this non-
linearity of the biological consequences of ozone depletion should not be
overlooked.

There are conflicting data in the literature connecting the loss of
stratospheric ozone with increased ground-level UV-B radiation. Obser-
vations of ground-level UV-B flux using a network of Robertson-Berger
meters failed to confirm the rise in ground-level UV-B as predicted by
models using the TOMS satellite data (Scotto et al. 1988). Increased tro-
pospheric ozone and aerosols (photochemical smog), cloud variability,
questions about instrument calibration, and the lack of a well-established
baseline are all factors implicated in accounting for this apparent discrep-
ancy. More recently, a Canadian network of carefully calibrated Brewer
spectroradiometers showed a correlation between diminishing abun-
dances of atmospheric ozone and increases in ground-level UV-B fluxes
(Kerr and McElroy 1993).

The Effects of UV-B Radiation on Human Skin
Of all the health-related consequences of enhanced UV insolation, non-
melanoma (basal and squamous cell) skin cancers provide the most firmly
established link between UV exposure and biological consequences. Epi-
demiological data indicate that the risk of nonmelanoma cancers is corre-
lated with cumulative lifetime UV exposure (Scotto et al. 1982). These car-
cinomas are thought to be initiated by UV-induced pyrimidine dimers or
other covalent modification of the DNA strand (Saito et al. 1983). Since
DNA appears to be the absorbing chromophore responsible for carcino-
genesis, its absorption spectrum can be used as a model action spectrum
(see also de Gruyl and van der Leun 1992).

A numerical model was developed to correlate epidemiological data of
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nonmelanoma skin cancer incidence with annual BAD of UV-B (see Lloyd
et al. 1994, Fig. 9), which is a strong function of latitude (Scotto and Frau-
meni 1982). Comparison of the modeled BAD of UV-B light at 30–50 de-
grees north latitude with epidemiological data from the National Cancer
Institute (NCI)’s study of nonmelanoma skin cancer incidence rates from
June 1977 to May 1978 confirms the linearity of the dose-response rela-
tionship (Lloyd et al. 1994). Figure 7.5 illustrates the latitudinal depen-
dence of the model-based estimates of the annual incidence rate per
100,000 population for nonmelanoma skin cancers. Also plotted are the
annual age-adjusted incidence rates for nonmelanoma skin cancer (both
basal and squamous cell) for the white population of North America (30–
50 degrees north latitude) from the 1971–72 Third National Cancer Sur-
vey and the NCI’s 1977–78 survey of nonrecurring skin cancers, with the
incidence rate for males plotted as the upper “error bar” limit for each lo-
cation and the incidence rate for females as the lower limit (Scotto et al.
1982). The earlier dataset indicates slightly lower incidence rates, which is
consistent with the steady rise in nonmelanoma incidence rates during the
six-year interval between the two studies.

At the equator the sun is directly overhead at midday, but at higher lat-
itudes the midday sun is lower in the sky and passes through a much longer
optical path of ozone, resulting in lower ground-level flux of UV-B. A sub-
tle conclusion of this modeling is that a small loss of ozone at the equator
provides as much additional biologically effective UV-B as a much larger
loss of ozone at higher latitudes (Fig. 7.6). For example, a 10 percent loss
of ozone at the equator will produce the same absolute annual increase in

Figure 7.5 Latitudinal dependence of the esti-

mated annual incidence rate for nonmelanoma

skin cancers, per 100,000 population. See discus-

sion in text. Source: Redrawn with permission from

Lloyd 1993b, Figure 3.5.



the BAD as a 30 percent loss at 50 degrees north latitude. NASA has re-
ported ozone losses of 2–3 percent in the tropics during 1991–92, possi-
bly as a consequence of the eruption of Mount Pinatubo (Gleason et al.
1993). A 2 percent loss of ozone in the tropics is commensurate with a 6
percent ozone loss at 50 degrees north latitude; therefore, we can say that
most of the Northern Hemisphere and tropics experienced a roughly
equivalent absolute increase in the BAD of UV-B during this period. For
temperate latitudes, each 10 percent increase in the nonmelanoma inci-
dence rate among whites corresponds to a shift in latitude of 1.8 degrees
equatorward (approximately 400 kilometers).

Although there is also a latitudinal gradient in the incidence of malig-
nant melanoma (Scotto and Fraumeni 1982), this cancer seems to be well
correlated not with total lifetime exposure, but rather with one or more se-
vere overexposures (Scotto et al. 1982). Melanoma is of particular concern
because of its current rapid rise in incidence. Other UV-related skin dis-
orders (Emmett 1986) include precancerous actinic keratosis (which can
develop into squamous cell carcinomas), actinic elastosis and photoaging
of the skin, and simple solar erythema (sunburn).

Common-sense adaptive behaviors are to be recommended, especially
to those genetically predisposed to a higher risk (fair-skinned individuals
who burn easily rather than tan and those with green or blue eye color),
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such as wearing UV-B-blocking sunglasses, wearing additional protection
from the sun (e.g., sunscreen or additional clothing or hats) when antici-
pating lengthy exposures to sunlight, and limiting time of exposure to the
sun, especially during the summer months and at midday, when the sun’s
UV rays are the strongest. Parents should be encouraged to enforce these
adaptive behaviors on their children. Patients taking photosensitizing
medications (including tetracycline antibiotics, tricyclic antidepressants,
barbiturates, estrogen, griseofulvin, isotretinoin, 8-methoxypsoralen, oral
contraceptives, phenothiazines, sulfonamides, sulfonylureas, and thiazide
diuretics) can have an enhanced susceptibility to sunburn and blistering
and potentially also to nonmelanoma skin cancers and should be advised
to exercise caution in their exposure to sunlight (Emmett 1986).

The Effects of UV-B Radiation on the Human Eye
Another significant concern of increased UV exposure is damage to vari-
ous portions of the eye. Although the case for UV-induced damage to the
eye is not as well established as is the case for skin cancers, a wealth of re-
cent studies has provided substantial support in favor of a causal link.

The cornea absorbs almost all radiation below 290 nanometers and a
portion of the remaining UV-B and is virtually transparent to UV-A (Boett-
ner and Wolter 1962). Corneal photokeratitis (“snow blindness”) has long
been associated with exposure to UV-B (Rosenthal et al. 1985). More re-
cently, pterygium and climate droplet keratopathy have been associated
with UV exposure (Taylor et al. 1989).

The lens strongly absorbs UV-B, effectively shielding the retina from
UV-B, while passing much of the UV-A (Boettner and Wolter 1962). While
it has long been assumed that cataract formation is linked to cumulative
exposure to sunlight (Zigman 1983), only recently has this link been
more firmly established, both on biochemical and epidemiological levels.
The mechanism of cataract formation is thought to originate in the UV-
induced photochemical alteration of free and protein-bound tryptophan
in the lens (van Heyningen 1976). Kynurenine photooxidation products of
tryptophan may be responsible for lens protein aggregation via intermo-
lecular cross-linking (Grover and Zigman 1972), as well as excessive pig-
mentation in brunescent nuclear cataracts (Taylor et al. 1988). Eyesight is
impaired by significant scattering (by protein aggregation) or absorption
(by pigmentation) of light. Recent epidemiological studies have found that
high cumulative levels of UV-B exposure significantly increase the risk of
cortical (Taylor et al. 1988) and posterior subcapsular cataracts (Bochow
et al. 1989), as well as more severe (Hiller et al. 1986) or brunescent (Zig-
man et al. 1979) nuclear cataracts.

Only individuals whose lens has been surgically removed seem to be
at any risk from UV-B damage to the retina, since the lens effectively filters



out all UV-B. Age-related macular degeneration is not associated with cu-
mulative exposure to UV (West et al. 1989). However, patients who re-
ceived a polymethylmethacrylate intraocular lens (which absorbs all UV-
B) with an additional UV-A-absorbing chromophore bonded to the
implanted lens had a significantly decreased incidence of cystoid macular
edema (Kraff et al. 1985).

Intraocular melanomas do not exhibit a strong latitude-dependent
gradient, as do both melanoma and nonmelanoma skin cancers (Scotto
et al. 1976). Nevertheless, UV exposure is an important risk factor for
melanoma of the uveal tract (iris, ciliary body, and choroid) (Tucker et al.
1985).

Chlorofluorocarbon Regulation: An International
Policy Success Story
A series of international treaties has resulted in near-global agreement to
ban the further manufacture and use of CFCs. Under the auspices of the
U.N. Environmental Programme, several international agreements to re-
strict the use of substances implicated in stratospheric ozone depletion
have been reached (Benedick 1991). The 1985 Vienna Convention on the
Protection of the Ozone Layer led directly to the 1987 Montreal Protocol
on Substances That Deplete the Ozone Layer. Subsequent revisions in Lon-
don in 1990 and in Copenhagen in 1992 called for the manufacture of all
fully halogenated CFCs to cease by the end of the decade, with the gradual
phaseout early in the twenty-first century of hydrogenated CFCs (HCFCs),
which are less potentially damaging to the ozone layer than are CFCs and
which are to be used as temporary replacements for them. Developing
countries were given an extra decade in which to implement these changes,
which consist primarily of changing the cooling mechanism for refrigera-
tors and air conditioners to adjust to non-CFC coolants. The success of
what has come to be called the “Montreal process” in regulating the man-
ufacture of CFCs has led many to suggest that this process be considered a
model for future international cooperation in developing and implement-
ing an environmental consensus (see Chapter 6).

The Future of the Earth’s Ozone Layer
Although the chlorine burden of the atmosphere is expected to begin to
decrease after the turn of the millennium, the long atmospheric lifetime of
CFCs (up to two centuries) means that the gradual recovery of the earth’s
ozone layer will span several generations before the atmospheric chlorine
level approaches pre-1970s levels (WMO 1991). Assuming global compli-
ance with the treaties, the stratospheric ozone layer will return to its “nat-
ural” state by the middle of the twenty-first century. Since many of the
health consequences of enhanced UV-B are related to cumulative exposure
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over several decades, this means that the medical community must prepare
to deal with these issues well into the twenty-first century.

Acid Deposition

Another aspect of global environmental change based on the changing
chemistry of our atmosphere is the issue of acid deposition (Elsom 1992).
This process is often commonly referred to by the term acid rain, which ac-
tually accounts for only part of the problem. In addition to the increasing
acidity of rainwater downwind of urbanized areas (acid rain), particulate
matter with a high acidity can deposit on plants and other surfaces in a
process called dry deposition. Both the wet and dry processes together make
up the issue of increased acid deposition.

“Normal” rainwater is always slightly acidic (about pH 5.6, where 7.0
is neutral and lower pH indicates higher acidity) because of the naturally
occurring CO2 in the atmosphere. Carbon dioxide is the anhydride of car-
bonic acid (H2CO3), which is formed when CO2 is dissolved in liquid rain
droplets. This carbonic acid naturally dissociates to an extent determined
by the pKa (acid dissociation constant) of carbonic acid, releasing acidic
hydronium ions (H3O�) into the rainwater in the following sequence of
reactions:

CO2(g) � H2O(l) [ CO2(aq) � H2O(l) (20)
CO2(aq) � H2O(l) [ H2CO3(aq) (21)
H2CO3(aq) � H2O(l) [ HCO3(aq) � H3O�(aq) (22)

Each of the above reactions is an equilibrium reaction, and the abbrevia-
tions (g), (l), and (aq) refer to the phases—gas, liquid, and aqueous, re-
spectively. One could, in principle, force the equilibria to the right and
increase the acidity of rainwater by increasing the CO2 content of the at-
mosphere. However, observations of increased rainwater acidity in indus-
trialized areas (pH of less than 5.0) indicate that industrial CO2 emissions
cannot be the culprit here, since even a doubling of the CO2 partial pres-
sure would not decrease the pH of the rainwater below 5.0.

Analysis of acidic rainwater shows that the increased acidity is due to
oxides of both nitrogen and sulfur produced in industrial combustion pro-
cesses. High temperatures inside internal combustion engines (including
automobile engines) have sufficient energy to break the strong nitrogen-
nitrogen triple bond in molecular nitrogen gas (N2), forming oxides of ni-
trogen (collectively known as NOx, including NO, NO2, and NO3) by their
reaction with molecular oxygen. Other nitrogen-containing impurities in
fossil fuels can also lead to NOx formation during combustion. Naturally
occurring sulfur impurities, commonly found in coal and oil, lead to the
production of foul-smelling sulfur dioxide (SO2) during combustion. De-



pending on the source of the coal, sulfur content varies from about 0.5 per-
cent to 5 percent by mass. The sulfur content of oil is similarly variable;
Middle Eastern oil is low in sulfur content, whereas oil from Venezuela is
relatively high. Refined gasoline is comparatively clean, containing only a
few hundredths of a percent sulfur. Many metals exist in nature in combi-
nation with sulfur. The refining of these mineral ores by smelting in air at
high temperatures also releases significant amounts of gaseous SO2 into
the air. Altogether, human activity releases over 200 million tons of SO2 to
the atmosphere globally each year, or over 20 times the “natural” back-
ground emission rate of SO2 from volcanoes and biological activity.

Subsequent photochemical oxidation of NOx and SO2 leads to the for-
mation of nitrogen- and sulfur-containing oxoacids, most notably nitric
acid (HNO3), sulfurous acid (H2SO3), and sulfuric acid (H2SO4). These
acids are considerably stronger than carbonic acid and can lead to the ob-
served rainwater acidities below pH 5.0.

Figure 7.7 illustrates the 1999 pH values of precipitation over the con-
tinental United States, the eastern half of which has been acutely affected
by acid rain since about the 1930s. The area east of the Mississippi River is
characterized by rainwater pH levels below 5.0. In addition, the rainfall in
the highly industrialized Ohio River valley and most of Pennsylvania and
upstate New York can reach a pH of less than 4.3. For comparison, this is
about the same pH as beer, wine, or tomato juice. Exceptionally low pH
values, as low as 2.0 (more acidic than lemon juice), have been occasion-
ally measured during rainstorms; since the pH scale is logarithmic (pH �
�log[H�]), this means that the acid concentration is over a thousand
times what would be expected from an unpolluted atmosphere!

One of the primary concerns with acid deposition is that the effects are
not always felt where the problem originates. What was originally thought
to be a local, urban industrial problem has turned out to be a regional air
pollution problem. High smokestacks, which are sometimes legally man-
dated to prevent factory exhausts from becoming a local nuisance, con-
tribute to pollution problems downwind (see also Chapter 13). Weather
systems often carry smokestack plumes and clouds hundreds of kilome-
ters and across borders before depositing the acidified rainwater. This can
result in much political argument between those who bear the brunt of the
acid deposition and those who rely upon the industrial output that gener-
ates the pollution (Elsom 1992). For example, coal- and oil-burning fac-
tories in the heavily industrialized U.S. Midwest are largely responsible for
the acid deposition in the U.S. Northeast, not more local sources. Almost
80 percent of the acidic sulfur compounds (mostly H2SO4, which is the
largest contributor to acid deposition) in the atmosphere over Sweden is
thought to originate outside its borders, primarily from industrial sources
in Britain, the Ruhr Valley, and Eastern Europe.
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The Consequences of Acid Precipitation
Two of the most prominent ecological consequences of increased acid pre-
cipitation are damage to forest ecosystems and freshwater fish habitats.
Forests may be damaged not only directly by the combined effect of in-
creased acidity of the ground water and damage to the leaves and needles
by wet and dry deposition, but also indirectly by the leaching of soil nu-
trients, reduced availability of nitrogen, and decreased soil respiration. The
effects of acid rain on forest ecosystems are especially evident in the north-
eastern United States, southern Scandinavia, and central Europe. Fresh-
water fish have been adversely affected by the declining pH of their eco-
systems, both directly because of the toxicity of the excess acidity and
indirectly by the loss of other organisms crucial to their food chains, such
as pH-sensitive algae. A particularly good example of acid rain–induced
ecological disaster is the collection of several hundred small lakes in the
Adirondack Mountains of New York. In the 1930s, almost all of the lakes
were populated with freshwater fish and only a handful had a pH of less

Figure 7.7 Hydrogen ion concentration as pH from measurements made at the Cen-

tral Analytical Laboratory, 1999. The original map was produced by the National At-

mospheric Deposition Program (NADP) (NRSP-3)/National Trends Network (2000). NADP

Program Office, Illinois State Water Survey, 2204 Griffith Dr., Champaign, Illinois 61820.

Source: Reproduced from NADP 2000 converted to gray scale by Bob Larson, NADP.



than 5.0. By the mid-1970s, half of the lakes had a pH below 5.0, and 90
percent of these no longer supported fish populations.

The environmental consequences of acid deposition are sometimes
not felt immediately but may be delayed years or decades, depending on
the natural buffering capacity (ability to neutralize the acid rain) of the
soils or lakes. For example, small lakes and streams in Vermont and New
Hampshire underlain by granite rockbeds have a poor natural buffering
capacity as compared to those underlain by limestone (CaCO3, a naturally
occurring base that can neutralize acid precipitation) in the soil and lake
beds and are thus particularly sensitive to ecological damage by acid pre-
cipitation. Once the buffering capacity of the water or soil is exhausted, the
pH begins to plummet. This can result in sometimes sudden ecological
consequences, such as large-scale fish kills, as the lake is literally titrated to
a lower pH by the acid deposition, in analogy to the standard freshman
chemistry experiment: as the acid is added to the buffer solution drop by
drop, no perceptible change occurs until a single drop prompts the color
change and sudden drop in pH. Many of the smaller New England lakes
and ponds are now acidified to the point that they can no longer support
robust ecosystems.

A similarly sudden regional-scale ecological consequence of acid rain
was the onset of Waldsterben (literally “forest death”) in the Black Forest of
southwestern Germany in the early 1980s. Even more dramatic are the dev-
astated forests of Eastern Europe (most notably Czechoslovakia and Poland),
which suffered from lax industrial pollution controls under their former
Communist regimes. Complete forest death is rare in the United States; a few
examples are visible at higher altitudes in the White Mountains of New
Hampshire, where the buffering capacity of the soils has been exhausted.

Acid precipitation causes damage not only to the biosphere, but also
to buildings and monuments made of limestone and marble, resulting in
hundreds of millions of dollars in damage annually. Our cultural legacy
from prior civilizations in the form of architectural structures, monu-
ments, gravestones, and statues is being literally dissolved before our eyes
by the reaction of the calcium carbonate stone with the sulfuric acid con-
tained in acid rain:

CaCO3(s) � H2SO4(aq) r CaSO4(s) � H2O(l) � CO2(g) (23)

Note that the abbreviation (s) refers to the solid phase, which did not ap-
pear in reactions 20–22.

Atmospheric Aerosols
Our atmosphere has a natural background level of airborne particles,
known as aerosol particles, which can contain either solids or liquids. In

212 Steven A. Lloyd



The Changing Chemistry of Earth’s Atmosphere 213

general, larger aerosols can be formed by physically injecting nonvolatile
particles into the gas phase, such as in dust storms or the action of the
ocean’s waves injecting sea salt aerosols into the marine boundary layer.
Smaller submicron (less than a millionth of a meter) sized aerosol parti-
cles can be formed by combustion processes directly and grow by the ab-
sorption of water and other gaseous constituents from the air. In the
troposphere, sulfate-based aerosol particles serve as cloud condensation
nuclei and are rapidly incorporated into water droplets. In the plumes of
industrial emissions, ammonium (NH4

�) cations combine with sulfate
(SO4

2�) and nitrate (NO3
�) anions to form additional aerosol particles,

greatly enhancing the aerosol level above background by many orders of
magnitude. Acidic sulfate aerosols contribute to the dry deposition of sul-
furic acid onto plants and other surfaces and constitute a respiratory health
hazard in themselves. Because their size is comparable to the wavelength
of visible light, these sulfate aerosol particles are efficient scatterers of light,
leading to decreased visibility and the photochemical haze associated with
urban pollution events.

Acid precipitation is connected not only with cloud precipitation;
similar processes leading to the formation of nitrogen- and sulfur-based
oxoacids can occur in fogs. During the rapid condensation and evapora-
tion that occurs in fogs, acidic sulfate aerosol particles can be absorbed into
fog droplets. Because of the smaller liquid water content in fogs (up to an
order of magnitude less than in cloud droplets), fogs can lead to exceed-
ingly concentrated acid deposition, which threatens humans and plants.
Particularly severe sulfurous smogs (“smog” being a combination of
smoke and fog) occurred in London in 1952 and 1962 and in New York in
1953, 1963, and 1966, resulting in excess mortality. Most notably, the dense
“pea-souper” fog in London during four days in December 1952 led to an
additional four thousand deaths, primarily from bronchitis and other res-
piratory impairments (Elsom 1992). Increased mortality from heart dis-
ease has also been associated with these severe sulfurous fog events. These
fogs or smogs were characterized by high levels of gaseous SO2, as well as
excess levels of suspended particles (smoke or soot) resulting from the un-
controlled burning of high-sulfur-content coal for domestic heating. Since
the 1960s, pollution control measures and the use of alternative fuel
sources have resulted in a dramatic improvement in the levels of these pol-
lutants in most urban areas.

Urban Smog Formation / Tropospheric Ozone

In the last section we looked at one form of air pollution that has been
called London smog or classical smog. A London smog is typified by high
sulfur content in the air (especially SO2) leading to the secondary pollu-
tants H2SO4, sulfates, and aerosols. Conditions for this type of smog are



generally cool temperatures (near the freezing point of water), high rela-
tive humidity, and a ground thermal inversion layer that keeps the pollu-
tants close to the earth’s surface.

By the middle of the twentieth century, it was becoming increasingly
clear that a second type of smog, often called a Los Angeles smog or photo-
chemical smog, was dominating the summer skyline of many of our more
crowded urban areas. This type of smog is typified by high levels of oxi-
dizing compounds (including ozone, NOx, nitric acid, and peroxyacetyl
nitrate) and a host of organic compounds. Typical conditions include gen-
erally warm or hot temperatures (above 20�C), low humidity, and a subsi-
dence thermal inversion layer. This type of smog is particularly evident in
the brick red–brown haze (NO2) often seen in summertime thermal in-
version layers trapped by geographic features, such as barrier mountains
(surrounding Los Angeles on the north and east) or river valleys (such as
the Potomac River valley in Washington, D.C.). In addition, contiguous ur-
ban sprawl like that found over the entire Boston-Washington corridor
means that local photochemical smog events can easily expand to become
regional issues (see also Chapter 13).

Tropospheric Pollutants
Whereas London smog is dominated by SO2, Los Angeles smog is domi-
nated by NOx and organic compounds. America’s love affair with the au-
tomobile is one of the primary causes of photochemical smog in the
United States. Not only do automobile engines contribute a large fraction
of the urban NOx, but fumes from gasoline filling stations augment the
natural levels of organic compounds in the air. In the United States, many
gasoline pumps are now required by law to be fitted with emission control
devices to minimize the release of gasoline vapors. One indication of the
automobile’s dominant role in urban air pollution is the fact that cities
with no substantial urban industrial base but with considerable auto traf-
fic (such as Washington, D.C.) also exhibit seasonal photochemical smog
events. The combustion efficiency of the automobile internal combustion
engine is a prime concern in curbing urban air pollution; only a small frac-
tion of auto engines that are not functioning optimally produce the ma-
jority of pollutants. This is why regular auto emissions tests have become
mandatory across the United States in recent years.

Urban pollutants can be categorized as either primary or secondary
pollutants. Primary pollutants are those gases and particulates that are di-
rectly released to the atmosphere. These include NOx (primarily in the
form of nitric oxide), organic combustion products of gasoline (carbon
monoxide, carbon dioxide, partially oxidized combustion products, and a
small fraction of uncombusted hydrocarbons, usually categorized collec-
tively as volatile organic compounds [VOCs] or nonmethane hydrocar-
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bons [NMHC]), SO2, and small airborne particles of soot and smoke. Sec-
ondary pollutants are produced in the air or on surfaces (e.g., aerosolized
soot particles or rain droplets) by the reaction of primary pollutants over
time in the presence of sunlight. Often secondary pollutants (such as
ozone, nitric acid, and sulfuric acid) are considerably more difficult to con-
trol than are primary pollutants. In addition, a national ambient air qual-
ity standard (NAAQS) legislated in the United States establishes six crite-
ria pollutants to be monitored and regulated for the health of the nation
(O3, NO2, SO2, CO, lead, and total suspended particulates; the compounds
called NMHC or VOCs are often listed with the criteria pollutants because
efforts to control smog often aim to reduce the emissions of NMHC/
VOCs).

It has become apparent in recent years that small airborne aerosol par-
ticles (less than 2.5 micrometers in diameter), which can reach the respi-
ratory tract, may represent as much (or more) of a threat to human health
than do gaseous pollutants. Larger particles, such as marine aerosol parti-
cles and dust particles, are largely trapped by mucus in the tracheo-
bronchial region and thus do not represent a significant threat to the res-
piratory tract. In addition, the smaller soot and smoke particles generated
by fossil fuel combustion are more likely to contain toxic organic species
than the coarser particles and can become lodged in the bronchioles of the
lungs (Finlayson-Pitts and Pitts 2000). Literally thousands of organic com-
pounds arising from combustion processes have been identified in urban
air samples, including a full range of polycyclic aromatic hydrocarbons
(PAH), many of which have been implicated as possibly carcinogenic or
mutagenic agents. Some of these have nitrogen- and sulfur-containing
substituents, which contribute to the noxious odor of polluted urban air.

Tropospheric Ozone Formation
Unlike stratospheric ozone, which protects life on Earth from excessive so-
lar ultraviolet radiation, tropospheric ozone is a pollutant. While indus-
trial chemicals (CFCs) act catalytically to destroy ozone in the stratos-
phere, other industrial and agricultural by-products (especially the oxides
of nitrogen) act as precursors to the photochemical formation of ozone in
the troposphere. Ozone causes a host of human health issues, including
respiratory distress and eye irritation associated with urban smog events
(see Chapter 13). Because of the complex interaction between the atmo-
sphere’s chemical composition and local weather patterns and their resul-
tant effects on the biosphere, the study of urban- and regional-scale air
pollution has become highly interdisciplinary, involving atmospheric
chemists, meteorologists, industrialists, policymakers, and public health
physicians.

The formation of tropospheric ozone is directly associated with high



levels of NOx, since the only known mechanism for the formation of ozone
in the troposphere is the photolysis of NO2 by sunlight, followed by the
rapid reaction of free oxygen atoms with molecular oxygen (O2) to form
ozone, as seen in the following reaction couplet, where M � N2 or O2.

NO2 � sunlight r NO � O (3)
O � O2 � M r O3 � M (4)

Since sunlight is needed to form ozone, the Los Angeles type of smog
occurs primarily during the summer when sunlight is more plentiful,
whereas the London type of smog is not dependent on sunlight and is more
likely to occur during the cooler, moister months. Another important pol-
lutant, peroxyacetyl nitrate (PAN), serves as a reactive reservoir for both
NOx and nonmethane hydrocarbons. PAN is a powerful lachrymator and
is responsible for much of the ocular discomfort experienced in polluted
urban environments.

While the connection between NOx and the formation of tropospheric
ozone is clearly direct, as shown in the preceding paragraph, the connec-
tion between the release of nonmethane hydrocarbons and ozone forma-
tion is considerably more complicated. The reaction couplet above, in-
volving the photolysis of NO2 in the production of ozone, is actually a
small subset of a much larger reaction scheme, in which hydrocarbons
combine with oxygen to yield CO2 and water vapor, as in a flame burning
natural gas. In a nutshell, the earth’s atmosphere can be thought of as a
slow-burning combustion (oxidation) process mediated by free radicals.
All of the carbon in the hydrocarbon eventually ends up as CO2, and all of
the hydrogen ends up as water vapor.

The most abundant hydrocarbon in the troposphere is methane, CH4,
a compound that is rapidly increasing in concentration because of inten-
sive agricultural and industrial activity. The primary oxidizing agent in the
troposphere is the hydroxyl radical, OH. The oxidation of a hydrocarbon
such as methane begins with OH removing a hydrogen atom from the
methane, forming water. Subsequent reactions with molecular oxygen and
the free radical species nitric oxide, NO, result in the formation of the key
oxidation intermediate formaldehyde, CH2O. Photolysis of formaldehyde
with sunlight goes by two pathways, one of which produces two OH radi-
cals; this step makes the entire process autocatalytic, since two OH radicals
are formed for each OH radical consumed (at the beginning of the cycle).
Subsequent reactions oxidize the formaldehyde further to CO2.

The OH radical acts as a catalytic chain carrier, which is both con-
sumed and produced within the cycle, much as ClO is the radical chain car-
rier in the catalytic destruction of polar stratospheric ozone. However,
ozone is produced as a side product in this cycle, which dominates the ur-
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ban troposphere. Hydrocarbons are important in the production of urban
ozone because they are the fuel that keeps this slow combustion cycle go-
ing around. Nitrogen oxides are also key intermediates and are needed in
this cycle. Thus, the combination of NMHC and NOx in the presence of
sunlight is the recipe for tropospheric ozone (NRC 1991).

Computer Modeling of Regional Air Pollution
One of the most important areas of air pollution research in the second
half of the twentieth century was the development of quantitative models
to predict the formation and transport of secondary pollutants (such as
ozone) from their precursors. One of the primary computer models is the
Empirical Kinetic Modeling Approach (EKMA). In this approach, the con-
centration of ozone is calculated as a function of both ambient NOx and
NMHC levels in the atmosphere. The results of this model for one set of
initial conditions are shown in Figure 7.8 (Finlayson-Pitts and Pitts 1986;
NRC 1991). Lines of constant ozone fraction (called isopleths, expressed in
parts per million) are plotted as a function of NOx and NMHC (y- and x-
axes, respectively, both in units of parts per million). Note that the scales
of the two axes are different. The line through the center of the plot (in-
cluding point A) represents an 8:1 ratio of NMHC to NOx. As one goes to
a higher ratio (15:1), this line moves down the plot, pivoting from the ori-
gin, and a lower ratio (4:1) moves up the plot.

The interpretation of EKMA plots is central to policy decisions con-
cerning the control of urban air pollution, particularly secondary pollu-
tants such as ozone. One of the central issues is: What should be con-
trolled—NOx, NMHC, or both? Let’s take a few examples to demonstrate
the utility of these model systems (see Finlayson-Pitts and Pitts 1986). If
we were to start at point A in Figure 7.8 with NMHC at 0.9 parts per mil-
lion of carbon and NOx at 0.12 parts per million and we were to lower the
NMHC dramatically by 72 percent down to 0.25 parts per million of car-
bon at point B (by implementing legislated control measures to limit the
release of NMHC to the atmosphere), then the tropospheric ozone con-
tent would drop from 0.28 parts per million to 0.12 parts per million, a
substantial 57 percent reduction. One would say that this control strategy
was a success. However, if we started with a much higher level of hydro-
carbons (such as that found in the Great Smoky Mountains, where fir trees
contribute to a higher than average level of hydrocarbon content in the air)
with NMHC at 2.0 parts per million of carbon and much lower NOx (0.03
parts per million) and were again to drop NMHC by 72 percent, the cor-
responding drop in ambient ozone would be inconsequential. Clearly, lim-
iting NMHC in a low NOx environment would not be an effective pollu-
tion control strategy. Similarly, if we start with low levels of NMHC (0.4
parts per million of carbon) and high levels of NOx (0.24 parts per mil-



lion) and decrease only the NOx, then the ozone levels would actually in-
crease.

In the real world, different cities will have different combinations of
NMHC and NOx as industrial output, traffic patterns, weather conditions,
and solar illumination change throughout the year. Clearly, the shape of
the ozone isopleths indicates that different pollution control strategies (at-
tempts to limit emissions of NMHC or NOx) must be used for different
locations and seasons. A single, national strategy might be effective at some
locations but might likewise increase the ambient ozone levels in others.
Although the EKMA approach has been exceedingly useful in developing
policy, ever more sophisticated models are being developed in response to
the limitations of this approach (NRC 1991; see also North American Re-
search Strategy for Tropospheric Ozone 2000).

Enhanced Global Warming

The terms global change, enhanced global warming, and the greenhouse ef-
fect are often used casually to refer to global climate change, although
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Figure 7.8 Ozone isopleths used in the Empirical Kinetic Modeling Approach

(EKMA). Ozone isopleths are identified by ozone fraction, with the lowest level at 0.08

parts per million and the highest level at 0.40 parts per million. In the region toward

the upper left corner, the formation of ozone is limited by the availability of non-

methane hydrocarbons (NMHCs). In the region toward the lower right corner, the for-

mation of ozone is limited by the availability of nitrogen oxides (NOx). Source: Repro-

duced with permission from Finlayson-Pitts and Pitts 1986, Figure 10.5, from original

data in Dodge 1977.
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global change also includes many other processes beyond those tradition-
ally associated with climate, including stratospheric ozone depletion, acid
precipitation, and regional photochemical smog formation, discussed
above. In reality, Earth’s climate is always in a state of change over the ge-
ological time scale; recently, concerns have been raised that human activ-
ity may be changing both the rate of climate change and the magnitude of
temperature changes beyond that seen in the historical record.

Earth’s climate is determined by astronomical parameters (solar heat-
ing and the variability of the Earth-Sun distance) and a complex interac-
tion of the earth’s atmosphere, hydrosphere (the oceans), and biosphere.
Figure 7.9 shows the distribution of wavelengths of light that Earth receives
from the sun (primarily in the visible, peaking around 500 nm) and the
distribution of wavelengths emitted by the earth (in the infrared, emitted
as heat). These distribution curves can be approximated by the distribu-
tion of black body radiation emitted by two spheres, one at about 6,000 K
(the temperature of the outer surface of the sun) and another at an aver-
age of 255 K (an average temperature for the earth). Our atmosphere is
largely transparent to the visible and near-ultraviolet light of the sun. The
only significant absorbers of near-ultraviolet sunlight in the atmosphere
are ozone (O3) and molecular oxygen (O2); this absorption of ultraviolet
sunlight by O3 and O2 is responsible for the warming of the stratosphere
and upper atmosphere. From about 320 nanometers in the ultraviolet to
about 750 nanometers in the near-infrared, the atmosphere is essentially
transparent. A fraction of this sunlight is reflected back to space; the rest is
absorbed by the earth’s solid and liquid surfaces, converted to heat, and ra-
diated back through the atmosphere to space. Naturally occurring “green-
house gases,” primarily water vapor and carbon dioxide, retain a portion
of this heat radiated by the earth’s surface and warm the atmosphere (see
also Fig. 8.1a).

The existence of a greenhouse effect is not a matter of scientific dis-
pute. Without the intervention of these naturally occurring greenhouse
gases, Earth’s surface would be about 33�C colder than at present, which
would place the entire planet below the freezing point of water, and life as
we know it could not exist on Earth (Houghton et al. 1990). What is a mat-
ter of current scientific investigation is whether human activity has added
to the natural burden of greenhouse gases so as to cause the earth to warm
rapidly, perhaps beyond the envelope of natural climate variability, an ef-
fect properly known as enhanced global warming or enhanced greenhouse
warming.

The term greenhouse effect is somewhat of a misnomer because the pri-
mary reason a greenhouse stays warm is that the glass roof prevents the
evaporation/condensation cycle from leaving the greenhouse. The term is,
however, appropriate in that the glass roof is transparent to visible sunlight



and yet absorbs and reradiates infrared radiation (heat), much as green-
house gases do higher in the atmosphere.

Climate Control and Climate Change
The earth is in thermodynamic equilibrium with its surroundings. If we
believe that the earth’s average global temperature is roughly constant over
time, that means that the amount of energy received from the sun (as vis-
ible and ultraviolet radiation) must equal the amount of energy that the
earth radiates back to space (as infrared radiation). If the earth absorbed
more radiation than it emitted, the temperature would rise; conversely, if
the earth emitted more energy than it received, it would cool down. The
atmosphere/hydrosphere/biosphere provides both positive and negative
feedback mechanisms to act as a thermostat that keeps the earth’s climate
within a carefully balanced range of temperatures.

Many factors may contribute to changing climate. The astronomical
parameters of Earth’s orbit around the sun allow for annual changes in the
climate (the four seasons), as well as much slower changes over geological
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Figure 7.9 A comparison between the electromagnetic spectrum for black bodies at

6,000 K (the temperature of the outer surface of the sun) and 255 K (an average tem-

perature for the earth) and the absorption spectrum of gases in the earth’s atmosphere.

Note that the atmosphere is practically transparent to black body radiation emitted at

temperatures typical of the sun. Source: Redrawn with permission from Brimblecombe

1996, Figure 1.2. Reprinted with permission from Cambridge University Press.
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time scales, which are primarily responsible for the 100,000-year cycles of
ice ages and interglacial warming periods. We are currently at a relative
maximum of global temperatures within the context of the past few mil-
lion years of geological history; in fact, recorded history (the Holocene pe-
riod) begins about 12,000 years ago, with the retreat of the last ice age. The
11-year sunspot cycle does not seem to be correlated to currently measured
climate variability; however, it has been proposed that the lack of sunspots
is an indicator of changes in the solar output that may have been respon-
sible for short-term climate change (on the order of a century or two) that
wiped out the Viking colonies in Greenland and North America in the
1300s and froze the Thames River in the early 1700s.

Changes in the composition of the earth’s atmosphere, specifically the
level of carbon dioxide, have been positively correlated with excursions in
the earth’s climate over a few hundred thousand years (Houghton et al.
1990). Carbon dioxide concentrations measured from air bubbles trapped
in polar ice cores indicate that colder climates correspond to lower CO2

levels and warmer climates correspond to higher levels. The question still
to be answered is one of causality (i.e., the chicken or the egg): Did the
higher levels of CO2 cause the climate to warm, or are these levels simply
the result of a warmer climate?

Another factor that can contribute to climate change is the variability
of the earth’s albedo, or its effective reflectivity to sunlight. Any changes in
the global extent of snow, ice, or cloud cover (which are all highly reflective
compared to oceans or vegetation-covered land) could induce a change in
the fraction of sunlight reflected back to space and, thus, a change in the
global radiation balance. Stratospheric sulfate aerosols resulting from vol-
canic emissions of SO2, which can both reflect the sun’s visible light back
to space and absorb the earth’s emitted infrared radiation like the green-
house gases, can also affect the climate for short periods (on the order of a
few years at most). Perhaps the most dramatic example in recorded history
was the 1815 eruption of the volcano Tamboora in Indonesia. The follow-
ing year, 1816, was known as “the year without a summer” because of the
dramatic cooling observed in North America and Eurasia. The cooling re-
sulting from the 1991 eruption of Mount Pinatubo in the Philippines rep-
resents a complicating factor in trying to identify a clear signal of enhanced
global warming in the recent temperature record.

The gist of the theory of enhanced global warming is that the addition
of significant amounts of gases that absorb infrared radiation to the atmo-
sphere will lead to a rise in the earth’s average global temperature. This
doesn’t mean that every place on the globe will experience higher temper-
atures. As the distribution of solar heating changes, some places will be
warmer, others cooler; on the average, however, the temperature will rise in
response to rising levels of greenhouse gases. In general, this change will be



more pronounced at the poles, as the changing climate funnels solar heat-
ing more efficiently away from the equator (where most of the warming
occurs) to the polar regions. Changes in the climate may also induce
changes in cloud cover globally and the extent of ice and snow cover in the
polar regions; this, in turn, would change the earth’s effective albedo, which
may provide feedback to the enhanced global warming scenario.

Greenhouse Gases
The most important naturally occurring greenhouse gases are water vapor
and carbon dioxide. Figure 7.9 shows the absorption features of these two
gases along with a spectrum of the atmosphere’s total absorption of in-
frared radiation. Note that many of the absorption features of both water
vapor and carbon dioxide are saturated, meaning that all of the earth’s
emitted radiation at these wavelengths is absorbed by the atmosphere. This
has the consequence that the emission of additional amounts of these gases
into the atmosphere will only change the total atmospheric absorption by
a minimal amount at these wavelengths, since the light is already maxi-
mally absorbed. Only at those wavelengths where all of the infrared radia-
tion is not already absorbed (some of the smaller absorption features) will
changing concentrations of these gases have an effect on global mean tem-
peratures.

However, the rate of change of atmospheric carbon dioxide levels is
currently well beyond the gradual change observed over geological time
scales, and the absolute amount of CO2 in the atmosphere is higher than
at any time in recent geological history. This rapid rise is shown in Figure
7.10, as measured at the Mauna Loa Observatory in a continuous record
dating back to 1958. Preindustrial (eighteenth century) tropospheric lev-
els of CO2 were about 280 parts per million and have risen by almost 30
percent to a current level of about 370 parts per million. Note that an an-
nual cycle associated with the seasonal growth of vegetation in the North-
ern Hemisphere (as plants photosynthetically absorb CO2 and release O2)
is superimposed on the steady growth curve associated with the ever-
increasing combustion of fossil fuels. The correlation with fossil fuel burn-
ing becomes clear when one realizes that the slight dip in the early 1970s
corresponds to the American fuel crisis.

Several gases associated with increasing industrialization and intensive
agricultural practices absorb infrared radiation in the atmospheric win-
dows where neither H2O nor CO2 absorbs significantly. The increasing
concentrations of methane (CH4) and nitrous oxide (N2O) in the tropo-
sphere are shown in Figure 7.11, along with that of chlorofluorocarbon-
11, another powerful greenhouse gas also responsible for the chlorine-
catalyzed destruction of stratospheric ozone.

The net effect on the earth’s radiation balance depends not only on the
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concentration of greenhouse gases, but also on their relative effectiveness
at absorbing infrared (IR) radiation. Since CH4, N2O, CFC-11, and several
other anthropogenically produced gases absorb IR radiation in the atmo-
spheric windows that are not saturated by H2O and CO2, their contribu-
tion to the total IR absorptivity of the atmosphere is large compared to that
of H2O and CO2 on a molecule-for-molecule basis.

The concept of global warming potential (GWP) was developed to al-
low a quantitative comparison of the relative ability of different molecules
to trap heat in the atmosphere. The GWP of a greenhouse gas is defined as
the ratio of global warming induced by the emission of one kilogram of
that gas into the atmosphere relative to the emission of one kilogram of
CO2 over some period of time (typically 100 years). Many carbon-based
molecules (methane, CFCs, HCFCs, and perfluorinated compounds
[PFCs]), as well as nitrous oxide (N2O) and sulfur hexafluoride (SF6), have
significantly higher GWPs than does CO2; methane is about 21 times more
effective than CO2, and CFC-11 is about 12,000 times more effective.
Therefore, because these molecules are more effective atmospheric ab-
sorbers, the addition of a small amount of these gases (on the parts per bil-
lion level) can have as much effect as the addition of much larger amounts
(on the parts per million level) of CO2.

Because the CFCs are relatively nonreactive and not water soluble
(meaning that they are unlikely to dissolve in rainwater and be washed out
of the atmosphere), they persist in the atmosphere for many decades. This
long atmospheric lifetime contributes to their comparatively large GWPs.
Inventories of industrial and agricultural emissions of greenhouse gases
are often presented in units of million metric tons of carbon-equivalent
(MMTCE), which take into account both the total mass of each gas emit-
ted and its GWP (Environmental Protection Agency 2000). As the bottom

Figure 7.10 Observations of atmospheric car-

bon dioxide from the Mauna Loa Observatory,

1958–98. The original figure was produced by the

National Oceanic and Atmospheric Administration

(NOAA)’s Climate Monitoring and Diagnostics Lab-

oratory, Carbon Cycle Group, Boulder, Colorado.

Source: Redrawn from NOAA 1999.



line, model calculations show that the decadal increase in radiative forcing
(warming due to the presence of gases that absorb and emit solar and ter-
restrial radiation) during the 1980s is attributable to CO2 (56%), CH4

(11%), N2O (6%), and the CFCs (24%), with the remainder attributed to
increases in stratospheric water vapor (Houghton et al. 1990).

Issues of Current Controversy
There is little doubt in the scientific community that the addition of sig-
nificant amounts of greenhouse warming gases to the atmosphere will
eventually lead to a warming of the surface of the planet. What remains
controversial is the magnitude of the warming (Will it be enough to pro-
duce undesired ecological consequences?) and the time scale over which
the effect will be induced (Is enhanced global warming already here? Will
we see climatic changes within our lifetime?).

The environmental and societal consequences of a potentially sudden
change in Earth’s climate are discussed more fully in Chapters 11 to 14.
Global circulation models (GCMs) of the earth’s atmosphere predict an in-
crease in the average surface temperature in the range of 1–3.5�C for a
doubling of the preindustrial CO2 concentration over the twenty-first cen-
tury (Houghton et al. 1996). Global consequences of a warming of this

224 Steven A. Lloyd

Figure 7.11 Increasing atmospheric concentrations of greenhouse gases. CFC-11,

chlorofluorocarbon-11. Source: Reproduced with permission of the Intergovernmental

Panel on Climate Change from Houghton et al. 1990, Figure 3.



The Changing Chemistry of Earth’s Atmosphere 225

magnitude might include melting of the polar ice caps, a rise in the sea
level, the flooding of low-lying coastal areas and island communities, in-
creased desertification of the interiors of the continents of Africa, Asia, and
North America, changing patterns of precipitation, changes in the vari-
ability of weather and the frequency of extremes, and a geographic shift of
ecosystems. As with any aspect of global change, a key factor is timing—
will the earth warm slowly enough to allow humans and other elements of
the various ecosystems to adapt gradually to these changes?

A current debate surrounds the question of whether the effects of en-
hanced global warming are already apparent. There are several issues in
this debate, perhaps the most important of which is the natural variability
of the climate. If the climate normally experiences temperature fluctua-
tions of more than a degree (the cumulative enhanced greenhouse warm-
ing up to the present) from year to year, then the identification of a signal
smaller than a degree will require a sufficiently long baseline of data to
make such a small trend statistically significant. Many of the older data-
bases of long-term temperature trends have uncertainties large enough to
bring into question the significance of any observed trend. Furthermore,
the use of a few select locations to identify a global trend is not sufficient
proof. In addition to natural variations of the global climate over geologi-
cal time scales, localized climate variations with a periodicity on the order
of decades are not uncommon. Satellite measurements of the entire earth’s
temperature variability are a significant advance over compilations of ob-
servations from selected weather observation sites but have not yet accu-
mulated enough data to indicate an unambiguous trend. It is clear that the
decade of the 1990s is the warmest in the past millennium (Mann et al.
1999). However, to determine whether enhanced global warming or a nat-
ural climate cycle is responsible for this warming, we probably need an-
other decade or more until enough data have been accumulated to resolve
this issue convincingly.

Feedback Mechanisms
If the only factor in enhanced global warming were the concentration and
atmospheric lifetime of the various greenhouse gases, the calculation of
the temperature effects of additional inputs of these gases would be rela-
tively straightforward. However, further complicating factors include the
various feedback mechanisms in the connected atmosphere/hydrosphere/
biosphere system, which are currently poorly parameterized in global cir-
culation models that attempt to predict the earth’s future climate. These
feedback mechanisms can provide both positive feedback (reinforcing the
phenomenon and amplifying the initial warming) or negative feedback
(moderating the rise in temperature).

Water vapor exhibits both positive and negative feedback. As the at-



mosphere warms, the relative humidity (water-bearing capacity of the at-
mosphere) will increase. Since water is an important greenhouse gas, it can
further amplify the warming. However, as the humidity rises, so might the
global distribution of cloud cover. These additional clouds can both trap
additional IR radiation (positive feedback) and reflect more of the incom-
ing solar radiation back to space (negative feedback). Since the magnitude
(and perhaps even the sign) of this cloud radiative feedback is unknown,
the net effect on the earth’s future climate remains uncertain. Another pos-
itive feedback mechanism involves the change in the earth’s albedo (re-
flectivity) as the highly reflective polar ice caps melt. As the polar regions
warm, an unknown amount of organic matter may be volatilized, releasing
methane to warm the atmosphere further. Additional feedback mechanisms
involve the change in rates of photosynthesis under conditions of enhanced
levels of CO2 (the CO2 fertilization effect), changes in carbon fixation due to
changes in soil moisture, the vast amounts of CO2 released during biomass
burning events in the tropics, the decreased sink for atmospheric CO2 from
deforestation and biomass burning, changes in the distribution of vegeta-
tion, changes in ocean circulation due to changing atmospheric temperature
distributions, and changes in marine biogeochemical cycling.

The earth’s atmosphere is oxidizing and acidic, while the oceans are re-
ducing and basic. The global carbon cycle can be cast as a global oxidation/
reduction cycle. The hydrosphere/biosphere emits reduced carbon com-
pounds (hydrocarbons), which are photochemically oxidized in the atmo-
sphere to CO2, much as natural gas is burned in a flame. Oxidized carbon
in the form of CO2 is absorbed by the larger carbon reservoir of the oceans,
where it is reduced by a combination of biological, chemical, physical, and
geological processes back to reduced organic matter.

The oceans are by far the largest reservoir of the global carbon cycle (see
Chapter 8). As a rule of thumb, the oceans absorb about half of the CO2 that
enters the atmosphere, through a series of equilibrium reactions (see equa-
tions 20–22 under “Acid Deposition,”above). Eventually the carbon is stored
in mineral form as CaCO3, and some of it is incorporated into biological
matter as shells and skeletal matter. As the oceans warm, the equilibrium in
reaction 20 shifts to the left, leaving more CO2 in the atmosphere to con-
tribute to enhanced global warming. It is estimated that the future atmos-
pheric CO2 increase may be amplified by about 5 percent by this effect.

Unfortunately, the uncertainties associated with the various feedback
mechanisms have cast a pall over the public’s impression of all aspects of
atmospheric chemistry. Stratospheric ozone depletion, acid precipitation,
and urban smog are scientific certainties. The existence of the greenhouse
effect is also a scientific certainty (without which the earth would be little
more than a barren, frozen rock), even if the details of the magnitude and
timing of enhanced global warming are yet to be elucidated.
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Conclusion

This chapter has shown how anthropogenically induced changes in a vari-
ety of atmospheric trace gases, such as ozone, nitrogen oxides (nitric ox-
ide and nitrogen dioxide), volatile organic compounds, carbon dioxide,
nitric and sulfuric acids, chlorofluorocarbons, and halons, can induce dra-
matic changes in the earth’s global ecosystem. For the first time in human
history, our species has produced substantive changes in the earth’s at-
mospheric composition, perhaps irreversibly. These changes in composi-
tion have resulted in rapid changes in the livability of our planet, includ-
ing stratospheric ozone depletion, acid precipitation, urban smog, and
enhanced global warming. The consequences of these changes for the bio-
sphere in general and for human health in particular are only beginning to
be understood. Even if humanity were to place rational limits on how we al-
ter our only atmosphere, we would still have to deal with the serious conse-
quences of the present pollution of our planet for many generations to come.

S U G G E S T E D  S T U D Y  P R O J E C T S
Suggested study projects provide a set of options for individual or team
projects that will enhance interactivity and communication among course
participants (see Appendix A). The Resource Center (see Appendix B) and
references in all of the chapters provide starting points for inquiries. The
process of finding and evaluating sources of information should be based
on the principles of information literacy applied to the Internet environ-
ment (see Appendix A).

The objective of this chapter’s study projects is to create enhanced un-
derstanding about atmospheric changes and their biological and societal
effects.

P R O J E C T  1 : Effects of Industrial Production and Land Use
Practices on Atmospheric Change
The objective of this project is to establish the effects of industrial pro-
duction and land use practices on four atmospheric changes that have
regional and global consequences—stratospheric ozone depletion, acid
deposition, the production of tropospheric ozone, and increased concen-
trations of greenhouse gases.

Task 1. Select two or three regions and identify industrial production
and land use practices that affect one of the four atmospheric changes.

Task 2. Compare your findings across the selected regions and present
them in one of the following options:

a. written paper
b. Power Point presentation (lecture)



c. visually oriented presentation (charts, statistics, photographs, or
videos)

P R O J E C T  2 : Biological Consequences of Stratospheric
Ozone Depletion
The objective of this project is to assess the biological consequences of
stratospheric ozone depletion and increased exposure to UV-B radiation,
considering direct effects on human tissues as well as effects on other bio-
logical organisms.

Task 1. Identify the effects of UV-B radiation on eyes, skin, and the
immune system in humans.

Task 2. Identify the effects of UV-B radiation on other biological or-
ganisms.

Task 3. Identify the uncertainties of projecting the biological effect of
stratospheric ozone depletion.

Task 4. Summarize your findings.

P R O J E C T  3 : Societal Consequences of Atmospheric Change
The objective of this project is to establish the societal consequences of four
atmospheric changes that have regional and global effects—stratospheric
ozone depletion, acid deposition, the production of tropospheric ozone,
and increased concentrations of greenhouse gases.

Task 1. Select two or three regions and identify the possible societal
consequences of one of the four atmospheric changes.

Task 2. Compare your findings across the selected regions.
Task 3. Identify the uncertainties of assessing the societal conse-

quences described in task 1.
Task 4. Summarize your findings.
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To understand the processes of global change and their consequences for
human health, we need to see Earth as a system of physical, chemical, and
biological processes, radically interconnected on every scale. This way of
looking at Earth is relatively new. A half-century ago, many thought of
Earth as having limitless resources of land, energy, water, lumber, and ore.
Earth scientists understood Earth in terms of processes operating within
the traditional subdivisions of atmosphere, biosphere, hydrosphere, and
solid earth. But the Apollo missions of the late 1960s made those views un-
tenable. We began to see Earth as small, isolated, and vulnerable. We began
to appreciate the importance of processes operating across the traditional
disciplinary boundaries and to see Earth as a system in which virtually all
processes are directly or indirectly connected to one another (e.g., Macken-
zie 1998). We began to understand that changes in one part of the system
will eventually affect virtually every other part.

To portray those connections, we begin by focusing on the chemical,
physical, and biological cycles that carry energy, water (H2O), and carbon
dioxide (CO2) through the earth system, then look at the links between in-
dividual cycles, and finally outline processes within the terrestrial bio-
sphere that relate to human health. We will represent each of the three ma-
jor cycles as a system of sources, sinks, and reservoirs connected to one
another by fluxes. The energy cycle is open to large energy gains (incom-
ing solar radiation) and losses (outgoing infrared radiation). The geo-
chemical cycles are essentially closed, except for very minor losses of
hydrogen (H2) to space and occasional small additions of meteoritic
material. Consequently, the fluxes in each geochemical cycle must sum to
zero, a condition that helps us to estimate the values of fluxes that cannot
be measured directly.
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The Energy Cycle

In the simplest terms, Earth’s energy cycle involves a delicate balance be-
tween incoming solar radiation and outgoing infrared radiation. Solar ra-
diation warms Earth’s surface, which then emits energy just sufficient to
balance the incoming radiation. A complication arises because the incom-
ing radiation is mostly visible light, which passes readily through the at-
mosphere, while the outgoing energy is primarily infrared radiation, which
is absorbed by the atmosphere (see Fig. 7.9). As it absorbs this energy, the
atmosphere itself begins to warm and emit infrared radiation. Some is di-
rected outward and lost to space, but more than half is directed downward
and further warms the earth (Fig. 8.1a). The effect of this secondary warm-
ing is substantial. Without an atmosphere, Earth’s surface temperature
would average only 255 K (�18�C), but with an atmosphere, it averages
about 288 K (15�C), a difference of 33�C. Although the mechanism behind
this supplemental warming is different from that which warms a green-
house, it has come to be called the greenhouse effect. Roughly 90 percent of
this “greenhouse”warming is due to energy absorption by water vapor in the
atmosphere; about 10 percent is due to absorption by CO2, methane (CH4),
and the other gases associated with the greenhouse effect (see Fig. 7.9).

The greenhouse effect is often portrayed in negative terms, but, with-
out it, Earth would be too cold for liquid water to exist at the surface and
could not sustain life as we know it. Concern centers on the fact that hu-
mans have sharply increased the levels of CO2 and CH4 in the atmosphere
since the beginning of the industrial revolution and continue to do so. The
balance of evidence now suggests that these increases are affecting global
climate (Houghton et al. 1996), and there is widespread concern because
the consequences of this anthropogenic component of the greenhouse ef-
fect are poorly understood. We are in effect tinkering with our life support
system without fully understanding the consequences.

The simple model of Figure 8.1a yields an average global temperature
because it implicitly assumes that solar radiation warms all parts of Earth
uniformly. That is, of course, an oversimplification. In equatorial regions,
the sun is nearly overhead, and so the ground surface receives the full in-
tensity of incoming solar radiation per unit area. In polar regions, the sun
is near the horizon, and so the incoming bundle of solar radiation is
strongly inclined to the ground surface, and the amount of energy received
per unit area is correspondingly reduced (Fig. 8.1b). The ice and snow of
the near-polar regions also reflect sunlight, further reducing the solar en-
ergy absorbed at high latitudes. Because the outgoing infrared radiation
varies less strongly with latitude, there is a net energy loss from the poles
and a net energy gain at the equator (Fig. 8.1b).

Those differences are made up by poleward transport of energy by at-
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Figure 8.1 a: Earth’s energy cycle. Solar radiation provides 343 Wm�2 to Earth, of

which 103 (30%) is reflected by the atmosphere, 86 (25%) is absorbed by the atmo-

sphere, and 154 (45%) is absorbed by Earth. In the steady state, Earth emits infrared ra-

diation equal to 356 Wm�2, nearly all of which is absorbed by the atmosphere. Evapo-

ration of water transfers another 99 Wm�2 of sensible and latent heat to the

atmosphere. The atmosphere then returns infrared radiation equal to 301 Wm�2 to

Earth and loses the balance (240 Wm�2) to space. Source: Data from Schneider 1993. b:

Latitudinal variation in solar radiation absorbed and infrared radiation emitted by

Earth. Source: Redrawn with permission from Vonder Haar and Suomi 1971, Figure 1.
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mospheric circulation and, to a lesser degree, by ocean circulation. The
transfer is driven mostly by upward convection of air near the equator and
downward convection near the poles, compensated by pole-to-equator net
air flow at the land surface and by equator-to-pole net air flow near the top
of the troposphere (lower atmosphere). The pole-equator distance is too
long relative to the thickness of the troposphere for this circulation to form
a single convection cell, however, and the motion is expressed as a series of
three smaller cells in each hemisphere (Fig. 8.2a).

Earth’s rotation and the resulting Coriolis effect modify this simple
pattern in important ways. As the air at the bottom of the downward con-
vection zones at 30 degrees north and south latitude in Figure 8.2a begins
to move toward the equator, the air and the land beneath it are both mov-
ing east at a velocity of 1,446 kilometers per hour because of Earth’s rota-
tion (the circumference of the small circle at latitude 30 degrees is 34,704
kilometers, and a point on that circle moves through that distance every
24 hours). As the air moves toward the equator, momentum tends to keep
its velocity the same, but the eastward velocity of the ground beneath
increases as Earth’s circumference increases. By the time the air mass
reaches the equator, the ground beneath it is moving eastward 224 kilo-
meters per hour faster than the air, so the air is moving west relative to the
ground beneath it. Consequently, as air masses move toward the equator,
their trajectories curve systematically westward, changing the simple roll-
shaped convection cells into westward-moving spirals, which produce both
the easterly winds at the equator and the trade winds flanking the equator
(Fig. 8.2a). Between 30 and 60 degrees latitude, the winds move west to east
because convection is moving the surface air from south to north.

The Water Cycle

Earth is the only planet in the solar system with surface pressure and tem-
perature conditions in the range in which liquid water is stable, and con-
sequently it is the only planet capable of supporting life as we know it. The
processes that control the movement of water through the earth system do
much to determine the distribution and diversity of life. The global geo-
chemical cycle of H2O involves net evaporation from the oceans, transport
through the atmosphere, and net precipitation over the continents, from
which the groundwater and river systems carry water back to the oceans
(see Figs. 8.3 and 9.1).

We can assess the vulnerability of steady-state reservoirs to a change in
fluxes by calculating the average residence time of a molecule in a reser-
voir, obtained by dividing the net input flux into the content of the reser-
voir. A single-reservoir system will undergo 95 percent of the change to a
new steady state in a period equal to three residence times (Mackenzie
1998, 159). In multiple-reservoir systems, the relationship is more com-



plex, but the residence time still provides a rough index of reservoir vul-
nerability. In the case of the H2O cycle, the ocean as a whole has a residence
time of approximately 34,000 years, when calculated using the river flux as
input, and is very stable to changes in the terrestrial system. Consequently,
the oceans tend to dominate the H2O system as a whole, and ocean prop-
erties and dynamics have a profound effect on global climate. In contrast,
the surface water system has a residence time of only about three years and
so is vulnerable to changes in the amount, distribution, and regularity of
rainfall on time scales of years to decades.

The pattern of global precipitation is controlled in large part by the at-
mospheric circulation discussed under “The Energy Cycle” (above). As the
humid tropical air rises in the equatorial regions (Fig. 8.2a), it expands and
cools below the dew point, forcing the water vapor it carries to condense
as rain in a nearly continuous belt of heavy rainfall near the equator (Fig.
8.2b). The water-depleted air above these rain belts then moves north or
south to the down-going limbs of the convection cells at about 30 degrees
latitude (Fig. 8.2a). As it descends, this air, which has already lost most of
its water, is subjected to higher pressure and forced to contract, warming
it well above the dew point, so that very little rain falls at these latitudes
(Fig. 8.2b). This global pattern of rainfall is locally modified by the pattern
of land masses (which tend to warm more quickly than oceanic areas and
so promote more vigorous upwelling and rainfall in the Amazon, the
Congo, and Indonesia) and by the orographic effect (air rises on the up-
wind side of mountain ranges, concentrating rainfall there, and descends
on the downwind side, reducing rainfall there).

238 George W. Fisher

Figure 8.3 The global H2O cycle, showing an-

nual fluxes (in 1018 grams of H2O per year) and av-

erage reservoir contents (in 1018 grams of H2O).

Source: Data from Mackenzie 1998, 89–91.
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These spatial and temporal patterns control the amount of rainfall
available for agricultural, domestic, and industrial use. But in areas where
rainfall is inadequate to meet current needs, the groundwater system is of-
ten used to supply a substantial proportion of water needs. Use of ground
water at a rate comparable to that at which water is resupplied to the
groundwater reservoir can be sustained, but in areas like the Middle East
and the southern Great Plains of the United States, groundwater with-
drawals considerably exceed resupply rates and cannot be continued in-
definitely. Water shortages in parts of the developing world are rapidly ap-
proaching crisis proportions (see Frederiksen 1996 and Chapter 9).

The ocean can be visualized as a two-layer system involving a thin, rel-
atively warm upper layer and a lower, much colder zone, separated by a thin
region of variable temperature, known as the thermocline. Because the
warmer surface water is generally less dense than the colder deep water, this
stratification tends to be stable, and exchange between the two subsystems
is slow and limited to areas in which the surface water becomes abnormally
cold or salty or to areas where the surface layer is thinned by persistent
wind systems, as in El Niño, discussed below.

Currents within the upper layer of the ocean are driven by the surface
wind system of Figure 8.2a. The equatorial and trade winds drive the equa-
torial surface waters westward while the winds at latitudes just above 30
degrees blow the surface waters eastward, combining to form the huge cir-
cular current systems, called gyres, that dominate the shallow ocean (Fig.
8.4). The patterns of ocean currents in Figure 8.4 and winds in Figure 8.2a
represent long-term averages, which are responsible for much of the
world’s long-term climate. Seasonal changes in these wind and current pat-
terns produce seasonal variations in weather and precipitation. Longer-
term rhythmic fluctuations in ocean and atmosphere produce multiyear
climate fluctuations.

El Niño is the best understood of these longer-term fluctuations and
serves as a useful example. It originates in closely coupled fluctuations of
wind and sea surface temperature (SST) in the equatorial Pacific but has
worldwide consequences for weather and rainfall. Much of the time, large
SST gradients across the Pacific are associated with vigorous atmospheric
convection, producing intense rainfall over the rain forests of the Ama-
zon and Indonesia and strong east-to-west surface winds over much of
the Pacific (Fig. 8.5a). This configuration involves a strong positive feed-
back: the strong SST gradient tends to strengthen the surface winds and
intensify convection, while the winds tend to keep the warm surface wa-
ters in the western Pacific, maintaining the temperature gradient. Neither
the SST gradient nor the winds should be viewed as the sole cause of the
pattern; the two simply reinforce each other and stabilize the configura-
tion.



Periodically, however, the configuration becomes destabilized and the
warm surface water moves east across the Pacific almost to Peru, in the
phenomenon known generally as El Niño or, more technically, as a warm
episode. The resulting weaker SST gradients produce weaker surface winds
and convection, and so rainfall tends to be more widely dispersed. Some
locations, such as northern Peru, may experience unusually heavy rains
while other locations, such as Indonesia, may experience severe droughts;
temperature may also be unusually warm or cool in some areas (Glantz
1996, 93). As with the large SST gradient, the configuration involves a pos-
itive feedback: the weak SST gradient produces less vigorous winds, which
are unable to blow the warm surface waters to the west and so allow the weak
SST gradient to persist. Eventually, the conditions of El Niño reverse and the
waters of the eastern Pacific become cooler; in its most acute phase, this
pattern has come to be called La Niña or, more technically, a cold episode.

Because both configurations involve an element of positive feedback,
the problem is not how either configuration could exist on its own but
rather how either configuration could break down and change to the other.
Transitions occur at intervals varying from two to seven years (Fig. 8.5b),
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Figure 8.4 Major oceanic current systems, showing circular gyres driven by the sur-

face wind systems of Figure 8.2a. Source: Redrawn from Knauss 1997, Figure 1.9.

Reprinted with permission from Prentice-Hall, Inc.
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and the patterns tend to become most pronounced near the first of the cal-
endar year. The reasons behind the transition are complex and involve cou-
pling between slow east-west wave systems in the equatorial Pacific, the
movement of the warm surface water, and changes in the vigor of atmo-
spheric circulation (Cane 1993). Though much remains to be learned

Figure 8.5 a: Equatorial atmospheric circulation in the Pacific and Indian Oceans.

Normally the circulation-driven winds are strong, blowing the warm surface water into

the western Pacific and concentrating rainfall there. During El Niño, circulation is less

intense and winds are weaker, allowing warm water to move farther east, and rainfall

is more widespread. Source: Redrawn with permission from Webster 1983, Figure 9.4.

b: Southern Oscillation Index (SOI, the difference between sea level pressure in Tahiti

and Darwin, Australia) and the sea surface temperature anomaly (SSTA) in the eastern

Pacific (an index of El Niño). The indices are shown normalized in terms of standard de-

viations from the mean. The two indices tend to be out of phase and to represent the

periodicity of El Niño. Source: Redrawn from Cane 1993, Figure 18.1b. Reprinted with

permission from Cambridge University Press and the University Corporation for Atmo-

spheric Research/National Center for Atmospheric Research.



about the details of this process, the pattern of change from El Niño to La
Niña and the reverse is now so well known that computer predictions of
SST and rainfall distribution can be made a year or more in advance, as
was done with some success during the 1997–98 El Niño and the 1998–99
La Niña. The public health community is paying more attention to the pos-
sible use of forecasts of El Niño and La Niña to reduce the adverse effects
of climate variability on human health (see Kovats et al. 1999 and Chap-
ters 2, 11, 12, 13, and 14).

The Carbon Cycle

Like the H2O cycle, the carbon cycle is essentially closed; the only system-
atic loss is due to burial of a small amount of carbon in ocean sediments,
offset on geological time scales by additions of volcanic CO2 to the atmo-
sphere. The major reservoirs and fluxes in the short-term carbon cycle are
summarized in Figure 8.6. As in the H2O cycle, the deep ocean is the ma-
jor reservoir and the systems that are of direct importance to humans are
much smaller and more vulnerable. Unlike the H2O cycle, however, the
amount of carbon carried by the river systems is so small that the terres-
trial and marine portions of the cycle are connected almost entirely
through the atmosphere.

The key to the carbon cycle is the photosynthetic reaction, in which
plants assimilate CO2 and H2O and capture solar energy, which converts
them to organic matter (approximately CH2O) and oxygen (O2):

CO2 � H2O r CH2O � O2

Allowing for losses due to respiration, the terrestrial biosphere converts
about 55 petagrams of carbon to organic matter each year, a quantity
termed net primary productivity (NPP). Approximately the same amount
of carbon falls to the ground as litter and becomes part of the soil system.
Roughly the same amount of carbon in the soil is then oxidized by organic
decay processes in the reverse of the photosynthetic reaction,

CH2O � O2 r CO2 � H2O

Terrestrial decomposition returns approximately 52 petagrams of carbon
to the atmosphere each year. A similar loop operates in the marine bio-
sphere, with the important difference that the entire oceanic biological car-
bon cycle takes place within the water. The substrate for oceanic produc-
tion is dissolved CO2 in the water; gas exchange between the air and water
is entirely abiological. Moreover, the carbon pool in the marine biosphere
is very small because of rapid turnover by microscopic plants, which ac-
complish most marine production.
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For two millennia before the industrial revolution, atmospheric CO2

levels held steady at about 280 � 5 parts per million (Indermuhle et al.
1999), and it is generally assumed that exchanges with the atmosphere were
similarly steady. But the burning of fossil fuel and deforestation are now
adding about 8 petagrams of carbon to the atmosphere each year, an
amount equal to about 6 percent of the fluxes from the marine and terres-
trial systems combined. Part of this addition is accounted for by the in-
crease in CO2 observed in the atmosphere (see Fig. 7.10). But the increase
in atmospheric CO2 during the 1980s accounts for slightly less than half of
the carbon emitted. It is generally thought that about half of the “missing
carbon” is dissolved in the ocean, and, although the details of the process
are still uncertain, it is now suspected that the remainder is being se-
questered in the forest systems of the northern hemisphere (Mackenzie
1998, 375–78). Understanding the fate of this anthropogenic carbon is one
of the major problems in assessing the risk of global warming; until we un-
derstand how anthropogenic carbon emissions affect the global carbon cy-
cle, we cannot really be sure what their overall effect will be.

The NPP of the biosphere depends strongly upon temperature (Fig.
8.7a) and rainfall (Fig. 8.7b), and so the global distribution of ecosystems
(Fig. 8.8) is determined by the global patterns of climate and rainfall (see

Figure 8.6 The global carbon cycle, showing an-

nual fluxes (in petagrams of carbon per year) and

reservoir contents (in petagrams of carbon). Some

sources present data in terms of metric gigatons in-

stead of petagrams; one metric gigaton and one

petagram are both equivalent in weight to 1015

grams. Source: Data from Mackenzie 1998, 167 and

169; estimates (rounded) of net primary produc-

tivity in Field et al. 1998, 238; and data courtesy of

Pieter Tans, Carbon Cycle Group, National Oceanic

and Atmospheric Administration, Boulder, Col-

orado.



Fig. 8.2b) produced by the pattern of atmospheric circulation (see Fig.
8.2a). The major tropical rain forests correspond to the zone of intense
equatorial rainfall associated with upward convection, the world’s major
deserts are located in the dry zone produced by downward convection near
30 degrees north and south, the belt of temperate and boreal forests cor-
responds to the secondary rain belt near 60 degrees north and south, and
the polar regions are in effect cold deserts because of downward convec-
tion at the poles. Many local variations on this theme reflecting the oro-
graphic effect and differences in the degree of warming of continent and
ocean waters can be detected in a critical comparison of Figures 8.8 and
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Figure 8.7 The dependence of net primary productivity upon temperature (a) and

rainfall (b). Source: Redrawn from Lieth 1975, Figure 12.3a and Figure 12.4a. Reprinted

with permission from Springer-Verlag GmbH & Co. KG.
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8.2b. And because the freshwater system of the H2O cycle is vulnerable to
annual to decadal changes in rainfall, terrestrial ecosystems are similarly
vulnerable. The effects of these fluctuations tend to be especially pro-
nounced where rainfall is already low. For example, the boundary between
the southern Sahara desert and the Sahel region of Africa shifts its position
in response to changes in rainfall and has been observed to move as much
as 100 kilometers in one year (Tucker et al. 1991).

This discussion emphasizes the fact that, although the portrayals of the
energy cycle (see Fig. 8.1a), the H2O cycle (see Fig. 8.3), and the carbon cy-
cle (see Fig. 8.6) seem to imply that the cycles can be treated independently,
they are in fact linked in very complex ways. The NPP in the biosphere de-
pends critically upon the movement of water and energy, the cycling of wa-
ter depends upon the flow of energy, and the atmospheric circulation,
which redistributes energy, depends upon local patterns of precipitation
and evaporation, which in turn depend upon local variations in NPP. So,
although it is convenient to step through the overall system by examining

Figure 8.8 Global distribution of the major biomes. Note the close correlation be-

tween biome distribution and the global pattern of rainfall in Figure 8.2b. Source: Re-

drawn from Mackenzie 1998, Figure 4.8. Reprinted with permission from Prentice-Hall,

Inc., Upper Saddle River, N.J.



each individual cycle in isolation, as we have done here, we must bear in
mind that these three cycles are interconnected at all scales of time and
space. And, of course, NPP and the carbon cycle depend also on the geo-
chemical cycles of nitrogen, phosphorus, and other nutrients needed for
plant growth. Table 8.1 compares the fluxes of carbon, nitrogen, and phos-
phorus involved in NPP with the amount produced anthropogenically in
1995, showing that human activity has become a global geochemical
process (Mackenzie 1998, 419–38).

Ecosystem Dynamics

The biomes of Figure 8.8 are regional ecosystems, each dominated by char-
acteristic plant assemblages such as rain forest, savannah, grassland, or
desert. Each is delicately adjusted to a particular range of environmental
conditions determined by the movement of energy, water, and carbon
through the earth system, and each supports a fauna attuned to the local
plant assemblage. Current biome boundaries mark places where environ-
mental conditions gradually shift from values to which one biome is best
attuned to values to which another is more suited. Biome boundaries are
dynamic, and even small changes in environmental conditions can cause
them to shift, as in the case of the Sahara, discussed under “The Carbon
Cycle” (above). The geological record, especially that of the past 100,000
years, shows a constantly shifting pattern of biomes (Mackenzie 1998,
353–63).
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Table 8.1 Anthropogenic and Photosynthetic Production of Carbon,
Nitrogen, and Phosphorus in Relation to the Size of Their Reservoirs 
in the Terrestrial Biosphere
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Each biome is made up of a grid of ecosystems composed of specific
species assemblages. Ecosystems function by cycling energy and nutrients
so that each species obtains the energy and nutrients that it needs to live
(Mackenzie 1998, 127–34). Each ecosystem can thus be visualized as a
complex mechanism for cycling energy and nutrients to the benefit of each
species. Every species has a role to play in the cycle and contributes in some
way to the operation of the overall system.

The starting point for the energy and nutrient cycle in each terrestrial
ecosystem is its assemblage of plants, which capture solar energy by pho-
tosynthesis and extract nutrients from the soil; green plants are therefore
referred to as the primary producers of an ecosystem. Organisms that feed
on other organisms are known as consumers. Primary consumers are her-
bivores, which feed directly on plants; secondary consumers, carnivores,
feed on the primary consumers. Both primary producers and consumers
die and produce waste materials, of course. Organisms like bacteria, fungi,
crabs, and vultures, which feed on the refuse of an ecosystem, are known
as detritivores and play a crucial role by returning energy and nutrients to
the soil system (the bacteria and fungi) or by converting detritus to a form
(crab meat, for example) that can be utilized by consumers. Without de-
tritivores, vital nutrients would be gradually buried, dimming and even-
tually extinguishing the life system.

Each ecosystem and each species in an ecosystem is responsive to
changes in environmental conditions controlled by the global energy and
nutrient cycles, and each plays a role in determining environmental con-
ditions by affecting the amount of runoff, the solar energy absorbed, and
so on. Even apparently static ecosystems involve an extraordinarily rich va-
riety of interactions among the component species (Stiling 1992, 202–93).
The feeding patterns (predation) that sustain an ecosystem by benefiting
one organism at the expense of another may involve parasitism or canni-
balism in addition to the herbivory and carnivory already mentioned. But
not all interactions result in harm. Mutualism (interactions like those be-
tween plants and pollinators) benefit both species, while commensalism
(interactions like the dispersal of plant seeds as burrs transported by pass-
ing animals) benefits one without affecting the other. Since Darwin’s sem-
inal work, competition (which may be between species or within a species
and which may involve direct competition between individuals or indirect
competition by resource consumption) has been seen as a major element
of this dynamism. The forms of competition and the ways of representing
them are legion, but one useful scheme is to contrast species that repro-
duce rapidly but ultimately compete poorly (e.g., weeds that quickly colo-
nize a burned forest patch but are eventually excluded by slower-growing
species) with species that compete more effectively but reproduce and ap-
proach resource limits more slowly (e.g., most primates). These two com-



petitive strategies are known respectively as r-selection and K-selection
(Stiling 1992, 225–27).

This scheme is too simplistic to provide a comprehensive analysis of
competition, and few species can be unambiguously identified with either
of these strategies. Nevertheless, the distinction is helpful in identifying
two strongly contrasted styles of competition and the characteristics of
species that tend to adopt those styles. Species that opt for r-selection
strategies tend to be small, to reproduce only once but have many off-
spring, to develop rapidly, and to have a short life span. They tend to move
into unoccupied niches, expand rapidly, and then die out almost com-
pletely until other unoccupied niches present themselves. They use re-
sources rapidly but inefficiently and tend to prosper in rapidly changing
environments. Species that rely on K-selection strategies tend to the op-
posite in most respects. They are typically large, reproduce often but pro-
duce few offspring each time, develop slowly, and have long life spans. They
tend to be skilled competitors, to exploit subtle competitive advantages,
and to expand their territory slowly. They use resources efficiently and tend
to prosper in stable environments.

Oversimplified though it is, this model provides a useful metaphor
for the interaction between humans, who tend to behave like K-strate-
gists, and infectious agents, many of which behave like r-strategists. A
warning implicit in this metaphor is that increasing rates of deforesta-
tion, climate change, urbanization, and population movement are all
likely to enhance opportunities for infectious agents at the expense of
humans. The metaphor also suggests that humans may succeed or fail as
a species to a degree that government policies have thus far failed to ac-
knowledge. Infectious agents, such as the virus causing acquired immune
deficiency syndrome (AIDS), that emerge or evolve in response to changes
in one part of the world can easily affect another. These implications show
how important it is that we understand disease in an ecological context
(see Chapter 10) and that we regard public health as a global issue (see
Chapter 6).

Conclusion: An Ecological Perspective on Health

In a sense, the themes of this book are that humans live in a complex, dy-
namic ecosystem, that our health depends on that system, and that our
ability to manage health depends upon our understanding of how that sys-
tem works. Each of the chapters in the book explores individual compo-
nents of our relationship to that system. The theme of this chapter is that
those components must always be considered against the background of
the global system as a whole. The question of how individual diseases and
health measures will interact with each other and with the system as a
whole must always be asked and must be asked against an awareness that
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the system itself is changing, in ways that are not yet fully understood, in
response to both natural fluctuations and human activities.

S U G G E S T E D  S T U D Y  P R O J E C T S
Suggested study projects provide a set of options for individual or team
projects that will enhance interactivity and communication among course
participants (see Appendix A). The Resource Center (see Appendix B) and
references in all of the chapters provide starting points for inquiries. The
process of finding and evaluating sources of information should be based
on the principles of information literacy applied to the Internet environ-
ment (see Appendix A).

The objective of this chapter is to develop a better understanding of an
ecological perspective on health. The study projects are designed to achieve
this objective.

P R O J E C T  1 : Interrelation of Energy, Water, and Carbon Cycles
The objective of this project is to develop an understanding of how changes
in any part of the energy, water, and carbon cycles can affect all of the cycles.

Task 1. Describe the interrelationship of the energy, water, and carbon
cycles.

Task 2. Describe how those cycles create the global climate system.
Task 3. Describe how the global climate system creates biomes.

P R O J E C T  2 : Effects of Natural Variability in Climate
The objective of this study project is to develop an understanding of the
influence of natural variability in climate on environment and health.

Task 1. Trace three examples of environmental changes (disasters)
connected with El Niño or La Niña.

Task 2. Describe the health effects caused by your examples in task 1.
Task 3. El Niño/La Niña forecasting:

a. Describe an application of El Niño/La Niña forecasting.
b. Find the current El Niño/La Niña forecast and its projection for the

future.

P R O J E C T  3 : Ecological Perspective on Health
The objective of this study project is to deepen an understanding of the
concept of an ecological perspective on health.

Task 1. Explain what is meant in this chapter by an ecological per-
spective on health.

Task 2. How does material from other chapters fit into this perspective?
Task 3. Are there other aspects of an ecological perspective on health

that you would add?
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All life on Earth depends on the availability of water. Our planet is the only
planet on which the existence of water in liquid phase is known. In its pro-
cesses of precipitation and flow, water is an excellent solvent and transports
nutrients that are essential to life. Part of the precipitated water returns di-
rectly to the atmosphere through evaporation. The remaining precipita-
tion infiltrates into the soil or flows over it, is recycled by organisms,
recharges aquifers, fills rivers and lakes, and enters the ocean to be returned
to the atmosphere. In continuous movement under and above the surface
of the earth, water serves as an indispensable resource in the ecosystems of
this planet. Water can also cause destruction and death. Floods are one of
the worst natural disasters and have claimed more victims and have caused
more material loss than have earthquakes, eruptions of volcanoes, and
other similar catastrophes.

The hydrological cycle, which has always been taken for granted, has
been modified since early history by the construction of dams, wells,
canals, and systems for irrigation and drainage to serve the interests of peo-
ple. Nowadays, governments and private entities are spending increasing
amounts of money to design, construct, and maintain these installations.
These anthropogenic activities not only modify the hydrological cycle but
also disturb the natural sources of water and, because of poor practices of
land use and water management, both the quantity and quality of this “re-
newable” natural resource are decreasing. Overuse of ground water causes
intrusion of salt water in coastal areas and alarming rates of decline in the
level of ground water in many regions of the world. All around the world,
the quality of water is decreasing because of ongoing contamination. This
degradation of water increases the danger of diseases that are transmitted
through water or are related to water and threatens not only people but all
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parts of the ecosystems that surround us. Shortage of water and abusive
use of water create a serious threat to environmental protection and sus-
tainable development. Public health and well-being, food security, indus-
trial development, and the ecosystems on which they depend are all put in
danger if human societies are not able to find better ways to manage exist-
ing water and improve land use (see also Chapter 14).

In spite of early warnings regarding lack of available water as a con-
straint to development, water issues still tend to be seen as mainly techni-
cal problems. Many water generalists complain about widespread water il-
literacy. For example, in the discussion of rain-fed agriculture, water is
taken more or less for granted and the focus is put on other agricultural
factors (e.g., agrochemicals, plant breeding). In environmental politics,
land and water issues are still seen as belonging to different worlds, taken
care of by different professions with distinctly different educational and
professional cultures. In the documentation that followed from the United
Nations Conference on Environment and Development, for instance,
water issues were largely neglected in the land chapters of Agenda 21—
although land use generally both depends on water and affects water. In
a report to the United Nations Commission on Sustainable Development
some years later, detailing the follow-up activities related to the land use
planning chapter 10 of Agenda 21, water appears only as a footnote (Food
and Agriculture Organization [FAO] 1995).

One general challenge of governance is to cope successfully with envi-
ronmental systems in the landscape while seeking to meet relevant societal
needs. Important questions to be answered and tasks to be faced are how
to implement a price for water and how to regard water as an economic
good.

The Hydrological Cycle

The hydrological cycle on our planet is induced by energy supplied by our
sun (see also Chapter 8). Figure 9.1 is a schematic drawing of the hydro-
logical cycle, which includes the basic processes of precipitation, infiltra-
tion, surface and groundwater flow, evaporation, transpiration, and con-
densation. The hydrological cycle moves enormous quantities of water
around the world. This movement is often relatively fast, as one drop of
water stays an average of 14 days in a river and about 10 days in the atmo-
sphere. But these units of time can change into centuries for glaciers and
thousands of years for water that moves slowly through a deep aquifer.

Some important differences in how hydrological processes operate
must be well understood. First, the genesis of rainfall in different zones de-
pends on different processes, such as tropical cyclones, monsoons, trade
winds, convection, and frontal movement. The intensities of rainfall may
therefore be very different, and the variability of rainfall changes greatly
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between zones. Patchiness or spatial variability is another aspect, and dif-
ferences in the seasonal pattern are fundamental to the whole organization
of society.

The infiltration resulting from rainfall will depend on the hydraulic
conductivity of the soil, which varies among soil types and depends also
on the structure and density of the soil and its pattern of macropores. The
capacity to store water in soil is a function of soil type as well as the struc-
ture and organic content of soil. The type of aquifer may also be quite dif-
ferent in different locations. The depth of the water table is a vital factor
for the accessibility of water in wells and can vary considerably between
humid and arid conditions. Depending on the characteristics of the soil
and the duration and intensity of rainfall, the depth of the water table may
vary seasonally as well. The general pattern of the movement of ground
water may differ between different geological settings. Outflow areas may
have very different characteristics in different environments; they may be
wetlands, oases, coastal springs, and so forth.

Runoff is generally referred to as one distinctive element in the water
balance. There are, however, some basic differences between types of
runoff formation. Runoff can occur as flood flow, which is rapidly trans-
ferred along a river during rainy periods, or a less variable base flow, which
is produced by outflow of ground water and provides a more or less de-
pendable source of water flowing into a river. The base flow may be in-
creased by contributions from water stored in lakes and reservoirs. In arid
zones, rivers have no base flow, as the level of ground water lies below the
streambed. Flood flows in arid areas often do not reach the drainage ter-
minal of a river as surface flow because the water infiltrates into the ground
before it reaches its destination, such as an ocean. Understanding interre-

Figure 9.1 Basic processes of the hydrological cycle.



gional differences in the process of runoff formation is fundamental as a
basis for the development and management of water resources.

Finally, river flow may also be classified according to its genesis, de-
pending on whether it comes from storage in solid phase, such as glaciers
and snow packs; in liquid phase, such as lakes and ground water; or in at-
mospheric water vapor. The primary effect on river flow is that its stabil-
ity increases with an increase in the turnover time of the source, where
turnover time is defined by the United Nations Educational, Scientific and
Cultural Organization (UNESCO) as the conventional residence time of
water in a specific system (UNESCO 1971). In other words, river flow
would vary more if it received water only from the atmosphere, where the
residence time is short, and would be very stable if it received water only
from a groundwater system with a long residence time (Table 9.1). In ar-
eas where water is stored in solid phase, flow is fairly regular from perma-
nent snow or glaciers, but melting of the snow pack due to seasonal
changes in temperature can cause floods in the spring and summer.

Where snow and ice are not factors, there is a marked contrast between
the perennial regimes of rivers in the humid zone, which are fed by base
flow from ground water, and the large fluctuations of rivers in the arid
zone, which exhibit flash flows that may recharge ground water before
reaching their drainage terminals. A particular case of great historical and
social significance is that of rivers that run through the arid zone but have
their sources in the humid zone, either in snow packs (e.g., Indus and Col-
orado Rivers) or in large lakes (e.g., Nile River).

These hydrological differences tend to complicate the transfer of hy-
drological understanding, methods, and theories between zones. Basic dif-
ferences in terms of climate and geology between the different regions of
the world produce different soil water regimes, differences in potential
evaporation, different genesis and behavior of ground water, different
regimes of river flow, and so on. Hydrological differences are part of fun-
damental ecohydrological differences, since differences in temperature,
soil water, and ground water affect vegetation biomes, root development,
and root depth (see also Chapter 8). Patterns of vegetation, in turn, are re-
lated to differences in population pressures and intensities of human ac-
tivities, which contribute to major differences in the environmental prob-
lems encountered.

Determining How Much Water Is Available

Water is one of the most common chemical compounds on Earth, and it
can occur in three different phases:

1. it can be found in liquid phase on the surface in rivers, lakes, and
oceans or as groundwater reservoirs below the surface;
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2. it can be found as water vapor in the atmosphere; and
3. it can be found in its solid phase covering the polar regions and high

mountains where the temperature is low enough to maintain that
phase.

Furthermore, water forms an important part of the physical construction
of all that lives on the earth, as it constitutes almost 80 percent of all living
tissue.

The total amount of water on Earth is about 1,384,000 � 1012 cubic
meters. Although figures given in the literature do not coincide completely
(World Meteorological Organization [WMO] and UNESCO 1997; Veren-
iging voor Landinrichting 1992; Chapman 1996; Mackenzie 1998), it can
be said that only a small part of the earth’s water is directly available as
suitable drinking water. About 94–97 percent of all water on our planet is
located in the oceans and seas (Chapman 1996; Mackenzie 1998). Only
0.26 percent of the sweet water is directly available as surface water in (pos-
sibly artificial) lakes and rivers or as shallow ground water; the remaining

Table 9.1 Water Volumes and Residence Times of the Hydrological Cycle



sweet water, about 2.24 percent of all water, is confined in polar ice or glac-
iers and deep aquifers (Shiklomanov 1996). Table 9.1 and Figure 9.2 indi-
cate some of the numbers that are available in the literature (Chapman
1996; Mackenzie 1998). Although these numbers must be used with cau-
tion, as the procedures for estimating the components of water resources
do vary, they give a clear picture of how little water is readily available for
human consumption. In addition, Table 9.1 indicates the residence time of
water in different reservoirs. As with the estimates of the reservoirs them-
selves, estimates of residence times are a product of the definitions of the
different reservoirs. For example, Falkenmark and Chapman (1989) esti-
mate a turnover time of 28 years for the oceans and a turnover time of 1–
4 weeks for the plant root zone, which differ from the values in Table 9.1.

Only from lakes, rivers, and relatively shallow aquifers is it possible to
produce large quantities of sweet water. These most important compo-
nents of the hydrological resources of the earth are continuously replen-
ished by precipitation and melting water from glaciers and, in some areas,
are supplemented by dew and mist. However, the quantity of sweet water
is decreasing all around the world because of an increase of evaporation
and transpiration caused by anthropogenic modifications of the environ-
ment. The construction of artificial lakes facilitates the generation of elec-
tricity and the storage of water for the purposes of drinking or irrigation.
Although these artificial lakes recharge the aquifers, surface water runoff
decreases at coastal areas; the resulting diminished recharge of ground wa-
ter causes intrusion of salt water. The hydrological cycle varies from place
to place and day to day; thus, these hydrological resources are constant nei-
ther in quantity nor in quality. Nevertheless, they are the most accessible
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sources of sweet water and are without any doubt very important to hu-
man society.

As stated before, the mismanagement of land use can seriously affect
the hydrological cycle and thus the available amount of accessible water.
Deforestation, expansion of paved regions, construction of canals and ar-
tificial lakes, communication between river basins, irrigation and drainage,
and many other activities modify the hydrological balance. To evaluate the
effects of those modifications and how water can be used in the industrial,
domestic, and agricultural sectors, one needs detailed regional informa-
tion on quantity as well as quality of water.

Using information made available by fieldwork, hydrologists have de-
rived global estimates of the total discharges of the rivers of the world,
which can be taken as the ultimate limit of water resources in the world.
These discharges add up to a figure between 35,000 and 50,000 cubic kilo-
meters per year, less than 1 percent of the total volume of the sweet water,
and there exists a great variation between years and from region to region.
The Amazon basin, which covers 5,870,000 square kilometers, or 4 percent
of the total global surface not covered by water, has a discharge that equals
about 16 percent of the total global river discharge. On the other hand, the
arid zones that cover about 40 percent of the earth’s land surface produce
only 2 percent of the total river discharge (WMO and UNESCO 1997).
Also, the discharge can fluctuate greatly throughout the year. Heavy rain-
fall or defrost of glaciers in one season can cause a river to swell, while
drought and frost during another season can decrease the discharge of a
large river to nothing more than a small waterway and create water short-
ages.

Other problems in the usage of surface water are great distances from
the natural course of the water to the end-users and upstream activities
that can decrease the quality of the water that reaches downstream users.
Transport of water is a very costly procedure, and large investments are of-
ten necessary to assure a sufficient supply of water to satisfy demand. Even
if transport is not a problem, industrial use, disposal of nontreated sewer-
age waters, and excessive use of pesticides and insecticides in agriculture
can make the water less suitable for further usage.

Finally, the availability of water per person depends not only on the
presence of water resources but also on the number of people who depend
on the water supply from a particular source. For example, population
density in Australia is much lower than in Asia and the availability of wa-
ter per person is higher in Australia, despite a substantially lower amount
of available resources (Fig. 9.3).

Because of these problems in distribution and quality, not all of the
discharges can be effectively utilized; the total potential resource is only



about 12,500 cubic kilometers per year and will continue to decrease if no
proper action is taken to reduce contaminating activities (WMO and
UNESCO 1997). Even now, although the actual global use of 4,000 cubic
kilometers per year stands well below the total potential resource, the un-
even distribution of resources means that many areas have to cope with
shortages of water.

The Quality of Water

It is not an easy task to provide a definition of water quality. With the ex-
pansion of water use requirements and the ability to measure and inter-
pret water characteristics, our understanding of water quality has evolved
over the past century. Furthermore, the complexity of factors determining
water quality and the large choice of variables used to describe the status
of water bodies in quantitative terms only make the task more difficult.
These variables include concentrations, specifications, physical partitions
of inorganic or organic substances, and the composition of the aquatic
biota present in a water body. Because of internal and external factors, the
defined quality is constant neither in space nor in time. Nevertheless, the
pollution of aquatic environments can be defined as indirect or direct in-
troduction of substances or energy that may harm living resources or form
hazards to human health. This pollution can also endanger aquatic activ-
ities, such as fisheries, or impair the quality of water with respect to its use
in agricultural, industrial, and other economic activities. The quality of
water can be described in several ways, through quantitative measure-
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Figure 9.3 Availability of water resources per continent and per person. Source: Data
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ments of specified substances or by semiquantitative and qualitative de-
scriptions based on biotic indices, visual aspect, odor, species inventories,
and so forth.

With the initiation of the industrial revolution and increasing popu-
lation numbers, the requirements for water in quantitative as well as qual-
itative aspect have increased (see also “Increasing Competition among
Users of Fresh Water,” below). Over time, water requirements have
emerged for drinking water and personal hygiene, fisheries, agriculture,
livestock, navigation for transport of goods, industrial production, cool-
ing in power plants, hydropower generation, and recreational activities.
Fortunately, agricultural irrigation and industrial cooling, which are the
largest users, do not require very high quality water, at least not for more
than one or two factors. On the other hand, water for drinking and so-
phisticated industrial applications requires very high standards of quality;
fortunately, however, these uses require relatively low quantities in com-
parison with the larger users. In addition to these uses, water has been con-
sidered since ancient times the most suitable medium with which to clean,
disperse, transport, and dispose of wastes, including domestic and indus-
trial wastes, mine drainage waters, irrigation returns, and so forth.

Each use of water, including extraction of water and discharge of
wastes, leads to specific and generally rather predictable effects on the qual-
ity of water. In addition to these intentional uses of water, several human
activities have indirect and undesirable, if not devastating, effects on the
aquatic environment. Examples are uncontrolled land use for urbaniza-
tion or deforestation, accidental (or unauthorized) release of chemical
substances, discharge of untreated wastes, or leaching of noxious liquids
from solid waste deposits. Similarly, the uncontrolled and excessive use of
fertilizers and pesticides has long-term effects on ground and surface wa-
ter resources.

Structural interventions in the natural hydrological cycle through
drainage basins and the overpumping of aquifers are usually undertaken
with a beneficial objective in mind. In many development programs, how-
ever, the environmental degradation caused by the structural intervention
has been so serious that reestablishing environmental circumstances
would cost a lot more money than has been gained from the interventions.
In some cases, the intervention in the natural cycle and its resulting influ-
ence on the quality and quantity of the water has caused complete de-
struction of the capacity for primary production in those regions. The
most important anthropogenic effects on water quality, on a global scale,
are summarized in Table 9.2. Meybeck et al. (1989) provide a fuller dis-
cussion of the sources and effects of pollutants.

Table 9.2 also gives an indication of the relative severity of deteriora-
tion found in four different types of water bodies. A similar table can be



composed on local and regional as well as international scales to indicate
the comparative consequences for different types of uses of water. As is in-
dicated in Table 9.3, some uses of water are more sensitive to the presence
of pollutants than are others. Water quality criteria, standards, and related
legislation are used as the main administrative means to manage water
quality to achieve user requirements. The most common requirement is
for drinking water of suitable quality, and many countries base their own
standards on the World Health Organization (WHO) guidelines for the
quality of drinking water (WHO 1984). Requirements for quality of water
should be treated on a case-by-case basis as natural water can be unsuit-
able for certain uses while heavily polluted water may well be suitable for
uses in industrial or other applications.

Most of the worldwide degradation of water quality is a result of un-
balanced activities that have disturbed the natural equilibrium. However,
severe contamination can be the result of natural disasters. Flooding,
earthquakes, and eruptions of volcanoes, with the mudflows that some-
times accompany them, can seriously disturb the natural equilibrium and
change the concentrations of substances, biotic as well as abiotic. Some of

260 Nicolaas J. P. M. de Groot

Table 9.2 Major Freshwater Quality Issues at the Global Scale



Water Resources Management 261

these natural disasters can be caused in part or aggravated by human ac-
tivities. Mudflows can be more intense as a result of increasing erosion,
which in turn can be the result of deforestation. Depending on the inten-
sity and the spatial scale of a disaster, the restoration of damages to water
quality may take many years. Eruptions of volcanoes and subsequent mud-
flows, for example, can have profound and lasting effects on downstream
water quality.

How do pollutants reach aquatic environments? Unfortunately, cont-
aminating substances can be released into the environment as gases, as liq-
uids, dissolved in liquids, and in solid phase. Through the atmosphere and
the soil, these contaminating compounds ultimately reach the aquatic en-
vironment. Pollution is the result of the release of contaminants by point
sources and by diffuse sources. There is no clear demarcation between
these two forms of pollution, as diffuse sources on large scales may be an
assembly of numerous point sources. An important difference between a
point and a diffuse source is that a point source in principle can be con-

Table 9.3 Limits of Water Uses Due to Water Quality Degradation



trolled by either collecting or treating the contaminating substances. Some
diffuse sources or, more specifically, diffuse sources of which all point
sources can be identified, can also be controlled; unfortunately, this is not
always a realistic possibility. The major point sources of pollution to fresh
water originate from the collection and discharge of domestic wastewater,
industrial wastes,or certain agricultural activities, such as animal husbandry.
Most other agricultural activities, such as the spraying of pesticides or the
application of fertilizers, are considered to be diffuse sources. The atmo-
spheric fallout of pollutants also leads to diffuse pollution of the aquatic
environment. Table 9.4 provides a comparative indication of the signifi-
cance of the atmosphere, point sources, diffuse sources, and mixed sources
in the pollution of aquatic environments.

Increasing Competition among Users of Fresh Water

In the first phase of the development of water resources, when the avail-
ability of the resource is far greater than the existing demand, small struc-
tures (e.g., single wells, slight modifications of river beds, small barrages)
with only local effects are sufficient to meet the demands of society. A sec-
ond phase of the development of water resources could be characterized
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by the evolution of the various branches of water management—flood
control, drainage and irrigation, water supply and sanitation engineering,
river training, navigation and utilization of hydropower, water quality con-
trol, and protection of the environment—when the construction of large
systems is required to satisfy the increasing demands. The integration of
the systems and their multipurpose utilization becomes necessary in what
could be defined as a third phase, which is to eliminate undesirable inter-
actions between the systems and to minimize investment and operational
costs.

With the onset of the industrial revolution and with the increasing
number of people inhabiting our planet, the range of requirements for
water has increased together with the greater demands for higher-quality
water. Water is a limited resource; hence, the production that depends on
water has to deal more and more with constraints. According to statistics
from the United Nations Development Programme (UNDP), the world
population grew at a rate of 1.74 percent per year from 1970 to 1995. Be-
tween 1995 and 2025, the annual growth rate is projected to be 1.23 per-
cent. The total population was estimated to be 5.6 billion in 1995, and, with
the projected growth rate, the earth will be inhabited by close to 7.2 billion
people by the year 2015; at the current growth rate, the population of 1995
would be expected to double to over 11 billion by the year 2046 (Table 9.5).

It is inevitable that this rapid increase in population will increase the
pressure on natural resources. Between 1900 and 1995, the increase in wa-
ter demand exceeded the rate of population growth. The demand has in-
creased six to seven times, or roughly twice the rate of population growth
over that same period, and it is not expected that this will change in the fu-
ture. So, in contrast to the decreasing availability of water, the demand will
continue to increase (WMO and UNESCO 1997).

Of the actual estimated yearly use of 4,000 cubic kilometers, more than
80 percent is directed to agriculture, mainly to irrigation. But significant
quantities of water are used for industrial purposes, for the generation of
electricity, and for other domestic purposes. The available information on
the use of water is more scarce and in general less reliable than are data on
the water resources themselves because of the lack of measurements in nu-
merous countries around the world. Nevertheless, the largest users that can
be consolidated as groups are agriculture, industry, and municipalities,
and the water demand of these three groups increased during the twenti-
eth century from about 600 cubic kilometers to about 4,000 cubic kilome-
ters per year (Fig. 9.4).

Human Intervention in the Terrestrial Water Cycle

Although a general distinction may be made between the natural and
modified forms of the water regime, it should be recognized that natural
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conditions hardly exist on the continents because any utilization of the
land surface by people influences the elements of the water balance. It is
obvious that the size of such changes depends on the level of development
in the region in question. Human activities in the landscape are driven by
societal demands for life support as influenced by expectations in society,
by population growth increasing the number of individuals expecting life
support, and by growth aspirations within the economy, in particular the
industrial sectors (see Fig. 9.4). In studying the influence of human activ-
ities on the quantification of hydrological variables, the most serious prob-
lems to be solved are those related to the modification of land use because
the associated hydrological changes are not directly measurable and their
development usually requires a long period of transition. Therefore, an
analysis of the hydrological records may lead to erroneous conclusions if
the data are not correctly related to such changing conditions. These as-
pects are especially important in developing countries where both water
and land management are in the second phase of development, with rapid
evolution of the various branches of water management and construction
of large systems to satisfy increasing demands.

In developing a policy for properly coping with anthropogenic inter-
ventions, four main functions of water in the water cycle must be taken
into account (Lundqvist and Falkenmark 1997):

1. health function as manifested in the fundamental importance of safe
drinking water as a basic precondition for socioeconomic develop-
ment;

Figure 9.4 Global water withdrawal by sector, 1900–2000. Source: Data from Shik-

lomanov 1996, as they appear in World Meteorological Organization, United Nations

Educational Scientific and Cultural Organization (1997).



2. habitat function of water bodies, hosting aquatic ecosystems, which are
easily disturbed when the water bodies become polluted;

3. carrier function for dissolved and suspended material picked up and
carried by water moving along its pathway through atmosphere, land-
scape, and water courses—this function plays a central role in the
process of land degradation (leaching of nutrients, erosion, and sedi-
mentation); and

4. production function in economic development: (a) biomass produc-
tion, operated by a flow of “green” water entering through roots and
leaving through foliage (in the absence of “green” water, photosynthe-
sis stops altogether and vegetation wilts); and (b) societal production
in households and industry, based on “blue” water, withdrawn while
passing through the landscape and delivered to cities and industries
through water supply systems.

Different functions of water are relevant for different sectors of soci-
ety, each driven by its own political driving forces. The fact that the in-
tegrity of the water cycle links all of these sectors together is a tremendous
challenge for interdisciplinary, interprofessional, and intersectoral com-
munication. The final objective in developing a water policy and strategy
must be to master the whole system.

Agricultural Activities and Forest Management

Agricultural Activities
Intensive agriculture requires the maintenance of optimum conditions in
the system composed of soil, water, and plants. The soil should have a well-
defined structure that can store a sufficient amount of water and at the
same time have an efficient transport capacity to carry away excess water
from the pores. The nutrients needed for the development of the plants
should be present in the soil, but the latter must not contain materials toxic
to the plants or elements decreasing the stability of the soil structure. Wa-
ter, which passes through the transpiration pathway soil-roots-stems-
leaves, is the main carrier of dissolved nutrients. Lack of water causes the
wilting of vegetation, but serious damage may also be caused by waterlog-
ging. Intensive agriculture also requires the selection of high-yielding va-
rieties and the protection of plants against pests, insects, and weeds.

It is inevitable that agricultural production must be increased to en-
sure a food supply for the prospective world population. This objective can
be achieved by increasing the productivity on land already cultivated and
by expanding the area of arable land. Irrigation plays a paramount role in
both activities. Worthington estimated in 1977 that about 13 percent of the
arable lands of the world were irrigated, using about 1,400 cubic kilome-
ters of water per year. In the developing countries, the yearly increase of
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productivity on irrigated land is about 2.9 percent, while it is only 0.7 per-
cent in nonirrigated areas. According to the FAO (1995), a total area of
255,446,000 hectares was under irrigation in 1990 (Fig. 9.5). Irrigated land
is more than twice as productive as rain-fed cropland. Only 16 percent of
the world’s croplands are irrigated, but those lands yield some 36 percent
of the global harvest. Apart from this very positive primary effect, it is nec-
essary to recognize, however, that the secondary effects of irrigation may
be undesired, harmful, and irreversible.

In the developing countries, irrigation increases yields for most crops
by 100–400 percent. Irrigation also allows farmers to reap the economic
benefits of growing higher-value cash crops. Half or even two-thirds of fu-
ture gains in crop production are expected to come from irrigated land. In
the developing world, where about 20 percent of arable land is irrigated,
the prevalence of irrigation varies widely within and among countries and
crops. A World Bank/UNDP study estimates that irrigation could be ex-
tended over an additional 110 million hectares in developing countries,
producing enough additional grain to feed 1.5–2 billion people (FAO
1996).

To determine the influence of irrigation on the hydrological regime,
one should consider both the primary and the secondary effects involved
in modifying the water regime. These changes can be divided into three
groups according to the water horizons where they develop:

1. changes in interactions between atmosphere and land and water sur-
faces;

2. quantitative and qualitative modifications of surface runoff; and
3. changes in the regimes of soil water and ground water.

Figure 9.5 Irrigated area (in million hectares)

by region of the world, 1990. Source: Data from

Food and Agriculture Organization 1996.



The flux of actual evapotranspiration is raised considerably by irriga-
tion because its primary purpose is to maintain a relatively high water con-
tent in the root zone and prevent plants from being subjected to water
stress. Hence, there is always water available for vaporization from the sur-
face, and actual evapotranspiration approaches the potential value in each
season of the year. Due to the higher evapotranspiration, the vapor con-
tent stored in the atmosphere increases. However, it was observed that, in
and around a large area in Texas, no significant differences in the amount
or the pattern of precipitation existed between areas under or without ir-
rigation (Schickendanz and Ackermann 1977).

The effects of irrigation on surface runoff can be observed both over the
complete river basin and in the rivers. The amount and the rate of surface
runoff increase because of the higher moisture content in the upper soil lay-
ers. The undesired consequences of the higher runoff rates are the increased
potential for erosion, which may cause the degradation of soils by carrying
away organic materials, and the increase of sediment transport in rivers.

The flow of rivers is directly modified by irrigation. Part of this change
is planned a priori when reservoirs are constructed to augment low river
flows and to raise the amount of water available for irrigation in dry peri-
ods. However, there is generally a considerable decrease in river discharge
due to the high water consumption of irrigated areas. Of all types of water
use, the difference between water intake and effluent discharge is the high-
est with irrigation. The difference may reach 70–80 percent of the intake
for irrigation, whereas the value is usually less than 10 percent for indus-
trial and community water supplies.

Other important changes in rivers are caused by the possible increase
of sediment load and decrease in the capacity of sediment transport due
to the increase of discharge. The result of these effects is the rapid increase
of siltation and the aggradation of river beds. Even more serious changes
in water quality are caused by the high salt content of effluents from irri-
gated fields.

Forest Management
The type of vegetative cover influences considerably the development of
the response of the catchment/river basin to precipitation. The largest dif-
ferences occur perhaps between forests and cultivated lands, and hence any
change due to forest management (deforestation, thinning, clear cutting,
reforestation, introduction of exotic species, etc.) may have considerable
effects on local hydrological phenomena and water resources.

The first difference is caused by the greater interception by forest than
by grasslands or cultivated crops. The surface litter in a forest protects the
soil against the splashing effects of raindrops, and the surface mulch of
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decomposing vegetation increases infiltration relative to surface runoff.
Evapotranspiration is also increased, not only because of the direct reevap-
oration of intercepted water from the canopy, but also because of the
higher consumptive use of trees and the greater amount of water available
in the root zone, which is much deeper than that of crops and pastures. As
a consequence of the influence of forest cover on the various elements of
water balance, the general regime of surface runoff from forested catch-
ments differs considerably from the catchment response of agricultural ar-
eas. In humid areas, the most striking differences are much less flood dis-
charge and greater base flow.

In areas of low rainfall, the situation with regard to the effect of forest
on base flow is quite different. In Australia, for example, the general result
of replacing deep-rooted native forests and woodland with pastures or
other shallow-rooted vegetation has been to cause an increase in ground-
water recharge, often resulting in increased saline base flow in streams and
salinization of lower land areas (Peck 1983).

In deforested areas, the loss of the protection for the soil provided by
the forest means that the increasing intensity of surface runoff causes an
extremely high increase of erosion. For example, in Brazil, 5–6 tons of to-
tal solid discharge per square kilometer was measured from very steep de-
forested areas during heavy rainfalls, while in the control area (where the
forest remained intact) the value was 0–2 tons per square kilometer (Bor-
das and Canali 1980).

It is very difficult to extend observations made in small experimental
catchments because the spatial scale strongly influences hydrological vari-
ables. At the outlet of a large basin, the discharge data provide integrated
information on the behavior of the catchment. The structural variation of
the surface (the proportions of forest, cultivated area, and grassland and
the variability of slope conditions) eliminates the extreme effects of spe-
cial local conditions. However, the two strongest influences of forest cover,
which are the decrease of both flood volume and soil erosion, can be ver-
ified from the data of large rivers.

The data that have been analyzed indicate some aspects of the relation
between forests and the local water balance. In general, the water regime
of forested catchments is more favorable from the point of view of water
resources development (decrease of flooding and erosion, increase of base
flow in humid areas, only a slight decrease of average runoff) than that in
cultivated or grassland areas. It is necessary, therefore, to predict all of the
expected effects of forest management and particularly those of planned
changes in land use, such as deforestation. On the other hand, reforesta-
tion can be used in some situations to improve environmental conditions
and produce a more favorable water regime.



Urban Activities

For many centuries people have been living together in cities. Often, their
choice of a certain location was based on the presence of water: for navi-
gation and trade, for domestic and craft use, for food production (fish and
crops), or even for defense of the inhabitants against enemies. The pres-
ence of urban areas affects the hydrology of local and adjacent regions in
several ways, such as groundwater withdrawal for water supply, surface and
groundwater pollution, increased precipitation downwind of cities, and
increased flood flow due to a decrease of the area where water can infil-
trate.

Various facets of the urban hydrological cycle are being studied in ur-
ban water balances and budgets. These studies must also include the influ-
ence of engineering on flows of water due to systems for water supply and
wastewater disposal. This complicates the approach to hydrological pro-
cesses, compared to the processes that are followed in rural hydrology.

Although urban hydrology, with numerous artificial features, may
seem superficially to be simpler than that of natural areas, a closer com-
parison of the hydrological systems leads to an opposite conclusion. The
urban hydrological system comprises all the basic elements of the natural
system plus many features due to human activity, some of which serve to
manipulate the urban water system for society’s advantage.

Urbanization, which is characterized by a large concentration of peo-
ple in a relatively small area, is now recognized as an inevitable historical
process. In 1965, about one-third of the world’s population lived in cities.
In the 1998 U.N. Human Development Report, it is estimated that, in 1970,
36.8 percent and, in 1995, 45.4 percent of the total world population lived
in urban areas; for 2015, the urban population is expected to be 54.6 per-
cent of the world’s total (Table 9.6). If the U.N. projections become true,
by the year 2015 a little under 7.2 billion people will inhabit the earth (see
Table 9.5), meaning that 3.9 billion people will be living in cities. This in-
crease is especially due to the growth of middle large cities. Today, only
about 15 percent of urban dwellers live in cities with more than 5 million
people, while over 60 percent live in towns and cities with populations of
1–5 million. At the same time, the relative concentration of the poor in
towns and cities is increasing. U.N. estimates for the year 2000 suggest that
half the world’s poorest people, or some 420 million, are living in urban
settlements.

Situations in, especially, the major cities in the humid tropics are al-
ready unstable in many perspectives (e.g., health, pollution, water supply),
and it is inevitable that the even higher population growth in these urban
areas will increase the pressure on their natural resources. In the absence
of proper solutions, this will encourage unsustainable development poli-
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cies and practices concerning water management in the developing nations
in the region (Donoso and de Groot 1996).

High concentrations of population in urban areas have several impli-
cations for water resources. The urban population acts as a driving force
that changes the landscape and hydrological cycle of the area, and it fur-
ther requires certain services, such as water supply, flood protection and
drainage, and water-based recreation. Because of the large populations of
urban areas, all urban water resource projects have a potential to benefit a
large population, but failures in planning or design will, on the other hand,
lead to large damages.

Development in some cities of the world is very dynamic. Some areas
are expected to double their population in periods as short as 20 years (see
Table 6.4). This dynamic character leads to changing hydrological data and
therefore makes it difficult to analyze information needed to conduct as-
sessments of water resources.

Lindh (1983) stated that 80 percent of the world’s available water re-
sources was used to irrigate food crops, much of which is consumed in
cities. In this sense, cities make use of the water resources of quite distant
areas. However, they have a more direct effect on the hydrological condi-
tions and water resources of adjacent areas.

Concentrations of people in urban areas lead to dramatic changes in
land surface cover. In particular, the permeability of the surface is dramat-
ically reduced because of the use of impervious cover and compaction of
the top layer of the soil. Extensive impervious surfaces are typical of urban
centers throughout the world. Such surfaces comprise roofs, roads and
streets, sidewalks, and parking areas. The extent of the impervious area in
an urban catchment is usually described by the catchment imperviousness,
defined as the ratio of the impervious area to the total catchment area.

The imperviousness ratio in an urbanized area is characteristic for the
amount of rain that has to be drained as surface water. The higher the im-
perviousness ratio, the less water will infiltrate into the soil and recharge
the ground water. Because of the high rate of human interventions, urban
areas are characterized by a special hydrological system that is more com-
plex that that of natural areas. The additional engineered features that
must be included in the analysis of urban hydrological processes are,
among others, water import from other areas for water supply, withdrawal
of ground or surface water, drainage, and wastewater systems.

Water quality in urban streams and rivers is strongly affected by urban
areas. Such effects include degradation of water quality due to the dis-
charges of wastewater and municipal effluents, combined sewer overflows,
and storm water. The municipal effluents include treated or untreated dis-
charges of domestic, commercial, and industrial wastewater. Their com-
position varies considerably, depending on the source and the level of the
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treatment. Generally, untreated or poorly treated effluents may be strong
sources of pathogens, nutrients, solids, and some toxic contaminants.
Where solid waste is not collected or is disposed of without proper pro-
tection against leaking, such wastes may find their way into water bodies
and contribute to their pollution.

The Overexploitation of Groundwater Resources

Ground water has always been considered to be a readily available source
of water for domestic, agricultural, and industrial use. In many parts of the
world, extracted ground water has made a major contribution to the im-
provement of social and economic circumstances of human beings. Proj-
ects of various types and scales have been developed and managed in re-
sponse to the growing demand for water by communities and industries.
In spite of bringing many benefits, the increase in demand for ground wa-
ter is leading to its overexploitation in many areas, resulting in a perma-
nent depletion of the aquifer system and associated environmental conse-
quences, such as subsidence of the land and deterioration of water quality.
Moreover, with changes in land use and a vast increase in the quantities
and types of industrial, agricultural, and domestic effluent entering the hy-
drological cycle, water quality is gradually declining because of surface and
subsurface pollution.

The world is becoming more concerned with sustainable and envi-
ronmentally sound development. The goal of environmentally sound and
sustainable development of water resources is to develop and manage them
in such a way that the resource base is maintained and enhanced over the
long term. The development of ground water typically begins with a few
pumping wells and initially, in many cases, the management of ground wa-
ter is geared to facilitate its usage and development. As development pro-
gresses, with more drilled wells scattered over the basin, issues such as over-
exploitation, equitable sharing of water, and degradation of water quality
become apparent in many basins. Sustainable development of ground wa-
ter depends on the understanding of processes in the aquifer system, quan-
titative and qualitative monitoring of the resource, and interaction with
land and surface water development. The following key principles reflect
different aspects of concern in the evolution of sustainability in ground-
water development:

1. long-term conservation of groundwater resources;
2. protection of groundwater quality from significant degradation; and
3. consideration of environmental impacts of groundwater develop-

ment.

Long-term sustainable development of groundwater resources implies
that the rate of extraction should be equal to or less than the rate of



recharge. When the rate of extraction is higher than the rate of recharge, a
continual lowering of water level is expected. Such a continual lowering of
the water table steadily increases the pumping cost and then, at a certain
level, it is no longer economical to pump water for many uses, such as agri-
cultural production.

Also, the qualitative aspect of resource availability for sustainable use
is of critical importance and is closely linked to the quantitative aspect.
The quality of ground water in aquifers can be affected by natural and hu-
man activities, and the extent to which the quality is affected varies with
the hydrogeological and climatic settings (Todd 1980; Fetter 1993). A de-
terioration of groundwater quality is detected only when there is a char-
acteristic odor, color, or taste in consumed water or when the presence of
a pollutant has an immediate effect on users of water. With the presence
of various sources of contamination and with the complexity of the hy-
drogeological environment and transport processes, sometimes it is diffi-
cult to establish a simple cause-and-effect relationship. Moreover, the con-
sequences of the deterioration of groundwater quality could be widespread
and difficult to control.

Pressure from Climatic Change

Climatic change will probably alter regional precipitation and evaporation
patterns (Intergovernmental Panel on Climate Change [IPCC] 1996). Ac-
cording to climate models, rising levels of greenhouse gases (see Chapter
7) are likely to raise the global average surface temperature by 1–3.5�C over
the next 100 years (United Nations Environment Programme [UNEP] and
WMO 1997). A more indirect result of climatic change, but not with a less
dramatic effect on the availability of water, is the rising of the sea level, in-
fluencing negatively the availability of fresh water, especially in coastal re-
gions.

Precipitation and Evapotranspiration
In general, higher temperatures should increase evaporation and therefore
precipitation. Climate models indicate that a doubling of atmospheric
concentrations of carbon dioxide (CO2) would increase global precipita-
tion by about 5 percent. Nevertheless, the results from different General
Circulation Models on a CO2-doubling scenario indicate that the influence
of CO2 doubling on precipitation is still very unclear.

Although changes in temperature and precipitation would clearly have
profound effects on the water cycle, the current generation of climate mod-
els still cannot make regional forecasts. It is likely that precipitation would
increase in some areas and decline in others. Even in areas where precipi-
tation increases, higher evaporation rates may still lead to reduced runoff.
In areas where climatic change causes reduced precipitation, freshwater
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storage reserves, primarily in the form of ground water, will steadily shrink.
Areas where more precipitation is not matched by increased evaporation
will experience floods and higher lake and river levels. Some projections
indicate an increase in the frequency of extreme events, such as droughts
and floods, which would undermine the reliability of many critical sources.

Warming would also tend to reduce the accumulation of winter snow
in mountains and other cold regions. Water resources would become even
more vulnerable than they are now. Diminished accumulation of snow in
winter would reduce spring runoff, which can be vital in replenishing lakes
and rivers; a 10 percent decline in precipitation and a 1–2�C rise in tem-
perature could reduce runoff by 40–70 percent in drier basins (UNEP and
WMO 1997).

Worsening droughts combined with overexploitation of water re-
sources would cause salt to leach from the soil, thus raising the salinity of
the unsaturated zone (the layer between the ground and the underlying
water table). In coastal zones, a lowered water table would also draw salt
water from the sea into the fresh ground water. At the same time, higher
levels of CO2 in the atmosphere are expected to improve the efficiency of
photosynthesis in plants, which could in turn cause more rapid evapo-
transpiration.

Together, these various effects would have extremely negative conse-
quences for river watersheds, lake levels, aquifers, and other sources of
fresh water, leading to a reduced water supply that would place greater
stress on people, agriculture, and the environment. Leaching and intru-
sions of salt water into freshwater stores would make ground water unfit
for household and agricultural use. (This has already occurred in many
parts of the world.) Reduced precipitation and increased evaporation
would damage croplands, forests, marshes, and other ecosystems. Falling
water levels would also require major adjustments by urban settlements,
particularly those located on the shores of rivers and lakes. The costs of
such adjustments may prove too high for many poorer nations. Conflicts
over water resources are likely to worsen in fertile basins such as the Nile
and Mekong and in regions with rapid population growth and increasing
problems with drought. Because clean fresh water is so vital to health, some
developing countries could face reduced health standards and worsening
epidemics. Marginal areas such as the Sahel would be at particular risk.

Improved water management is needed to minimize the consequences
of climatic change. Around the world, growing populations and rising liv-
ing standards are increasing humanity’s consumption of water. If climatic
change does reduce precipitation or increase the frequency of drought in
some areas, catastrophic situations are certain to arise. To respond to this
threat, we need to upgrade our existing infrastructure for water storage. In
particular, more facilities are needed for storing water during the spring to



help alleviate problems during summer droughts. Other important steps
would be to sensitize people to the problems of water wastage and to in-
troduce policies or taxes that would cut waste and constrain demand. Fi-
nally, a survey of the vulnerability and resiliency of water basins is needed
to support water use planning in the event that climatic change has its pre-
dicted effects.

The Rise in Sea Level
The global mean sea level may have already risen by around 15 centime-
ters during the past century. According to several studies, the sea has been
rising at the rate of 1–2 millimeters per year over the past 100 years. Mea-
suring past and current changes in sea level, however, is extremely difficult.
There are many potential sources of error and systematic biases, such as
the uneven geographic distribution of measuring sites and the effect of the
land itself as it rises and subsides.

Climatic change is expected to cause a further rise of about 20 cen-
timeters by the year 2030. Forecasts of a rising sea level are based on the
results of climate models, which indicate that the earth’s average surface
temperature may increase by 1–3.5�C over the twenty-first century. This
warming would cause the sea to rise in two ways: through thermal expan-
sion of ocean water and through shrinking of ice caps and mountain glac-
iers. According to the IPCC, if no specific measures are taken to abate
greenhouse gas emissions, these two factors are likely to cause the sea to
rise by about 15–95 centimeters from current levels by the year 2100. This
expected rate of change is significantly faster than that experienced over
the last 100 years (IPCC 1996).

Forecasting a rise in sea level involves many uncertainties. While most
scientists believe that anthropogenic emissions of greenhouse gases are
changing the climate, they are less sure about the details, and particularly
the speed, of this change. Global warming is the main potential conse-
quence of greenhouse gas emissions, but other aspects of the climate be-
sides temperature may also change. For example, some studies suggest that
changes in precipitation will increase the accumulation of snow in Antarc-
tica, which may help to moderate the net rise in sea level. Another com-
plication is that a rise in sea level is not uniform all over the globe because
of the effects of the earth’s rotation, local coastline variations, changes in
major ocean currents, regional land subsidence and emergence, and dif-
ferences in tidal patterns and seawater density.

Higher sea levels threaten low-lying coastal areas and small islands.
The figures for sea level rise given by the IPCC may seem modest. How-
ever, a one-meter rise would put millions of people and hundreds of thou-
sands of square kilometers of land at risk (Table 9.7). The most vulnerable
land is unprotected, densely populated, and economically productive
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coastal regions of countries with poor financial and technological re-
sources for responding to a rise in sea level. Some megacities may be par-
ticularly at risk (see Table 6.4). For example, in China, the entire city of
Shanghai could be inundated by a one-meter rise in sea level (Wang et al.
1995), and a similar rise combined with a severe storm surge would sub-
merge the city of Tianjin (Han et al. 1995). A rise in sea level would create
irreversible problems for low-lying island nations such as the Maldives and
the Pacific atolls. Elsewhere, tourist beaches, cultural and historical sites,
fishing centers, and other areas of special value are potentially at risk. The
costs of protecting this land from a rise in sea level and preventing con-
stant erosion are enormous. Additional investments would also be needed
to adapt sewage systems and other coastal infrastructure. On the other
hand, some localities, such as shallow ports, would benefit from a higher
sea level.

Ground water in some coastal regions would become more saline. Ris-
ing seas would threaten the viability of freshwater aquifers and other
sources of fresh ground water. Communities might have to pump out less
water to prevent aquifers from being refilled with seawater. Coastal farm-
ing would face the triple threat of inundation, freshwater shortages, and
salt damage.

The flows of estuaries, coastal rivers, and low-lying irrigation systems
would be affected, and tidal wetlands and mangrove forests would face ero-

Table 9.7 Land and Population at Risk from a 1-Meter Rise in Sea Level



sion and increased salinity. Wetlands not only help to control floods, but
also are critical to biodiversity and to the life cycles of many species. Flat
river deltas, which are often agriculturally productive, would be at risk.
Among the most vulnerable are the Amazon, Ganges, Indus, Mekong, Mis-
sissippi, Niger, Nile, Po, and Yangtze.

The damage caused by floods, storms, and tropical cyclones might
worsen. Major harbor areas would experience more frequent flooding dur-
ing extreme high tides and, in particular, during storm surges. Countries
already prone to devastating floods, such as low-lying Bangladesh, would
be the most affected. Warmer water and a resulting increase in humidity
over the oceans might even encourage tropical cyclones, and changing
wave patterns could produce more swells and tidal waves in certain re-
gions.

A rise in sea level poses a threat especially to low-lying areas, which
seem to be very vulnerable and sensitive to climatic change. On small is-
lands in developing stages, climatic change may invoke serious distur-
bances in socioeconomic development. Summarizing, freshwater re-
sources of coastal areas, and small islands in particular, are endangered by
climatic change due to the following five mechanisms:

1. a rise in sea level endangers fresh groundwater sources through re-
duction in island area and intrusion of saline water;

2. a change in the amount of rainfall and the duration of its seasonal dis-
tribution may affect the water supplies of small islands that use rain-
water-harvesting systems and groundwater recharge;

3. higher sea surface temperatures may trigger greater frequency and
severity of storms caused by tropical cyclones, hurricanes, and ty-
phoons, thus increasing the risk of flooding and storm damage, which
would be exaggerated by higher sea levels;

4. demand for water (for public supply and agriculture) may grow as
temperature rises with the increase of levels of greenhouse gases,
adding to a growth in demand expected from a rise in population; and

5. water quality may deteriorate because of a decreased dilution of wastes
discharged to surface water, ground water, and the marine environ-
ment.

Where these changes occur together, the effects of climatic change will be
most severe. Scientists increasingly recognize the need for a study of the
consequences of climatic change for the freshwater resources of small is-
lands. Such a study should develop a method for identifying and estimat-
ing effects, apply the method, generalize results, outline a response strat-
egy, and indicate the needs in systems for collecting data and monitoring
outcomes.
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Conclusion

The hydrological cycle has been taken for granted for too long. Interna-
tional conferences on the environment and sustainable development have
not given to water management the attention that it deserves. However,
during the last decade, there has been a growing understanding of the ex-
isting problems and the challenges we face to ensure that all socioeconomic
activities will not be limited by either the quantity or quality of available
water. More attention is being given to decreasing contamination from nu-
merous sources and to mitigating or preventing possible effects of changes
in land use on water resources. Water resources are more often taken into
account in a multicriteria decision analysis (see Chapter 5). Nevertheless,
we still have a long way to go.

With the ongoing growth of population in many countries, especially
in areas that already have to cope with shortages of potable water, and with
the continuing increase of competition among different uses of water,
more attention should be given to minimizing the exploitation of the re-
source rather than inventing more ingenious technologies for deeper de-
pletion of the available sources. The availability of water is influenced by
many different anthropogenic and natural elements, so the problems we
face can be solved only by including as many of these elements as possible.
An interdisciplinary management should incorporate contingency plans
to mitigate the effects of natural events that cannot be controlled, such as
floods, eruptions of volcanoes, or larger-scale climatic and oceanographic
phenomena, among which the El Niño/Southern Oscillation is the best
understood (see Chapter 8).

Finally, we have to face the possible changing climate with all its neg-
ative and positive results. An increasing temperature will increase evapo-
transpiration and probably intensify the hydrological cycle. More rain
could easily become too much rain, but areas that always had to face
droughts might receive some more precipitation, enabling them to in-
crease their agricultural or industrial production. We must study more in-
tensively all of these effects on water as a natural resource, never losing
sight of the final objective of the research, which should be the use of sci-
entific knowledge in the process of multidisciplinary decision making.

S U G G E S T E D  S T U D Y  P R O J E C T S
Suggested study projects provide a set of options for individual or team
projects that will enhance interactivity and communication among course
participants (see Appendix A). The Resource Center (see Appendix B) and
references in all of the chapters provide starting points for inquiries. The
process of finding and evaluating sources of information should be based



on the principles of information literacy applied to the Internet environ-
ment (see Appendix A).

The combined objective of the following study projects is a deepened
understanding of the hydrological cycle, its interrelationship with climatic
changes, and its effects on sustainability.

P R O J E C T  1 : Anthropogenic Effects on the Hydrological Cycle
The objective of this project is a deepened understanding of the hydrolog-
ical cycle.

Task 1. Describe the components of the hydrological cycle.
Task 2. Identify anthropogenic activities affecting the hydrological cycle.
Task 3. Describe one or more locations where there is increasing com-

petition by users of fresh water.

P R O J E C T  2 : The Effect of Global Climate Change on Water Issues
The objective of this project is a deepened understanding of the possible
effects of global climate change on water issues.

Task 1. Describe the vulnerability of one or more regions to extremes
in the hydrological cycle.

Task 2. Describe the vulnerability of one or more regions to a rise in
sea level.

P R O J E C T  3 : The Growing Importance of Water Resources
Management in Sustainable Development
The objective of this project is to develop, practice, and refine skills for in-
corporating water resources management into planning for sustainable
development.

Task 1. Identify a region with a sustainable development initiative. De-
scribe the initiative.

Task 2. Determine how water resources management practices are in-
corporated into the initiative.

Task 3. Suggest solutions to observed problems for water resources
management.

Task 4. Summarize your findings.
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Recognition that the environment affects risk of infectious diseases is not
novel. What has changed over the past few centuries is our understanding
of the mechanisms that underlie such interactions. Because parasitic mi-
croorganisms that are necessary for the occurrence of infectious diseases
share many fundamental biological properties with humans, an “ecologi-
cal” perspective on their life cycles should improve understanding and in-
crease control. An ecological perspective recognizes that fundamental
physical and biological processes affect the survival and reproduction of all
living organisms, including the infectious agents that cause diseases. Sim-
ilar evolutionary processes influence the development, behavior, diversity,
and distribution of plant and animal species, some of which may live in-
side us and occasionally cause harm. Advances in ecological understand-
ing and theory during the past few decades, mostly developed through
studies of vertebrates, insects, or plants, have led to paradigms that are rel-
evant to microorganisms as well. In addition, human social, economic, and
political activities have become a major influence on these ecological and
evolutionary processes. This chapter addresses the various ways in which
physical and biological environments, mediated through human activities,
influence the ecology of survival, reproduction, and transmission of these
microorganisms.

The relationship among microorganisms, their hosts, and the envi-
ronmental conditions under which they interact has developed through a
long history of coevolution (Ewald 1993). Thus, one might expect that an
equilibrium has been reached between infectious agents and their hosts,
resulting in a low incidence of disease and only rare appearance of new dis-
eases. In fact, the diversity, distribution, and effects of infectious diseases
are constantly in flux, both locally and globally, with new diseases appear-
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ing, well-recognized diseases spreading to new areas, and the severity of
symptoms changing. Such “emerging” infectious diseases recently have
been characterized as an important threat to public health (Lederberg et
al. 1992; Centers for Disease Control and Prevention [CDC] 1994a, 1998;
Wilson et al. 1994) and now constitute a major focus of research and pol-
icy development. The factors underlying the emergence of disease include
various ecological changes such as deforestation, irrigation, or urban
crowding, but also the rapid, long-distance movement of people or ani-
mals and the development of resistance to antibiotics. Understanding how
these and other factors influence the emergence of infectious disease has
taken on an urgency and importance rivaling the pressing issues of envi-
ronmental conservation, natural resource utilization, population growth,
or economic development.

Infectious diseases are fundamentally different from noninfectious
diseases by virtue of the fact that a process involving contagion determines
who becomes ill. In the absence of appropriate contact with an infected
person, animal, or object, transmission of an infectious agent cannot oc-
cur. Thus, spatial proximity often plays an important role in infectious dis-
eases. Unlike most noninfectious diseases, for which a component of the
environment serves as the actual exposure (e.g., toxins, temperature ex-
tremes, and radiation), the role that the environment plays in infectious
diseases is to mediate the extent of contagion by altering the abundance of
pathogens or the frequency and nature of infectious contacts. Different en-
vironmental variables are more or less important depending on the mech-
anism of transmission of each infectious agent. In general, the transmis-
sion of agents that are waterborne, foodborne, vector-borne, or airborne
or have an animal reservoir tends to be more strongly influenced by envi-
ronmental variables.

One goal of this chapter is to provide students, policymakers, and ed-
ucators with a basic understanding of the complex and multidisciplinary
environmental interactions that are part of our “human ecology,” particu-
larly those that affect our health. Although these environmental factors
represent only one of many kinds of influences on microbes and their as-
sociated infectious diseases, they often have important effects on public
health. Despite this, however, knowledge of environmental influences usu-
ally is inadequately or inappropriately applied to prevention, planning,
and public health education. Thus, another objective of this chapter is to
develop a framework within which to view, analyze, and act upon diverse
kinds of environmental changes as they influence the risk of disease. Ex-
amples of environmental changes include the results of dam construction
and irrigation, intensification of agriculture, elevated precipitation, ocean
warming, new mining activities, urbanization and urban crowding, defor-
estation, housing and road construction, and reforestation (Table 10.1).
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Ecological Characteristics and Processes
Influencing Transmission

The classic disease triad of agent, host, and environment, usually portrayed
simplistically as a static triangle (Fig. 10.1a), may be more appropriately
conceived of as a process involving dynamic interactions (Fig. 10.1b). Not
only does each of the three components include many variables and effects,
but their interactions may produce indirect and nonlinear effects with time
lags and various feedbacks over many temporal scales. Envisioned thusly,
the notion of “environment” acquires a richer and more realistic meaning.
(Chapters 4 and 5 provide additional discussion of concepts from dynamic
systems.) This section summarizes how fundamental environmental fac-
tors determine various ecological interactions and how to gauge their in-
fluence on the dynamics of infectious disease.

Table 10.1 Examples of Environmental Changes and Recognized Effects 
on Infectious Diseases



The Interaction of Abiotic and Biotic Factors
Environmental variables are often grouped into two broad categories: abi-
otic and biotic. Abiotic factors are primarily physical or chemical and in-
clude elements such as temperature, water or precipitation, relative hu-
midity, atmospheric gases, wind, and solar radiation. Biotic factors involve
living plants and animals and can be grouped phylogenetically (species and
higher taxa) or functionally (e.g., predators, competitors, nutritional re-
sources, or guilds). While conceptually useful, the distinction between abi-
otic and biotic is blurred and can be misleading because extensive inter-
dependence exists. Abiotic changes such as unusual precipitation may, for
example, result in greater abundance of rodents through increased pro-
duction of grain, or larger mosquito populations due to improved breed-
ing habitat, or increased survival of certain aquatic bacteria if marsh wa-
ter salinity is reduced. Many other similar effects on biotic processes are
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Figure 10.1 Three components of infectious diseases representing the agent, host,

and environment in their classic, static conceptualization (a) and a more dynamic rep-

resentation that considers directions of effect, interaction among entities, and possible

conflicting effects (b).
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the direct result of changes in temperature, solar radiation, or other abi-
otic factors.

Conversely, biotic processes involving the presence, growth, or abun-
dance of plants and animals also affect the amount or distribution of phys-
ical or chemical components of their environment. At the local or micro-
climatic level, for example, nests or houses result in temperatures that are
warmer or cooler than ambient temperature, forest regeneration usually
reduces evapotranspiration, irrigation often increases local relative hu-
midity, and the creation of large urban areas may increase atmospheric
particulates and generate warmer air temperatures than those found in the
surrounding countryside. Thus, abiotic factors influence the broad distri-
bution patterns of plants and animals, which in turn affect the manner in
which the physical or chemical conditions of the environments are modi-
fied and experienced.

Environment may be modified and created by human activities. Such
“anthropogenic” changes, whether intentional behaviors (house construc-
tion, dams, deforestation) or the unintended by-products of the con-
sumption and production of resources, are largely determined by eco-
nomic and cultural forces. Industrial activities now have global effects, as
demonstrated by the emissions of chlorofluorocarbons (CFCs) that de-
plete the earth’s protective layer of stratospheric ozone and the combined
emissions of CFCs and other anthropogenic greenhouse gases that can af-
fect patterns of global climate (see Chapter 7). Thus, another component
of environment is that which is socially determined by human actions (see
Chapter 6).

Temporal and Spatial Scale and Variation
Ecological changes may occur at spatial scales ranging from centimeters to
continents and over time periods of days to millennia. The manner in
which such temporal and spatial variation affects the ecology of infectious
disease depends on characteristics of each agent and its mode of trans-
mission. Epidemiological analyses that solely describe existing patterns of
disease by person, place, and time may miss important features of the tem-
poral or spatial scale over which ecological changes influence transmission
of an infectious agent. The field of medical geography has explored spatial
patterns of disease for decades, sometimes linking environmental patterns
to those of cases. In addition, environmental changes, whether over days
to weeks, months to seasons, or years to decades, can affect the dynamics
of transmission. The duration of such effects generally corresponds to the
time span over which differences occur. For example, a few weeks of un-
usually warm and wet weather may lead to a short-term increase in the
abundance of vector mosquitoes. Other sudden ecological changes, such



as fires, hurricanes, or the invasion of new species, however, may produce
longer-term consequences.

The spatial scale over which ecological effects occur may be local
(hectares to square kilometers), regional (counties to states), or large scale
(biomes, continents, or the entire planet). For example, shifting the graz-
ing location of a herd of cattle to a new field might increase the risk of
waterborne disease in a downstream community, whereas widespread
deforestation in the humid tropics could affect the transmission of malaria
across thousands of square kilometers. Interannual climatic variability,
such as that produced by the El Niño phenomenon (see Chapter 8), can af-
fect climate-sensitive diseases worldwide. Our ability to understand, pre-
vent, and ameliorate the consequences of ecological changes that influence
infectious diseases depends on careful evaluation of the temporal and spa-
tial distribution of events.

Ecological Zones and the Global Distribution of Diseases
The evolution of parasitic microorganisms has been occurring over mil-
lions of years, resulting in assemblages of parasites and hosts that until
recently tended to be restricted to particular regions or biomes (see also
Chapter 8). Although the global distribution of plants and animals has
resulted from long-term evolutionary change, short-term events have af-
fected the distributions of diseases on a global scale. Until the last mil-
lennium, most important infectious agents causing disease in humans
were restricted to and separated by regional-scale macrogeographic dis-
tances. Typically, these distributions were constrained by ecological or
host-determined factors that originally defined their development. The
advent of rapid, long-distance movement of people and goods during the
past few centuries has allowed certain infectious agents to be quickly
transported over great distances, destroying some of the ecologically de-
fined macrogeographic isolation that had developed over evolutionary
time. Thus, contemporary shifts in the presence or intensity of transmis-
sion of microorganisms can occur at meso- to macrogeographic spatial
scales and at annual to decadal temporal scales. Regional changes, for ex-
ample, in the presence of particular host species, the salinity and turbid-
ity of standing water, or the existence of a vegetation class might permit
or limit the spread of an infectious agent. The resulting spatial hetero-
geneity could lead to regional differences or to the establishment of foci
over the scale of kilometers.

Over very short time periods and small distances, microgeographic
variation and hourly to seasonal fluctuations can result from population
shifts, extremes in temperature or precipitation, local anthropogenic ef-
fects, or stochastic events. In such cases, the appropriate spatial measures
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would involve microhabitats covering tens of meters or less, sometimes
changing during days or seasons.

Population Ecology and Behavior
The presence of a pathogenic microbe in a region is necessary but not suf-
ficient for the occurrence of disease. Many factors influence which and how
many people become infected and whether or not they become ill. Expo-
sure is a function of the population density and distribution of infectious
organisms and may occur through the vertebrate or human hosts that nat-
urally harbor the pathogen or the invertebrates that transmit the agent. In
general, the number of infectious animals is positively related to the prob-
ability of transmission, but other factors may be important. The behavior
of infected hosts and of the humans who are at risk of exposure also influ-
ences how many potential infectious contacts are eventually realized. Not
all contacts result in transmission, and this may differ according to the be-
havior of various ages or other groups. Thus, population and behavioral
characteristics of infected hosts and susceptible people will mediate trans-
mission, and these represent another set of variables to consider when eval-
uating the health repercussions of environmental change.

Immunity and Transmission
Because only some infections produce disease, an analysis of the ecology
of health should consider how humans respond to infection, including fac-
tors such as previous exposure, nutrition, age, and immune status. Some
of these factors have direct links to environmental change, while others are
more a function of historical or genetic processes. For any population, the
relative abundance of and contact patterns among susceptible, infected, in-
fectious, and immune individuals largely determine the intensity and sta-
bility of transmission. The magnitude of an immune response, character-
ized by the production of humoral or cellular defenses to these foreign
organisms, also is influenced by many variables, including the site, timing,
and quantity of inoculum. Immunity may be complete, partial, or nonex-
istent, in turn influencing how humans shift among being susceptible and
uninfected, being infected, or being infectious.

The basic reproduction ratio, R0, is a useful conceptual tool for ana-
lyzing and comparing factors that contribute to the maintenance of trans-
mission. This theoretical value represents the average number of new in-
fections that arise during the period of infectiousness of one case that
enters a population of totally susceptible people. Values of R0 may range
from zero to infinity, with a value less than one indicating that the infec-
tion will not persist in the population and a value greater than one indi-
cating continued transmission at a rate that is positively related to the mag-



nitude. A basic reproduction ratio of one is therefore a threshold value,
which marks the transition from a system in which infection will not prop-
agate to a system in which infection will propagate. Various versions of the
basic reproduction ratio have been suggested, but the simplest is repre-
sented as the product of three components:

R0 � 	CD

where 	 is the probability of transmission given appropriate contact; C is
the contact rate (per unit time) of an infectious person with susceptible
people; and D is the duration of infectiousness (in the same units of time
as C). These fundamental characteristics describe the spread of infection
to be expected when an infectious agent is transmitted among susceptible
people. A low probability of transmission (	), infrequent contact (C), or
a short duration of infectiousness (D) all tend to reduce the basic repro-
duction ratio of an infectious agent. Similar considerations influence the
dynamics of animal populations harboring infectious microorganisms
that are pathogenic to humans; however, the relationship between such an-
imal infections and human disease is complex (see under “The Diversity
and Complexity of Transmission Cycles,” below).

The concept of herd immunity defines the proportion of a population
that is in the immune category. In one sense, it represents how much of the
population is no longer at risk for continued transmission of an infection.
In general, the larger the proportion of a population that is immune to a
particular agent, the less likely it is that the infection will persist or spread.
Typically, a population’s herd immunity increases either as an infectious
disease spreads or through vaccination. Herd immunity is reduced, how-
ever, when those who are already immune die or new susceptible people
enter the population through births or in-migration. Such turnover among
susceptible, infectious, and immune people in the population represents
an important demographic component of the maintenance of infectious
disease (Anderson and May 1991). Environmental changes that affect any
of these human characteristics may influence the risk of transmission. At
or above a certain level of herd immunity, here designated as the percent-
age PH, transmission within that population cannot be maintained, as
there are insufficient susceptible human hosts. This level of herd immu-
nity necessary to interrupt transmission is related to R0 as

PH � 1 � (1/R0)

This relationship shows that, to interrupt the transmission of diseases with
a greater basic reproduction ratio, greater control effort generally will be
required. In some contexts, the term herd immunity applies specifically to
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a population whose proportion immune exceeds that threshold PH, which
is equivalent to the basic reproduction ratio dropping below its threshold
value of one after control is introduced (Aron 2000).

The Diversity and Complexity of Transmission Cycles
The manner in and extent to which ecological changes affect the spread of
infectious microbes depend on the number of components in the trans-
mission system, as well as their relationship to the environment and to each
other. These components include the agent and humans, but also may in-
volve nonhuman reservoirs and physical or biological mechanisms of
transmission. Infectious diseases have been classified according to these
characteristics as either anthroponotic or zoonotic and as either directly
transmitted or indirectly transmitted. Anthroponotic diseases are caused
by microorganisms that normally are transmitted solely from person to
person. Zoonotic diseases, however, typically result from infectious agents
that are transmitted in nature among nonhuman hosts, with accidental
and occasional transfer to humans. The transmission mechanism may be
direct (through physical contact or droplets) or indirect (via aerosol sus-
pensions, food, soil, water, or a “vector” arthropod or snail that bites or
otherwise contacts the host). The physical objects that aid indirect trans-
mission are called vehicles or physical vectors.

Most diseases can be unambiguously categorized by these criteria into
four kinds of transmission cycles, thereby permitting examination of
common attributes that may be used to evaluate how environmental ef-
fects influence the distribution of each disease and its relative incidence
(Table 10.2 and Fig. 10.2). Directly transmitted anthroponoses involve two
components (agent and human), whereas directly transmitted zoonoses en-
tail three (agent, animal reservoir, and human). Indirectly transmitted an-
throponoses also involve three components (agent, vector or vehicle, and
human), whereas indirectly transmitted zoonoses encompass four (agent,
vector or vehicle, animal reservoir, and human). Depending on the nature
of ecological changes and the responses of one or more of these compo-
nents of transmission, shifts in the rate of spread, severity, and distribution
of infections will result.

Directly Transmitted Anthroponoses

Infectious disease agents that normally are spread among people through
contact or a physical medium generally have the least complicated associ-
ations with the environment. Nevertheless, impacts may be profound.
Some changes directly alter the infectiousness of the microbe, but more of-
ten environmental impacts occur indirectly through the behavior of peo-
ple. Natural abiotic factors such as precipitation, solar radiation, or rela-
tive humidity, for example, might affect the survival, persistence, and



transmission of polio virus or streptococci bacteria in the environment.
Most directly transmitted anthroponotic agents, however, are communi-
cated by body fluids, sexual contact, or exposure to physical objects in a
manner largely protected from these environmental influences. As exam-
ples of the latter, the agents that cause acquired immune deficiency syn-
drome (AIDS; human immunodeficiency virus), herpes (herpes simplex
viruses 1 and 2), syphilis (Treponema pallidum), leprosy (Mycobacterium
leprae), and gonorrhea (Neisseria gonorrhoeae) reside in and typically are
transmitted by tissue or body fluids that tend to be shielded from the ex-
ternal environment. In these examples, ecological effects are most likely to
affect transmission if they influence human behavior or responses to in-
fection but are unlikely to affect survival or infectiousness of the agent di-
rectly.

Somewhat intermediate are other directly transmitted anthroponoses
caused by microbes that may be spread via droplets, fecal material, or other
particulates. Examples include diverse agents that cause measles (measles
virus) and poliomyelitis (polio virus). These microbes are exposed to po-
tentially harmful environmental conditions during short periods (minutes
to hours) spent outside of the bodies of infected people. Nevertheless, most
ecological impacts on directly transmitted anthroponoses do not occur by
simple effects on the survival or spread of pathogens. Rather, changes in
human behavior are more likely to affect transmission of these agents. De-
pending on the types of ecological changes associated with each particu-
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Figure 10.2 Four main types of transmission cycles of infectious diseases.
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lar agent, factors such as shifts in human population density, diminished
housing conditions, increased crowding, reduced hygienic practices, or
sharing of utensils, for example, are more likely to influence indirectly the
transmission of these disease agents. In general, ecological effects are
likely to be greater on pathogens spread from animals or by other indirect
means.

Directly Transmitted Zoonoses

Zoonotic diseases result when microbes that are normally transmitted
among nonhumans occasionally and accidentally spread to people. Since
we are not part of the normal transmission cycle, we become “dead-end”
infections to the parasite. For these agents, a vertebrate species, but not a
human, serves as the natural reservoir host. People typically play no role in
the transmission cycle of these agents because their persistence in nature
depends on other processes involving the reservoir host and its environ-
ment. Thus, factors such as the rate of transmission, development of host
immunity, and rate of reproduction or death in the nonhuman host pop-
ulation are critical to the continued existence of such microorganisms. En-
zootic transmission of these zoonotic disease agents among animal hosts
allows their perpetuation in nature, a situation analogous to that of en-
demic transmission in human populations. Correspondingly, epizootic
transmission means that new infections in these vertebrates are occurring
more frequently than normal, a situation analogous to that of epidemic
transmission in human populations.

The risk to humans of acquiring zoonotic diseases and the roles that
changing ecological conditions play in such risk depend in part on the
mode of transmission of the infectious organism. Directly transmitted
zoonoses are spread among reservoir hosts via media not unlike those of
directly transmitted anthroponoses (e.g., direct contact with body fluids
or droplets). Thus, similar environmental conditions influence the proba-
bility of contamination. Because humans usually are infected in the same
manner as the natural vertebrate host, environmental characteristics af-
fecting enzootic transmission function analogously during such spillover
transmission to humans. Additional ecological effects, however, operating
through the presence, abundance, and condition of the nonhuman reser-
voir host species, must be considered for directly transmitted zoonoses.

Environmental Factors Determining Transmission
The presence of, for example, soil-inhabiting Clostridium tetani, the anaer-
obic bacterium associated with human tetanus, may vary with environ-
mental conditions at the ground surface. This common intestinal sym-
biont is normally transmitted by a spore stage that is frequently found in
soil and fomites contaminated with animal feces. Infection by puncture
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wound may lead to unusual subcutaneous growth and production of
tetanus toxin, which produces severe muscular symptoms. Although im-
munization with tetanus toxoid results in long-term protection, many
cases occur in developing countries with inadequate vaccination and poor
sanitation. Thus, proper treatment of human sewage and separation of an-
imal waste from areas of human activity are likely to reduce risk of tetanus.

Other vertebrate host infections depend on ecological characteristics
of the natural water supply or associated vegetation. Cryptosporidiosis, for
example, is a waterborne intestinal infection caused by protozoa of the
genus Cryptosporidium (Fayer and Ungar 1986). Potentially a life-threat-
ening human illness in immunocompromised people, mild to chronic di-
arrhea occurs in most other cases. In 1993, contamination of the water sup-
ply in Milwaukee resulted in an outbreak in which more than 400,000
people became ill and 47 died (MacKenzie et al. 1994). Although consid-
ered an emerging disease, human cryptosporidiosis still tends to be un-
derdiagnosed (Gallaher et al. 1989; Skeels et al. 1990). A study of patients
with acute infectious diarrhea in England found that Cryptosporidium in-
fection was almost as common as Salmonella infection and nearly three
times more common than that of Shigella (Public Health Laboratory Ser-
vice Study Group 1990).

Many vertebrates, but particularly domestic and wild ungulates, seem
to be naturally infected by and frequently infectious with Cryptosporidium
spp. (Navin and Juranek 1984). Rainfall, vegetation surrounding water-
sheds, concentration of potential reservoir hosts, and sources of drinking
water represent environmental characteristics that are likely to affect trans-
mission. Furthermore, the quantity of fecal shedding of Cryptosporidium
oocysts or spores and, hence, the extent to which surface water will be in-
fected probably are proportional to the abundance of infected hosts. While
domestic farm animals may be important reservoirs, deer also harbor this
agent (Simson 1992; Tzipori et al. 1981) and may be implicated in trans-
mission to humans. Thus, the density of vertebrate reservoirs, including
domestic animals, and their relationship to watersheds used for drinking
water influence the probability of transmission among these hosts and to
people.

Reservoir Population Ecology and Transmission
For certain other directly transmitted zoonoses, the agents occur in body
fluids or as relatively protected encysted stages that experience minimal di-
rect environmental effects. In such cases, different ecological effects on
reservoir abundance and human contact nevertheless may affect risk of
human infection. Directly transmitted zoonoses, such as rodent-borne vi-
ral hemorrhagic fevers and rabies, are examples that illustrate some basic
principles.



Various hantaviruses ( Johnson 1989) and arenaviruses (Childs and
Peters 1994) are naturally maintained in particular rodent species through
transmission in excreta or saliva via aerosol or bite. Hantavirus-associated
zoonoses such as Korean hemorrhagic fever and nephropathia epidemica
(NE), now grouped as “hemorrhagic fever with renal syndrome” (HFRS),
have been known for decades throughout much of Asia and Europe
(LeDuc et al. 1994). A new member of this group of hantaviruses, sin nom-
bre virus (Elliott et al. 1994), has been identified as the agent of a recently
recognized, life-threatening disease in the United States, hantavirus pul-
monary syndrome (HPS) (Duchin et al. 1994). The causative viruses of
each of these syndromes are related taxonomically; however, each is main-
tained through transmission in different rodent reservoir host species.
Hantaan and Seoul viruses, causes of HFRS, circulate among field mice
(Apodemus spp.) and Norway rats (Rattus norvegicus), respectively (Lee et
al. 1978, 1982). Puumala virus, the causative agent of NE, is maintained in
bank voles (Clethrionomys glareolus) and occurs primarily in Europe and
western Russia (LeDuc 1987; Gavrilovskaya et al. 1990). Although details
of the cycles of these hantaviruses differ among the various combinations
of virus and reservoir, infection in the primary reservoir species typically
produces chronic infection that persists for life (Gavrilovskaya et al. 1990;
Lee et al. 1981; Yanagihara et al. 1985).

Over broad geographic regions, the abundance of rodents has been
linked to outbreaks of hantaviral disease in humans. In the southwestern
United States, unusually abundant rainfall produced lush vegetation and
increased food resources for rodents during the spring and summer of
1993. It was then that the first recognized outbreak of HPS occurred. Data
from the Sevilleta research station in Socorro County, New Mexico (south
of the geographic location of most HPS cases), indicated that populations
of the deer mouse (Peromyscus maniculatus) in some locations increased
10-fold between May 1992 and May 1993 (Parmenter et al. 1993). Deer
mouse populations of 30 mice per hectare in May 1993 during the HPS
epidemic declined to fewer than 3 mice per hectare by August (Parmenter
and Vigil 1993), when the outbreak of HPS was waning; this suggested that
increased abundance of rodents may have contributed to the large num-
ber of HPS cases during the spring and summer (Childs et al. 1994). Sev-
eral studies in Sweden have convincingly linked the abundance of rodents
to patterns in the incidence of NE among humans (Nyström 1982). At a
finer spatial scale, local abundance of rodents may also influence the risk of
human acquisition of hantaviral disease. One of the principal environmen-
tal variables that distinguished those households in which patients with
HPS resided from selected control dwellings was a significantly greater
abundance of rodents, as indicated by trapping success (Childs et al. 1995).

Arenaviruses, such as Junin virus from the corn mouse (Calomys mus-
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culinus) in Argentina, Machupo virus in the related Calomys callosus from
Bolivia, and Lassa virus from multimammate rats (Mastomys spp.) in
Africa, also establish chronic infections in their respective rodent hosts.
Transmission also occurs via contact with urine, feces, or rodent tissues.
There seems to be a direct link between the density of rodent reservoirs and
arenaviral disease in humans. A longitudinal study of C. musculinus pop-
ulations in the area of Argentine hemorrhagic fever documented a dra-
matic increase in the density of rodents during the third year of the study.
The number of human cases of Argentine hemorrhagic fever reached a 20-
year high during the epidemic season following the increase in the density
of rodents (Mills et al. 1992). During an outbreak of Bolivian hemorrhagic
fever in San Joaquín, nearly 3,000 C. callosus (about 10 per household)
were removed during a three-week period (Mercado 1975), apparently
contributing to the rapid decline in new cases of Bolivian hemorrhagic
fever. Again, a combination of changes in resources and predators that af-
fected the abundance of rodents, combined with patterns of agricultural
production and land use, seem to be the major determinants of the risk of
arenaviral disease in the human population in South America. In particu-
lar, studies have shown that the grassy habitat on the edges of corn fields
in Argentina represents ideal habitat for C. musculinus rodents that serve
as reservoirs for Junin virus (Mills et al. 1992, 1994).

Rabies is a well-known directly transmitted viral agent that, unlike
most zoonotic diseases, is highly pathogenic in virtually all vertebrate
reservoir species that become infected. By killing most infected hosts, ra-
bies virus creates a conundrum surrounding its persistence in nature. Sev-
eral variants of rabies virus have co-evolved with particular mammalian
carnivore or bat reservoir species that are considered natural hosts (Smith
et al. 1992), although all variants are pathogenic in most mammals. Based
on practical experience and simulation modeling, the ecology of rabies
virus depends largely on the density of reservoir hosts and is considered
critical to understanding the temporal and spatial dynamics of transmis-
sion (Bacon 1985). Studies of red foxes (Vulpes vulpes) in Germany, for ex-
ample, indicate that the incidence of disease is positively associated with
the density of this dominant reservoir species (Steck and Wandeler 1980).
After the appearance of epizootic rabies, fox populations are diminished
and reports of animal rabies in a given locale decline precipitously; evi-
dence of disease may disappear from given regions for some time. A
threshold density of hosts (KT of Anderson et al. 1981) is apparently re-
quired for rabies to perpetuate in fox populations; below this threshold, in-
fectious contacts seem too few to maintain transmission. As fox density
increases, models suggest that an increasingly larger percentage of the fox
population would have to be vaccinated or removed to locally eliminate
rabies (Anderson et al. 1981).



Human exposure to rabid animals in the United States also occurs pri-
marily through contact with terrestrial wildlife, although bat-associated
variants of rabies have been the source of most human deaths from rabies
during the last decade (Krebs et al. 1993, 1994). The density of wildlife,
such as that of raccoons, seems related to the risk of human exposure
(Winkler and Jenkins 1992). Postexposure treatment of humans with ra-
bies immunoglobulin and vaccine is a measure of human contact with po-
tentially rabid animals. In New York State, for example, the number of hu-
mans receiving antirabies treatment increased from 1,125 to 2,905 from
1992 to 1993 (CDC 1994b) at the same time that the number of rabid rac-
coons rose from 1,355 to 2,320 (Krebs et al. 1993, 1994). A reduction of the
population of reservoir hosts may reduce wildlife rabies in certain specific
applications but is unlikely to be effective as the sole control method (Deb-
bie 1991). Thus, ecological conditions that alter the density and distribu-
tion of hosts will affect the maintenance of rabies virus as well as human
exposure.

Unlike most anthroponoses, transmission of these directly transmit-
ted zoonoses usually is not influenced by the density or the immune sta-
tus of human populations. Except for a few agents against which vaccines
have been developed (rabies, tetanus toxoid), risk and prevention are as-
sociated with ecological conditions influencing the reservoir.

Indirectly Transmitted Anthroponoses

Indirect transfer of pathogenic microorganisms may occur by physical
processes (waterborne, soilborne, aerosols) or by biological organisms
(mosquitoes, ticks, sandflies, snails, or other animals capable of “vector-
borne” transmission). For pathogens that normally are spread from hu-
man to human by these physical or animal vectors, the resulting disease is
considered to be a vector-borne anthroponosis. As with the directly trans-
mitted zoonoses just discussed, three factors comprise the transmission cy-
cle of indirectly transmitted or vector-borne anthroponoses: human hosts,
the infectious agent, and the vector. Unlike directly transmitted zoonoses,
however, the pathogens of vector-borne anthroponoses are not dependent
on another vertebrate for their life cycle, but instead require a physical or
invertebrate vector to mediate infection of humans. Environmental changes
typically influence the risk of human disease by altering exposure to the
soil or water medium or by influencing the abundance and distribution of
vectors, their behavior, or their rate of infection (Lake et al. 1993).

Most animal vectors are blood-sucking arthropods. These insects or
ticks normally must feed on vertebrate blood for their sustenance and
reproduction. In the process they acquire and transfer infectious mi-
croorganisms. Various disease agents have evolved the capacity to em-
ploy particular characteristics of the arthropod’s life cycle, thereby per-

298 Mark L. Wilson



Ecology and Infectious Disease 299

mitting reproduction and transfer from human to human. Although
blood-sucking arthropods are the vectors associated with most vector-
borne anthroponoses, snails are also considered vectors in transmitting
the agents that cause human schistosomiasis.

Environmental Factors Determining Transmission
Numerous environmental factors determine the geographic distribution,
abundance, longevity, activity, habitat-associations, or biting behavior of
arthropod vectors. These, in turn, influence the ability of a vector to con-
tact humans and transmit infectious agents. In addition to the inherent
species-specific vector competence of a blood-sucking arthropod to support
the development and transfer of a pathogen, factors such as the frequency
of biting, rate of pathogen development, and longevity of the vector have
been integrated into the risk of transmission. The measure termed vector-
ial capacity summarizes the contribution of such variables to spread of a
vector-borne infection (Dye 1992). This ensemble of factors determining
vectorial capacity (VC) has been combined into a simple formula origi-
nally developed for malaria by MacDonald (1957) and subsequently re-
formulated by others such as Garrett-Jones (1964) as

VC � (ma) (P/F)e�n/EE

where

ma � number of blood meals on humans taken by the vector population
per person per day (person-biting rate)

P � proportion of blood meals taken by a vector on humans
F � time interval between blood meals taken by a vector (days)
e � base of natural logarithm (�2.71828)
E � vector’s life expectancy (days)
n � time for parasite development or sporogony in a vector (days)

VC is the potential number of secondary parasite inoculations by the
vector that would be produced from an individual infective human host
per day of infectivity. The secondary parasite inoculations typically occur
many days after an infective host transmits the parasite. VC can be thought
of as part of an R0 for vector-borne diseases, in which the contact rate (C )
has many components involving feeding behavior and longevity of the vec-
tor and the probability of transmission given contact (	) is related to the
development of the parasite in the vector. To complete the calculation of
R0, one multiplies the daily VC by the average number of days that a hu-
man host is infective (D). The equation for VC incorporates the important
variables that influence the transmission of malaria and, with some mod-
ification, most other vector-borne anthroponotic agents as well. Although



many assumptions underlie the definitions of and relationships among
variables, most essential features of the risk of transmission are included,
thereby permitting comparison of relative values of risk among places,
conditions, or time.

Environmental effects are not explicitly identified in the formulation
of VC, but it should be obvious that they might affect the magnitude of
components of the VC in diverse ways. For example, temperature may al-
ter the duration of parasite development inside the mosquito vector (n),
wind speed or relative humidity may affect the frequency of feeding by vec-
tors (F), and surrounding vegetation or alternative sources of blood meals
(e.g., cattle) may alter the rate of blood feeding on humans by vectors (ma).
To contribute to transmission of parasites, an individual vector needs to
obtain two blood meals from humans, one to acquire and a second to
transfer the infection. The likelihood that the transfer occurs depends on
the proportion of blood meals taken on humans (P) and the overall fre-
quency of feeding (F), both of which might be affected by alternative
sources of blood meals or weather. Predators and a complex of other abi-
otic factors will influence the life expectancy of the vector (E), perhaps the
most important single variable that influences the extent of transmission.

In addition to quantitative comparisons, the equation for VC offers
more abstract and generally heuristic value by explicitly identifying the rel-
ative importance of different factors as they affect transmission. Indeed,
many of the variables are difficult to estimate without considerable error
or among-site variation. Such error may compromise quantitative com-
parisons, but the relative magnitude of the effects of various factors is il-
lustrated.

Human Ecology and Transmission
Characteristics of the human population also are important in the trans-
mission of vector-borne anthroponoses. Since vectors acquire agents by
feeding on infected humans and in turn must feed on another nonimmune
human to transmit the agents, the population density and infectious or im-
mune status of human hosts affect transmission and the expression of dis-
ease. Social or economic processes that increase human population or
crowding, reduce herd immunity, or modify human contact with vectors
are likely to increase the risk of spread of a vector-borne anthroponosis.
Crowding influences how frequently vectors contact human hosts, and its
effect may be less straightforward than for a directly transmitted anthro-
ponosis.

One important vector-borne anthroponosis that illustrates these prin-
ciples is dengue fever, which is caused by dengue virus. The widespread
mosquito Aedes aegypti is the primary vector of this agent (Gubler 1988).
When dengue-infected humans with adequate virions circulating in their
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blood system are fed upon by Ae. aegypti mosquitoes, these mosquitoes ef-
ficiently acquire the virus and, after a period of viral replication, become
infectious to other humans. Various environmental factors influence the
abundance of this mosquito, particularly via egg laying (e.g., water in dis-
carded cans or tires) and hatching, larval development, or adult survival
(e.g., rainfall, temperature, or relative humidity). In addition, the ability of
these mosquitoes to transmit dengue virus may be influenced by ambient
temperatures that affect the extrinsic incubation period in the mosquito.
This period represents the time needed for viral multiplication and inva-
sion of the mosquito salivary glands, which must occur before the next in-
fectious blood meal may take place.

Schistosomiasis is another type of indirectly transmitted and primar-
ily anthroponotic infection normally caused by trematode worms, or
blood flukes, of the genus Schistosoma. The transmission cycle involves
specific snail species, primarily of the genera Biomphalaria, Bulinus, and
Onchomelonia, that serve as vectors of schistosome parasites. Human dis-
ease is principally the result of eggs that lodge in various organs when they
are produced by adult worms in people who are chronically infected. Thus,
both people and snails play a vital role in Schistosoma biology, and envi-
ronmental influences penetrate the ecology of both. Initially, human in-
fection results from working or bathing in water where snails release the
infectious cercarial stage of this parasite. The cycle of transmission is com-
pleted when these infectious people urinate or defecate in snail-infested
water, thereby infecting other individual snails of these species that can
eventually perpetuate the cycle. The role of environmental factors in the
epidemiology of schistosomiasis is considerable, as determinants such as
precipitation, water salinity and flow, vegetation, and water use all affect
risk. Environmental changes such as the creation of dams, the diversion of
water, canalization and irrigation, or diminished hygiene also may influ-
ence the risk of schistosomiasis.

Malaria represents another example of an indirectly transmitted an-
throponosis. By nearly all measures the world’s most important vector-
borne disease, malaria is discussed in detail in Chapter 12. The variety and
magnitude of environmental influences on this vector-borne disease are
enormous. Not only do abiotic elements such as precipitation or temper-
ature affect the abundance of mosquito vectors and the development of
parasites in those vectors, but also biotic factors operating through vege-
tation, deforestation, agricultural activity, and housing construction may
influence mosquito survival and vectorial capacity. In general, because of
influences on the abundance and survival of the vector, vector-borne an-
throponoses are more strongly affected by environmental influences than
are directly transmitted anthroponotic agents.

Various types of filariasis represent yet another example of arthropod-



borne anthroponoses (see Chapter 2). The nematode species that cause
this infection, most dramatically seen as elephantiasis, are all transmitted
by various species of mosquitoes. Two main genera of filarial nematode
worms, Wuchereria and Brugia, are the principal human parasites, with
both groups being transmitted by particular species of Culex, Anopheles,
and Aedes mosquitoes. Primarily a disease of warmer regions of Asia,
Africa, the Pacific Islands, and South America, microfilaria circulating in
the bloodstream appear many months after initial infection, producing a
range of symptoms from none to recurrent fever, lymphadenitis, elephan-
tiasis, and even pulmonary disease. Interestingly, the intensity of Wuchere-
ria spp. microfiliaria in the blood varies in a cyclical pattern throughout
the day, with the greatest number occurring either at night or during the
day, depending on species. Although Wuchereria and Brugia species differ
in their biology and disease manifestations, worms of both genera depend
on mosquitoes as vectors of transmission. Thus, various environmental
factors may affect the abundance of vectors and transmission in areas
where people are currently infected. Although some species of Brugia also
infect other vertebrates, humans seem to be the principal reservoirs in
most settings. Thus, many different genera of mosquitoes may harbor and
transmit infective larvae of both genera of filaria, making control of trans-
mission complicated and often ineffective.

Indirectly Transmitted Zoonoses

As judged by the number and diversity of organisms involved in trans-
mission, vector-borne zoonoses tend to be the most ecologically complex
infectious diseases. Accordingly, environmental change may have the
greatest number and diversity of effects, but in possibly contradictory
ways. In addition to humans, a nonhuman reservoir, an arthropod vector,
and the pathogen all may be influenced by ecological variables. Many of
the factors that affect the abundance and survival of vectors also might
have influences, possibly dissimilar, on the abundance and distribution of
reservoir hosts. Risk of infection in humans is, thereby, a function of not
only vectorial capacity, but also a more complex relationship involving the
density and proximity of competent reservoir hosts (Wilson 1994b).

Examples of some North American vector-borne zoonoses include
tick-borne Rocky Mountain spotted fever (Rickettsia rickettsii), mosquito-
transmitted viral diseases such as Saint Louis encephalitis or eastern equine
encephalitis, flea-vectored plague (Yersinia pestis), or sandfly-borne leish-
maniasis (Leishmania spp.). Arthropod vectors acquire the infectious or-
ganism while feeding on an infected reservoir host and subsequently trans-
mit during a later blood meal. Transmission to humans rather than the
vertebrate reservoir represents a dead end for the microorganism and pos-
sibly an atypical source of blood for the arthropod vector. Thus, a contra-
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diction exists between efficient vector-borne maintenance of an infectious
agent among reservoirs and zoonotic transmission to humans (Spielman
and Kimsey 1991). Human blood meals that produce such dead-end in-
fections deny new infections in the vertebrate reservoir. Alternatively, effi-
cient vector-borne transmission in the reservoir population would rarely
spill over to humans if the vector were not partially anthropophilic. In this
case, the presence of nonhuman hosts suitable to the vector’s needs would
simultaneously provide a measure of zooprophylaxis by absorbing infec-
tious spillover blood meals from the vector. Nevertheless, zoonotic trans-
mission still may occur if additional “bridge” vector species that feed both
on the reservoir and on humans are sufficiently abundant. This may partly
explain the transmission of urban yellow fever (Monath 1989). Yellow
fever virus seems to be maintained among nonhuman primates in a jun-
gle cycle but can be introduced into urban areas where other mosquito
species can efficiently transmit from human to human.

Environmental Factors Determining Transmission
The environment’s effects on the transmission of vector-borne zoonoses
may operate through the reservoir, vector, interactions between the reser-
voir and vector, or contact between the human and vector. Efficient en-
zootic transmission requires that certain arthropod species that permit
survival and development of particular pathogens take an infective blood
meal on vertebrate reservoir hosts that normally favor the development of
those pathogens. Ecological factors that affect the vector’s abundance,
longevity, activity, or feeding behavior may influence enzootic transmis-
sion. Similar consequences may alter the reproduction, survival, and abun-
dance of vertebrate reservoirs. These factors are multiple, diverse, and in-
teracting, including weather, natural or agricultural vegetation, housing
construction, land use patterns, surface water, and other variables.

Still other circumstances affect the risk of transmission to humans by
altering the proximity of people to vectors or reservoirs or influencing the
extent and timing of outdoor activities that expose people. For certain con-
ditions, the strength and duration of the human immune response is a
function of age. In addition, poor nutrition, excessive exposure to sunlight
and pesticides, or other concomitant infections may serve to weaken the
immune response. The environmental conditions that affect humans may
be less obvious but generally include outdoor behavior, housing in prox-
imity to vector habitats, quality and quantity of food, and agricultural or
other uses of the environment.

The Ecology of Reservoir-Vector-Human Interactions
Lyme disease is an example of an indirectly transmitted zoonosis with mul-
tiple environmental determinants. The principal vector in North America



is the deer tick, Ixodes scapularis, which, to survive and reproduce, must
take blood meals as larva, nymph, and adult. Typically, various small mam-
mals are fed upon by larvae and nymphs, while white-tailed deer and other
large mammals serve as hosts to adult ticks. Larvae or nymphs may acquire
infection with the bacterial agent of Lyme disease, Borrelia burgdorferi,
which then can be transmitted during subsequent blood feeding by nymphs
or adults. Environmental factors such as changes in habitat that affect the
distribution and abundance of these vertebrate reservoirs or their behav-
ior and response to infestation would in turn affect this tick’s feeding, sur-
vival, and ability to transmit. Furthermore, during the weeks to months of
quiescence between periods of host-seeking, deer ticks are vulnerable to
desiccation, drowning, predators, and other influences of weather and mi-
crohabitat conditions.

Finally, for people to become infected with Lyme disease, they must
encounter the vector. People whose lifestyles involve intimate interaction
with nature through housing in proximity to woodland environments or
outdoor occupational and recreational activities will experience increased
contact with vector ticks and greater risk of acquiring Lyme disease. These
factors, which led to the emergence of Lyme disease in 1975, are also re-
sponsible for cases of human babesiosis caused by the protozoan Babesia
microti and the 1994 emergence of human granulocytic ehrlichiosis (HGE)
caused by Ehrlichia phagocytophila or a closely related rickettsia (Bakken
et al. 1994; Walker et al. 1996).

A very different example of an arthropod vector-borne zoonosis is that
of Rift Valley fever. Caused by a mosquito-borne virus of the same name,
Rift Valley fever is widespread throughout much of the African continent.
Although details of the circulation of Rift Valley fever virus are incomplete,
enzootic transmission involving mosquitoes (probably Aedes species) may
be transovarial, yet also can involve infection of domestic ungulates (ani-
mals such as cattle, sheep, and goats). Most infected ungulates experience
mild illness, but abortion of fetuses and even death of young individuals
frequently occur. These vertebrates, in turn, may infect other “bridge”mos-
quitoes (perhaps Culex species), which are also known to feed on people,
thus transmitting the virus (Wilson 1994a).

Various environmental factors seem to determine the intensity of en-
zootic transmission of Rift Valley fever virus. Rainfall sufficient to fill shal-
low depressions temporarily with water stimulates hatching of the “rain-
pool” Aedes mosquito vectors. Other ecological factors, such as the local
abundance of ungulates, their movement while searching for forage, and
their proximity to human populations, also may be important. Other
“bridge” mosquito species with different habitat requirements introduce
additional environmental factors in whether humans become infected.
Thus, a complex of ecological factors affect where, when, and with what
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intensity Rift Valley fever occurs within its range in sub-Saharan Africa.
Occasionally, the virus has escaped its normal range where its transmission
is stable. Two recent outbreaks in Egypt along the Nile River (in 1978 and
1993) probably can be explained either by winds having blown infected
mosquitoes northward from Sudan or Kenya or by transport of inade-
quately quarantined domestic animals that introduced the virus to the re-
gion.

Plague is yet another indirectly transmitted vector-borne zoonosis
with strong links to ecology. Fleas, particularly of the genus Xenopsylla, are
responsible for infecting vertebrates during blood feeding. These fleas typ-
ically transmit infection by the causative bacterium, Y. pestis, among reser-
voir vertebrates. The reservoir species of importance vary with region but
tend to be rodents or other small mammals. Urban transmission involving
principally rats of the genus Rattus occurs rarely today but may appear
where wild mammals such as ground squirrels, rabbits, or wild carnivores
contact these peridomestic pests. Most often, people are exposed when in
contact with rodents in forested or other heavily vegetated sites. Two forms
of human disease are recognized: bubonic and pneumonic plague. In
bubonic plague, transmission by the bite of infected fleas produces en-
larged lymph glands (buboes) near the site of the initial infection. In pneu-
monic plague, which represents an unusual form of human-to-human
transmission of this normally vector-borne zoonosis, respiratory droplets
serve as the mechanism of pathogen transfer. Numerous environmental
factors that affect the abundance of rodents, the survival or feeding be-
havior of fleas, and contact with humans or domestic pets can alter risk of
disease in humans.

African trypanosomiasis, commonly known as sleeping sickness, rep-
resents yet another example of a vector-borne infection that is primarily a
zoonosis dependent upon particular environmental factors. Two sub-
species of the protozoan Trypanosoma brucei produce disease in people as
well as wild ungulates and cattle throughout much of tropical Africa.
Transmitted by at least six species of tsetse flies (genus Glossina), infection
with T. brucei hemoflagellates produces fatal disease in humans if un-
treated. A complex of environmental factors affect the longevity and sur-
vival of tsetse fly vectors, the abundance of nonhuman vertebrate reser-
voirs, and the ability of flies to find human hosts and transmit the
infectious agent. In west and central Africa, transmission by flies of the
Glossina palpalis group is most frequent in forested riverine habitats,
whereas Glossina morsitans flies, which predominate in dry savanna re-
gions of East Africa, are responsible for most infections there. Not only do
changes in the abundance of reservoirs influence the risk of human dis-
ease, but large-scale shifts in land cover and habitat may produce changes
in the incidence and distribution of sleeping sickness.



Ecological Change and Emerging Diseases

Infectious diseases have recently been grouped not by their usual habitat,
mode of transmission, or type of reservoir, but by virtue of being newly
recognized or reappearing with increased incidence or severity. Scientific
and popular attention has been directed toward these so-called emerging
diseases, which are newly recognized syndromes, diseases appearing in new
areas, or infections with more severe or less easily treated symptoms. Since
the warning sounded by the Institute of Medicine report on emerging dis-
ease (Lederberg et al. 1992), many articles, conferences, and books have
pointed out the present and future dangers of new and resurgent infectious
diseases (CDC 1994a; Morse 1994; Wilson et al. 1994; Krause 1998). Most
reports recognize that ecological changes, including those that result di-
rectly from human social and economic behavior, play a major role in the
emergence of infectious diseases (Lake et al. 1993; Roizman 1995).

Foundations of the Emergence of Disease
Infectious diseases may be considered emerging or reemerging if they con-
form to one or more of the following categories:

1. newly described disease or syndrome recognized within the past few
decades;

2. expanding distribution of a familiar disease into a new region or habi-
tat;

3. increased local incidence of a disease; or
4. increased severity or duration of a disease or increased resistance to

treatment.

Environmental changes affect these different categories of emerging dis-
eases through various pathways (see also Chapters 6, 7, 8, and 9).

Newly Recognized Diseases
Most truly new diseases appear when enough people are exposed, often
suddenly, to a pathogenic microorganism that it attracts the attention of
health providers, epidemiologists, or researchers. Such diseases are new,
but the causative agents usually are not. These microorganisms often have
existed in the same environment with humans for long periods, occasion-
ally infecting people without being recognized. At some point, a shift in the
type or extent of contact may occur, thus leading to more frequent disease.
Alternatively, people who move into environments that have been sparsely
inhabited may suddenly become exposed to an already extant pathogen. In
either case, the infectious agent had previously existed in the area, usually
unrecognized in a silent, zoonotic cycle of transmission involving little or
no human contact. Both scenarios may occur as people migrate to new ar-
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eas and exploit these environments in a manner that enhances the abun-
dance of a pathogen.

One example of such a newly recognized emerging disease is legionel-
losis (Legionnaire disease), caused by bacteria in the genus Legionella. Al-
though an outbreak occurred in the late 1950s, only within the past two
decades has the worldwide distribution of this agent and disease been rec-
ognized. Normally residing in water or soil, where it is particularly stable,
the transmission of Legionella species to humans apparently occurs pri-
marily via aerosol. With increased construction of water towers used in
central air conditioning and heating units of large buildings, transmission
to greater numbers of occupants began to occur. In this example, ecologi-
cal changes involved the creation of a highly suitable, sheltered environ-
ment in which the pathogen was able to multiply, thereby exposing nu-
merous people in the vicinity.

Alternatively, humans may move into environments where infectious
microorganisms naturally circulate, thereby becoming exposed in a man-
ner that had not occurred previously. Among the most publicized of such
examples is Ebola hemorrhagic fever. The highly virulent Ebola virus,
which has been recognized in various parts of sub-Saharan Africa, causes
severe, often fatal, hemorrhagic disease in humans. Although the reservoir
of this virus remains unknown, evidence suggests that natural infection of
forest animals somehow results in spillover human infection, often pro-
ducing catastrophic disease. Because of hemorrhaging, health care provid-
ers and family members may be infected accidentally, producing focal epi-
demics that usually persist for only weeks or months.

Another example is Venezuelan hemorrhagic fever, an emerging dis-
ease recognized in the late 1980s in the plains of central Venezuela, where
intense agricultural development was ongoing (Salas et al. 1991). Caused
by Guanarito virus, a newly recognized member of the arenavirus family,
Venezuelan hemorrhagic fever is a severe, often fatal disease found solely
among residents of this region. As with other arenaviruses, which cause
Lassa fever in Africa or Argentine and Bolivian hemorrhagic fevers in
South America (see under “Directly Transmitted Zoonoses,” above), Gua-
narito virus normally circulates among wild rodents that naturally occur
in the region (Tesh et al. 1993). Although investigations are incomplete, it
seems that Zygodontomys brevicauda rodents, which thrive in nonforested
fields throughout the area, are serving as the vertebrate reservoir for Gua-
narito virus. A closely related but less pathogenic arenavirus from the re-
gion, Pirital virus, recently has been distinguished from Guanarito virus
and seems to have a reservoir in field-inhabiting Sigmadon alstoni rodents
(Fulhorst et al. 1999). Thus, intense agricultural production of grain crops
seems to have encouraged dense populations of both granivorous rodent
species, thereby augmenting enzootic transmission through more frequent



contact. In addition, human settlements and increased population in the
area have created suitable rodent shelter in grain depositories or the mod-
est dwellings where people live, thereby elevating the number of people be-
ing exposed.

Thus, newly recognized emerging diseases such as these result from
human intrusion into and modification of environments where zoonotic
agents normally circulate unnoticed. Ecological changes may either inten-
sify enzootic transmission or produce spillover infection of humans, or
both, thus leading to the emergence of newly recognized diseases (Table
10.3). Other examples include Legionnaire disease, human monocytic
ehrlichiosis and human granulocytic ehrlichiosis, Lassa fever, and Ebola
hemorrhagic fever. The recognition of such agents has been made possible
by improved surveillance, careful diagnosis, better communication among
health workers, and new techniques for detecting agents. Among these
techniques are the polymerase chain reaction (PCR), which is used to am-
plify genomes of suspected agents, and more sensitive and specific tech-
niques for identifying antibodies indicating recent infection.

Expanding Distributions
Long-recognized diseases that appear in new regions or habitats or whose
foci are locally expanding also may be considered emerging. The distant
transport of infectious agents into suitable habitats hundreds or thousands
of kilometers away, for example, may extend the distribution of associated
disease. Historically, such long-distance movement has occurred progres-
sively over short distances (e.g., infectious contacts and gradual expansion
of range) or more rarely during catastrophic environmental events (e.g.,
storm-disturbed migrating birds or upper atmospheric drift of arthropods
or aerosol). Today, however, the extensive and rapid transport of people
and commercial goods throughout the world has multiplied the risk and
reality of disease conveyance worldwide. In effect, such long-distance
transport, whether via physical, mechanical, or living means, represents a
population ecological shift in a pathogen’s demography that often has se-
rious effects on public health.

The 1978 emergence of Rift Valley fever into the Nile (see under “In-
directly Transmitted Zoonoses,” above) represented the sudden expansion
of this viral zoonosis from a region of enzootic transmission hundreds of
kilometers to the south. Because ecological conditions are not conducive
to continued transmission in Egypt, Rift Valley fever disappeared two
years later, only to return during 1993 in a similar outbreak (Arthur et al.
1993).

Transport of other infectious agents into areas where suitable habitats,
reservoirs, or vectors already exist may lead to more permanent expansion
and emergence of disease. The growing epizootic of raccoon rabies in the
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northeastern United States is believed to have resulted from translocation
of rabies virus–infected raccoons from Georgia to northern Virginia dur-
ing the 1970s. Subsequently, transmission has expanded among the dense
populations of raccoons found in the vast wooded and suburban areas of
the northeastern states (Krebs et al. 1993). The reforestation and suburban
development of much of the region, combined with decreased hunting and
increased tolerance of wildlife living near human dwellings, created the
ecological precondition for abundant raccoon hosts. Transmission among
them has become intense, producing considerable risk of rabies to humans
living nearby (Wilson et al. 1997).

Yet another example involves dengue fever. Its mosquito vector, Ae. ae-
gypti, was spread throughout the world on transoceanic ships during the
nineteenth century (Gubler 1989). For dengue virus to be spread over such
great distances, however, infected people were needed, as they serve as the

Table 10.3 Examples of Emerging Diseases Newly Recognized since 1947



reservoir host, with any individual remaining infectious to the vector only
for a few days. The worldwide tropical distribution of dengue seems to
have occurred during the past few decades largely due to the rapid move-
ment of infected people over vast distances; they have been able to intro-
duce the virus into regions where Ae. aegypti populations were already
present, thus permitting local transmission in new settings.

In the fall of 1999, the sudden appearance of severe and fatal en-
cephalitis in people and many dying birds in and around New York City
gave yet another example of the expanding range of an emerging disease.
Studies have revealed that West Nile virus, heretofore known only in the
Old World, had been introduced, apparently quite recently, into North
America. Whether transatlantic movement was in infected birds, vector
mosquitoes, or viremic humans is unknown, but it seems likely that rapid
travel via aircraft would have allowed introduction. Molecular epidemio-
logical studies indicate that the West Nile virus strain in the New York area
is very closely related to a strain recently isolated in Israel (Lanciotti et al.
1999). Whether West Nile virus will continue to persist in North America
and expand its range is presently unknown.

An alternative mechanism by which emerging diseases may increase
their distribution involves gradual expansion, usually made possible by
human-induced changes in environmental conditions. Various ecological
changes such as deforestation, modification of river flow, or dense human
crowding may locally influence the geographic pattern of a disease focus.
Such changes over larger areas can have correspondingly large-scale effects
on dispersal of the agent and disease. For example, increased regional dis-
tribution and incidence of schistosomiasis in Africa have been attributed
to the impoundment of river water for irrigation. Altered patterns of wa-
ter flow, nutrient loads, and vegetation have permitted expansion of com-
petent snail vectors; human contact with water, including contamination
with excrement, may increase as well, setting the stage for a larger area and
greater human population affected by emerging schistosomiasis.

Some evidence and considerable speculation indicate that global cli-
mate change may be altering the distributions of diseases that are particu-
larly sensitive to climate. The distribution of malaria, for example, may be
gradually expanding in response to an increase in average temperatures.
Not only are vector mosquitoes able to survive and better reproduce un-
der warmer conditions, but the development time for the Plasmodium par-
asites in their cold-blooded vectors would be shortened with warmer tem-
peratures, thereby increasing the amount of transmission. This may partly
explain why malaria is being observed at higher elevations (Lindsay and
Martens 1998). Warmer oceans may increase the risk of toxic algal blooms
or of cholera epidemics if plankton that harbor Vibrio become more abun-
dant (Harvell et al. 1999; see Chapter 11). Gradual expansion of or shifts
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in the potential distribution of many infectious diseases whose transmis-
sion is temperature-sensitive may occur if forecasts of global warming are
correct (see Chapter 7).

Increased Local Incidence
Recognized infectious diseases that are increasing in incidence within a re-
gion also may be considered to be emerging. Causes for increasing local in-
cidence are many, including migration of susceptible people into an area,
environmental changes that enhance local transmission, or changes in
pathogen virulence. In general, no single factor is responsible for increas-
ing local incidence. Under certain circumstances, more aggressive surveil-
lance or reporting may make it seem that incidence has increased, thus pro-
viding the impression that a disease is reemerging.

People who immigrate into a region where infectious diseases are al-
ready endemic generally are at risk if they have not been previously in-
fected. Furthermore, ignorance of simple prevention practices may further
result in increased transmission to such newcomers. Once exposed, lack of
protective immunity is likely to result in more severe disease among indi-
viduals or greater incidence among the population, or both. Increased
transmission may even indirectly affect long-term residents as the ex-
panding population results in lowered herd immunity and more trans-
mission. An example illustrating these processes involves the Brazilians
who have migrated into previously heavily forested regions of the Ama-
zon River basin where rapid deforestation for agriculture or gold mining
is occurring (see also Chapter 12). The influx of people seeking employ-
ment into the area not only has augmented ecological changes in land use
that favored Anopheles mosquito breeding, but also has exposed for the
first time many persons who had not previously experienced malaria in-
fection. What once was a feeble incidence of malaria in these regions
quickly became epidemic. This example also illustrates how increased in-
cidence can result from environmental changes that enhance local trans-
mission.

Increased Severity, Duration, or Resistance to Treatment
Syndromes in which symptoms have become more severe or are less effec-
tively treated make up the final category of emerging diseases. For these
diseases, the causative pathogens have been well recognized and the ther-
apy previously had been successful. What has changed is the responsive-
ness of the pathogen to treatment (antibiotic resistance), its efficiency of
transfer or virulence (genetic drift or natural selection), or the host’s nat-
ural ability to fight the pathogen (people with compromised immune sys-
tems). Some examples illustrate these processes.

Resistance to antibiotics has become a major concern in the treatment



of several infectious agents (Cohen 1992), most notably the common
bacteria Staphylococcus aureus and Streptococcus pneumoniae, the com-
plex of bacteria producing tuberculosis (Mycobacterium tuberculosis), and
the species of Plasmodium that cause human malaria. Although environ-
mental changes play little direct role in this process, fundamental princi-
ples of natural selection and evolution are operating. Such diverse factors
as the extent of treatment, the nature and site of antibiotic action, or the
genomic complexity of the parasite all influence the rate at which resis-
tance is likely to appear. Very simply, antibiotics will not select against ge-
netic variants that tolerate such treatment, thus allowing these strains to
flourish and be transmitted to other hosts. Such genetic strains will even-
tually be found with increasing frequency in the host population. Most
concern is focused on those microbes that cause anthroponoses, since
treatment of people infected with zoonotic agents does not result in selec-
tive pressure on the population of infecting organisms.

Increased efficiency of transmission or greater virulence may result
from genetic changes that occur by chance mutation, drift, or recombina-
tion and are selected because they increase the basic reproduction ratio, R0.
Here again, ecological factors permeate this process, but the roles of spe-
cific factors are difficult to delineate. Examples include the likelihood that
genetic drift has increased the virulence of certain strains of measles virus
or that more highly virulent strains of influenza virus appear periodically,
perhaps because of genetic recombination in pig or duck hosts. The ge-
nomic structure of certain infectious agents could increase the likelihood
of significant genetic changes, as may occur with human immunodefi-
ciency virus (HIV).

Humans respond physically to infections by producing fever, phago-
cytes, and agent-specific molecules in the immune system that kill or pre-
vent replication of agents. An individual’s capacity to produce an immune
response is one of the most important factors influencing the dynamics of
transmission of any infectious microbe. As that immune response is com-
promised, not only might more transmission occur, but also symptoms
may be more severe, long-lasting, and life-threatening. Among environ-
mental factors that affect immunity, nutrition is perhaps the most impor-
tant and best understood. In addition, various kinds of toxins and electro-
magnetic radiation are suspected in reducing the body’s ability to tolerate
and eliminate pathogenic microbes. Another factor that recently has be-
come increasingly important, particularly in developed countries, involves
the side effects of specific therapies that reduce immune function. Each of
these conditions can lead to a state in which people’s immune systems be-
come compromised, thus enhancing the expression or extent of disease.
Together, these constitute yet another mechanism by which some diseases
are considered to be emerging.
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Evaluation of the Emergence of Disease
The importance of, responses to, and future development in emerging dis-
eases are likely to differ widely among agents, conditions, and causes. Each
mechanism outlined in this section, “Ecological Change and Emerging
Diseases,” presents different forces that allow the appearance of disease.
Each of the four general categories of emerging diseases (newly described,
expanded distribution, increased local incidence, and elevated severity/an-
tibiotic resistance) has multiple processes and mechanisms, some operat-
ing very differently for various agents and in different situations. For these
reasons, it is difficult to anticipate or predict what diseases are likely to
emerge or where, when, or at what rate (Wilson 1994b).

Many of the ecological and evolutionary processes just described are
inherently uncertain, with the exception of some that are directly related
to human activities. For example, rapid, long-distance air travel is likely to
increase in the years to come, thus allowing introduction of pathogens into
new areas. Movements of humans and animals or the transport of infected
material may lead to the emergence of disease. Whether this is more likely
for diseases with particular types of transmission is worth considering.
Perhaps diseases transmitted by certain pathways are more prone to trans-
port and establishment and hence more likely to emerge in this manner.
Directly transmitted anthroponoses, such as measles or herpes, solely re-
quire the introduction of the pathogen into a previously unaffected region
for disease to emerge. Other diseases exhibiting more complex transmis-
sion cycles usually offer a greater number of vehicles for transport, yet
often exhibit greater constraints on the conditions necessary for their
maintenance. For example, if malaria is to become established after intro-
duction by a parasitemic human, competent, human-biting anopheline
mosquitoes must already exist in the region. Similarly, diseases such as
schistosomiasis will become established only if the proper snail species are
present. The highly complex cycles of indirectly transmitted zoonoses,
such as Rift Valley fever, typically require a variety of competent vertebrate
hosts and particular mosquito vector species for the virus to become es-
tablished. Although seasonal variations sometimes permit brief epidemics
that do not persist, the emergence of vector-borne zoonoses leading to en-
demicity may be relatively rare. A framework such as this allows us to ques-
tion how, when, and where transport or movement of existing agents is
more likely to lead to the emergence of disease.

We also might anticipate increased emergence of those diseases af-
fected by human alteration of the environment or the manner in which
humans interact in certain ecological cycles. For example, diseases such as
Ebola and Venezuelan hemorrhagic fever appeared after changes in the
patterns of human use of the environment allowed the causative agents to
infect people. Increased use and disruption of previously underexploited



habitats may result in the appearance of more zoonoses such as these. The
deterioration of living standards in some developing countries, sometimes
brought on by war, drought, rapid urbanization, and the global economy,
is reducing access to clean water or proper housing. One result often is
greater incidence of endemic enteric diseases and vector-borne diseases.
Many other mechanisms can be imagined, making accurate forecasting of
the emergence of disease very difficult.

Other methods might also be considered as a framework search for
patterns of disease emergence. By classifying agents according to the im-
mune response they invoke in people (e.g., whether protection is partial or
complete, lifelong or short-lived), we may be better able to anticipate
which introduced pathogens are more likely to emerge. Similarly, patho-
gens whose antigenicity or pathogenicity is more variable generally should
be considered more likely candidates to emerge. Alternatively, comparing
diseases by the host specificity of the pathogen (e.g., number and variety
of organisms that can be successfully parasitized) may be useful. Agents
whose host range is very narrow may be less likely to emerge than those
that can survive in a wide variety of organisms or media.

Many of the same factors that contribute to the emergence of human
diseases also apply to diseases of other organisms. The prevalence of
wildlife diseases may increase because of factors such as translocation or
migration of wildlife species or shifts in population density or immune sta-
tus. These factors can affect the appearance and severity of new infections
in wildlife populations, with risk of transfer to humans (Stohr and Meslin
1997). Similarly, domestic animals are at risk of such infections (e.g., Che-
neau et al. 1999), which may display increasing resistance to antibiotics or
be less effectively treated by antiparasitic drugs. Many of the same issues
also apply to agricultural activities, particularly with regard to dissemina-
tion of viruses of plants, as well as the distribution and abundance of in-
sect pests of plants. Thus, the principles and mechanisms of the emergence
of disease are relevant to many infections and infestations of diverse or-
ganisms, most of which play an important role in our environment and,
indirectly, our well-being.

Implications for Control and Risk Reduction

The foregoing discussion illustrates various ecological factors that affect
the risk of infectious diseases in diverse ways and suggests that careful
analysis of associations should permit the design of environmental change
that minimizes such risk. Research has demonstrated the multiple path-
ways by which ecological variables influence components of transmission
cycles of infectious disease. Furthermore, experience has shown how envi-
ronmental changes resulting from deforestation, population shifts, chang-
ing human behaviors, or unintended side effects of economic development
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projects have led to increased or, in some cases, decreased transmission.
Most such effects can no longer be dismissed as unanticipated outcomes
of an otherwise sound policy or development plan. Indeed, both theoret-
ical analyses and the historical record suggest that what was once consid-
ered “unexpected” should now be viewed as very likely. The simple notion
that environmental changes will affect solely the proximate or obvious
must be discarded and replaced with a modern view that intentionally and
carefully asks how changing biotic and abiotic factors will influence the
pathways of disease transmission. Multiple, indirect, and nonlinear effects
should be considered the rule rather than the exception (see also Chapters
4 and 5). From this perspective, the challenge to environmental and pub-
lic health scientists is to undertake analyses based on an understanding of
process and history that produces realistic predictions.

Ecological Pattern, Uncertainty, and Prediction
General outcomes of environmental change often can be predicted by eval-
uating historical patterns and applying general principles; simple predic-
tions, however, can be deceptively difficult. As noted above, the complex-
ity of ecological pathways is such that the directions of effects may be
opposite on different components of a cycle of disease transmission. Thus,
small changes may produce large and diverse consequences. Indirect feed-
back may lead to counterintuitive effects that are not easily anticipated or
recognized. Because of such complex interactions and multiple variables,
it may never be possible to predict completely and precisely the outcomes
of infectious disease resulting from ecological change. Nevertheless, pre-
dictions that forecast probable directions of modification or likely new
events can be accurate, even if not precise. Even accurate predictions will
be disease- and context-specific and are unlikely to include the time at
which or extent to which outcomes will appear. Despite such difficulty and
uncertainty, serious efforts to anticipate how environmental changes will
affect infectious diseases must become part of economic development the-
ory, public health practice, and integrated assessment of global ecosystem
change (see Chapters 4 and 5).

Treatment, Prevention, and Control
Public health practices are aimed at prevention of new cases of disease, as
opposed to the treatment of ill people. For some anthroponoses, treatment
of disease also reduces the probability of new infections. For many sexu-
ally transmitted diseases (STDs), such as gonorrhea and syphilis, as well as
water- or arthropod-borne anthroponoses, such as cholera, malaria, and
onchocerciasis, treating individuals reduces their infectiousness and thus
the probability of transmission. In essence, individual treatment is simul-
taneously population-level control. Many other diseases, however, with



important ecological underpinnings are zoonoses (e.g., Lyme disease, han-
tavirus pulmonary syndrome, leishmaniasis or sleeping sickness), for which
treatment of individual cases does nothing to reduce future transmission. In
such situations, attention must be directed toward creating environments
where individual exposures are decreased. At the level of populations, re-
ducing the risk of infectious disease transmission is equivalent to “control”
as commonly conceived.Such population-based control must serve as the ba-
sis for future efforts aimed at reducing risk through altering environments.

The ecological principles underlying population-based control of dis-
ease usually involve the frequency of infectious contacts or alteration of
host responses. Given the strong role that ecological factors play in the
transmission dynamics of so many diseases, we should strive to develop
and apply basic ecological principles to the design of population-based
programs to control disease.

The importance of vertebrate density to human risk of zoonotic dis-
ease, for example, is a complex function of many factors that depend on
the natural mode of transmission of each microorganism (Wilson and
Childs 1997). Risk generally increases as reservoir density increases but not
necessarily in a linear manner. Under certain circumstances, increased
density may not alter human risk or may even decrease risk, since the ac-
tual risk depends on the transmission dynamics among reservoirs and the
mode of transfer to humans.

As the complexity of transmission or reservoir interactions increases,
the relationship between reservoir density and risk becomes more tenu-
ous. No simple formula can predict how changes in the environment and
in reservoir density will affect zoonotic diseases. The particular transmis-
sion characteristics of each microorganism and its usual interaction with
the vertebrate reservoir(s) must be analyzed. Then processes involving vec-
tors, immunity, alternative hosts, and other factors may lead to counter-
intuitive results (Wilson and Childs 1997).

Effective control is ultimately aimed at modifying new, infectious con-
tacts. Without careful evaluation, however, the long-term outcome of con-
trol efforts may be contrary to that originally sought. Other, sometimes
unintended consequences of control activities may contradict or even
negate the desired effects, in part because of the complex web of causation
underlying strongly environmentally linked transmission cycles. The chal-
lenge faced by research scientists and public health workers is to anticipate,
predict, and design for the unintended and sometimes indirect effects of
efforts that alter multiple parts of the complex web of causation.

A Conceptual Framework for Integrated Control
One approach to control may involve efforts using multiple mechanisms,
sometimes directed at many components of transmission. In addition to
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education about risky behavior, for example, partner tracing, case treat-
ment, and distribution of prophylactics may all be used to reduce the in-
cidence of STDs. For environmentally linked anthroponoses and most
zoonoses, local or regional interventions can involve vegetation, water re-
sources, vector control, or animal reservoir populations. By definition,
such efforts are in the realm of public health and will require participation
and accord from many citizens. To be successful, such community-wide ef-
forts will require cooperation of and input from the community. Each pro-
gram will need to consider not only the ecological factors that influence
risk, but also whether population immunity, vaccination, or other cir-
cumstances might be important. Ultimately, the network of transmission
must be sufficiently well understood that interference at the level of the
community, in the complex web of causation, does no harm.

Knowledge and Research Needs

The special characteristics of infectious diseases that are strongly linked to
environment create particular problems for epidemiological and ecologi-
cal research and information gathering. Classical laboratory experiments
aimed at demonstrating survival, multiplication, or transmission of such
agents cannot fully replicate diverse natural conditions. Not only do as-
pects of the environment influence these agents, but living organisms such
as reservoirs, vectors, and amplifying hosts also affect transmission and the
distribution of disease. Our understanding of the ecology of such ailments
requires field observations and research that complement laboratory ex-
periments. Long-term data gathering and surveillance are especially im-
portant as seasonal and interannual variation often is observed. As the
kinds of information needed change, so must the design of observations,
the tools used to gather and analyze these data, and the analytical ap-
proaches that are used.

Ecoepidemiological Data
Historically, long-term surveillance has been indispensable in studying
how environmental changes affect the distribution and incidence of dis-
ease (see also Chapter 2). Without such systematically gathered epidemio-
logical records, we lack the basic information needed to track and retro-
spectively analyze changes in diseases after ecological or demographic
changes. Unfortunately, shrinking research budgets and an increasingly
narrow focus on simple experiments that produce rapid results have meant
that the number of long-term prospective observations has declined. Par-
ticularly in underdeveloped countries, standardized surveillance has suf-
fered, reducing our ability to compare patterns of disease with the envi-
ronmental data increasingly available from ground and satellite sources
(see also Chapter 3). We need a renewed commitment to and respect for



naturalistic observations and ecoepidemiological experiments aimed at
understanding mechanisms and processes of environmental influences on
infectious diseases.

Although the focus is often placed on emerging diseases, the approach
should also include diseases that are on the decline because the local dis-
appearance of diseases may provide basic insights into the links between
ecological change and the transmission of infection. For example, echi-
nostomiasis, which is a foodborne parasitic disease endemic in parts of
Asia (Graczyk and Fried 1998), virtually disappeared from Lake Lindu Val-
ley in central Sulawesi, Indonesia, between the 1950s and the 1970s because
of the introduction of a new species of fish that fed on the clams primar-
ily responsible for transmission to humans (Carney et al. 1980). Both to
understand decline and to anticipate appearance, prospective multi-year
monitoring designed to test hypotheses concerning ecological and health
patterns should be encouraged. Critical environmental measures associ-
ated with particular diseases need to be identified for more detailed mi-
croenvironmental studies. Without a shift in the value placed on long-term
naturalistic experiments, scientists will continue to be dissuaded from un-
dertaking such important research.

Directed Fundamental Research
Although certain effects of environmental processes on infectious diseases
can be studied through statistical association and natural observations,
more traditional laboratory or field experimental manipulations some-
times are needed to analyze mechanisms and quantify the magnitude of
interactions. Thus, the responses of growth rates to changing temperature
or a shift in population due to increased competition, for example, may
not be obvious without experimental intervention designed to quantify or
enumerate interactions. For this reason, we need fundamental research
aimed at particular interactions that are poorly understood or require
quantification. Rather than experiments on better-known species or
model interactions that have previously received attention, research or-
ganisms and interactions should be selected to illustrate basic properties
and for their relevance to important infectious diseases. This could give
rise to a new analytical ecology aimed at the reduction of disease risk by
applying concepts and tools of traditional ecological research to organisms
of public health importance. Furthermore, the recognition that complex
interactions among physical, biological, and socioeconomic variables de-
termine the probability of infection argues that multidisciplinary studies,
including system dynamics of multivariable interactions, be encouraged in
the health and ecological sciences. These could involve, for example, pre-
dominantly theoretical studies of complex dynamic behavior, spatial sta-
tistical investigations of the ecology of disease during ecological change, or
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integrative modeling of the effects of socioeconomic development on
pathogen transmission.

New Perspectives and Methods
The analysis of multivariable interactions that may have spatiotemporal
fluctuations, nonlinear rates of change, thresholds, or time lags requires
different conceptual foundations and nontraditional analytic tools (see
also Chapters 4 and 5). The usual disciplinary training of students may be
inadequate if it lacks breadth across the natural and social sciences. Most
training in the analysis of data focuses on description, statistical differ-
ences, or fitting data to predictions based on temporal or spatial associa-
tions. Less often are students provided with opportunities for developing
skills in the analysis of process or modeling of dynamic interactions. In par-
ticular, development of and training in methods for the integrated analysis
of interactions among qualitatively different variables are needed to address
the complex processes that involve elements from many disciplines.

Conclusion

Ultimately, epidemiology and ecology must develop stronger links and
borrow from each others’ methods and paradigms. Ecology is very much
a science of complex interconnection, of population-level analysis, of en-
vironmental impacts on organisms, and of change. Infectious diseases can
be thought of as part of a larger “human ecology” in which human social
systems, economic activities, interactions with the environment, and
lifestyles represent some of many domains of interaction that influence
risk. To reduce risk, whether immediate or long-term, whether locally or
globally, will require an ecological conceptualization that accompanies de-
tailed understanding of pathology and physiology. The challenge for the
next few decades is made even more urgent as large-scale anthropogenic
environmental changes are increasing the incidence of many old and new
diseases alike. Not only should an ecological perspective on these processes
produce deeper insight into important processes, but also it increases the
likelihood that solutions will reduce disease risk for longer periods and for
more people.

S U G G E S T E D  S T U D Y  P R O J E C T S
Suggested study projects provide a set of options for individual or team
projects that will enhance interactivity and communication among course
participants (see Appendix A). The Resource Center (see Appendix B) and
references in all of the chapters provide starting points for inquiries. The
process of finding and evaluating sources of information should be based
on the principles of information literacy applied to the Internet environ-
ment (see Appendix A).



The objective of these three study projects is to grasp the diversity of
the effects of ecological changes on infectious disease.

P R O J E C T  1 : Ecological Characteristics and Processes Influencing
the Transmission of Infectious Agents
The objective of this study project is to develop an understanding of envi-
ronmental changes that influence the transmission of infectious agents.

Task 1. Using information provided in Table 10.1, select two or three
types of environmental changes. Outline the pathways by which these
changes increase or decrease the spread of infectious disease.

Task 2. Identify a location for each of the environmental changes se-
lected in task 1. In each location, describe the specific effects on the spread
of infectious disease.

Task 3. Compare the impacts of your selected environmental changes
based on your findings in task 2.

Task 4. Summarize your results.

P R O J E C T  2 : Cycles of Transmission of Infectious Diseases
The objective of this study project is to develop an understanding of four
main types of cycles of transmission—directly transmitted anthroponoses
and zoonoses and indirectly transmitted anthroponoses and zoonoses.

Task 1. Using information provided in Table 10.2, identify one exam-
ple for each of the four system types and describe its transmission charac-
teristics.

Task 2. Describe the possible effects of environmental changes on one
or more of the examples selected in task 1.

Task 3. Search current literature for one or more of the examples se-
lected in task 1. Critique the description of the effects of environmental
changes in terms of accuracy and comprehensiveness.

P R O J E C T  3 : Interdisciplinary Study in Ecological Change 
and Emerging Infectious Diseases
The objective of this project is to develop, practice, and refine research
skills required for interdisciplinary studies in ecological change and the
emergence of infectious diseases.

Task 1. Select a geographic area and describe its characteristics.
Task 2. Select a research strategy, using background information from

this chapter and Part I of the book.
Task 3. Design your research plan.
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PA R T

CASE STUDIES I I I

In Part III, the purpose is to present examples of public health issues that
demonstrate interactions among the various themes of the book. The first
case study is on cholera, one of the few bacterial diseases that continue to
cause pandemics (Chapter 11). Recent research on the aquatic environ-
ment has shown that the causative agent of cholera multiplies in associa-
tion with plankton independently of humans. A series of studies suggests
that changes in the environment, rather than simply human migration and
the fecal-oral route of transmission of the disease, may be a primary fac-
tor in the rapid pandemic spread of cholera. The case study on malaria also
focuses on the relationship between an infectious disease and global
ecosystem change (Chapter 12). Global changes in the growth and move-
ment of populations, patterns of economic development, and climate are
changing the risk of exposure of human populations to malaria. Examples
from Zimbabwe, Gambia, Niger, Sri Lanka, Brazil, and the United States
demonstrate complex interconnections between these global changes and
the local situations. Another case study examines interactions among at-
mospheric changes and their implications for human health (Chapter 13).
Traditional forms of air pollution and greenhouse gases interact in several
ways: the use of fossil fuels serves as a common source, the concentrations
of some air pollutants are expected to increase under projections of en-
hanced global warming due to anthropogenic emissions of greenhouse
gases, and the effects of air pollutants and projected changes in heat stress
due to enhanced global warming may possibly exhibit synergy. The pri-
mary focus on air pollutants is augmented by a discussion of other possi-
ble pathways of the effect of global climate change on threats to public
health. The last case study examines the importance of water resources
through four examples that illustrate the diverse ways in which too little or



too much water can adversely affect human health (Chapter 14). Cholera
in a refugee camp in Africa due to a shortage of clean drinking water con-
trasts with the serious health effects of flooding in Brazil. The conse-
quences of diversions of water for agricultural or municipal use are shown
in terms of massive ecological deterioration in the Aral Sea basin and, on
a smaller scale, an increase in dusty air in California.

See Part I for approaches to research. See Part II for background on en-
vironmental changes on a global scale.
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Cholera is an ancient disease, widely assumed to be native to the Indian
subcontinent and a scourge for thousands of years. Periodically, however,
during the last 170 years, cholera has occurred worldwide as a pandemic
disease, involving human populations geographically distributed over
nearly the entire globe. Indeed, cholera is one of the few bacterial diseases
that continue to cause pandemics. The properties that give Vibrio chol-
erae, the causative agent of cholera, such “dispersability” (Craig 1996) are
still unknown, but the ecology of V. cholerae provides some clues. It is rec-
ognized that increased populations in urban areas, especially those with
less than adequate water and sanitation, facilitated the spread of this dis-
ease. During the last 35 years, cholera has again emerged in areas outside
its endemic home in Asia, causing pandemic disease in Africa and South
America, geographic areas not experiencing the disease for almost 100
years. Although there is no facile explanation for these phenomena, it was
widely assumed, until relatively recently, that the disease was spread only
by infected humans to other susceptible persons via fecal contamination
of water and food and that global movement of human populations ac-
counted for global “movement”of the disease. Recent studies of the aquatic
environment, however, have shown that V. cholerae is a normal inhabi-
tant of surface water and survives and multiplies in association with
plankton, quite independently of infected humans (Huq et al. 1983, 1990;
Islam et al. 1990b). Since climate affects the growth of plankton, it is rea-
sonable to assume that growth of vibrios associated with plankton also
will be influenced. Results of studies conducted during the past 20 years
on the ecology of V. cholerae and the recently recognized significance of
global climate in human health suggest that the continuing presence of
cholera in the Indian subcontinent and the reemergence of cholera in
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other countries or continents may be significantly related to environ-
mental factors.

This chapter reviews data suggesting that changes in the environment,
rather than simply human migration and fecal-oral route of transmission
of the disease, may be a primary factor in the rapid pandemic spread of
cholera. Available information on relevant environmental parameters are
discussed, with the goal of predicting and, ultimately, preventing the
spread of cholera.

The History of Cholera

Since detailed accounts of the history of cholera are available (Barua 1988;
Barua and Greenough 1991; Pollitzer 1959), only a brief summary is pro-
vided here.

The First Six Pandemics
The ancient history of cholera dates back thousands of years. Cholera has
been endemic in the Ganges delta region from the time of recorded history
in that part of the world. The clinical disease was well described in ancient
Sanskrit writings, estimated to have been written about 400–500 ..,

which also included methods for its treatment (Barua 1988). However, the
first large outbreak of cholera in India, according to written accounts, oc-
curred in 1503 (Barua 1988). Because cholera occurred regularly in epi-
demic form and had a high mortality rate (up to 70%), it was a much-
feared disease among both indigenous populations and visitors from
abroad, particularly from Europe.

Between 1817 and 1925, six cholera pandemics were recorded in dif-
ferent parts of the world (Pollitzer 1959). The first pandemic began in
1817, when cholera occurred outside the Indian subcontinent in geo-
graphic regions as distant as the Middle East, China, and Japan. During the
second pandemic, beginning in 1829, cholera occurred in Europe and the
New World. Four more pandemics, each lasting 7–24 years and continu-
ing through 1925, involved Africa, Australia, Europe, and all of the Amer-
icas. The causative agent, V. cholerae, was not identified until 1884, during
the fifth pandemic (Koch 1884). From 1925 until the most recent pan-
demic (the seventh), which began in 1961, cholera was confined to the
Asian subcontinent, except for sporadic outbreaks; one such outbreak oc-
curred in Egypt in 1947, and another, smaller one occurred in Syria at ap-
proximately the same time.

Why these pandemics began and why they terminated are not known.
Cholera, the disease, did not become endemic in any of the new geographic
areas where it occurred, clearly unlike the situation in the Ganges delta,
where cholera remains unabated to this day. Because of the large numbers
of cases and deaths during these pandemics, the disease was viewed as a
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major public health problem to be dealt with by governmental control. In-
deed, the epidemic of cholera in New York City was the primary reason
that the first board of health in the United States was formed in 1866
(Duffy 1971).

The Seventh Pandemic and Early Signs of an Eighth Pandemic
The seventh pandemic now has involved almost the entire world, includ-
ing Europe, Africa, and South America, continents that had been free of
cholera for the past century (Fig. 11.1). This pandemic is unlike any of the
previous ones in several respects. The pandemic began in Indonesia, rather
than in the Ganges delta, as had previous ones, and the organism causing
this pandemic was a biotype of V. cholerae serogroup O1 called El Tor,
which differs in certain taxonomic characteristics from the “classical” bio-
type that caused the fifth and sixth pandemics (see Box 11.1). The first four
pandemics are also believed to have been caused by the classical biotype,
but, since V. cholerae was not identified until 1884, there is no information
to confirm this.

El Tor vibrios were first isolated in 1906 in a quarantine station in the
village of El Tor, Egypt, from pilgrims returning from the Haj. The pilgrims
did not have clinical cholera, although some had a diarrheal illness (Tana-
mal 1959; Barua 1988). El Tor vibrios were not recognized as a cause of di-
arrheal disease, however, until they were isolated from patients with severe
watery diarrhea in Sulawesi (Celebes), Indonesia, in 1937. During the next
20 years in Sulawesi, there were four outbreaks of cholera-like illness, of-
ten with a high (80%) mortality (Tanamal 1959). This cholera-like disease
was originally called paracholera to differentiate it from classical cholera,
but later investigations determined that El Tor and classical cholera were
clinically identical. In 1960, for unknown reasons, El Tor began to spread
around the world. This pandemic is now in its 39th year and still shows no
signs of receding, making it longer in duration than any of the previous
pandemics, the longest of which was 24 years. The disease is considered to
be endemic in many places where it now occurs, particularly in Africa. It
also seems to be establishing itself in Central and South America (having
occurred there during the past eight years); endemicity did not develop af-
ter any of the previous pandemics.

In 1992, a newly described non-O1 serogroup of V. cholerae, subse-
quently designated as serogroup O139 (see Box 11.1 and Fig. 11.1), pre-
sumed to be the eighth pandemic in its infancy, dramatically appeared in
India and, within a few months, in Bangladesh, causing widespread epi-
demics of cholera (Ramamurthy et al. 1993; Cholera Working Group
1993). There are presently more than 152 serogroups of V. cholerae, with
new ones continuing to be identified. At the time of discovery of O139, the
non-O1, non-O139 serogroups were also referred to as noncholera vibrios.



These strains produced cholera toxins and caused diarrheal disease, but
none had been associated with epidemic disease, as had been O1 and now
O139. Over the next several years after its first appearance, the O139
serogroup of V. cholerae accounted for large outbreaks of cholera, first in
India, then Bangladesh, and subsequently in many surrounding countries,
such as Thailand, Malaysia, China, and Pakistan. In many places, it tem-
porarily displaced the O1 vibrios. It diminished in prevalence during the
next two or three years but did not disappear. By the summer of 1997, it
was again the predominant serogroup throughout India, while, in Bangla-
desh, the O1 serogroup remained predominant. At present, both sero-
groups are found in India and Bangladesh, with the O1 serogroup gener-
ally being more commonly isolated than the O139 serogroup.

Vibrio cholerae serogroup O139 is closely related to the epidemic
serogroup of V. cholerae O1 El Tor but possesses a capsule, and the capsu-
lar layer is distinct from the lipopolysaccharide (LPS) antigen in the cell
wall (Waldor et al. 1994; Waldor and Mekalanos 1994). Although V.
cholerae serogroup O139 is distinctly different from O1 vibrios, changes
from one serogroup of vibrios to another have been observed; cells of V.
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Figure 11.1 Selected aspects of the seventh and incipient eighth pandemics of

cholera. Arrows show invasions by cholera; boxes show localized, distinct clones of vib-

rios that have not invaded. The origin of the seventh pandemic is shown in Sulawesi

(Celebes), Indonesia. All designations refer to El Tor cholera except in the Bay of Ben-

gal, where O139 cholera invaded in what may be the early stages of an eighth pan-

demic. A full map of the seventh pandemic of cholera can be found in Glass and Black

(1992).



cholerae O1 were detected in pure cultures of non-O1 V. cholerae in a lab-
oratory microcosm experiment using fluorescent antibodies (Colwell et al.
1995). This suggests that non-O1 or non-O139 V. cholerae cannot be ig-
nored and need to be carefully and closely monitored in the environment.

Epidemics caused by O139 are a significant turning point in the his-
tory of cholera because the evidence points to this strain having arisen
from genetic recombination, horizontal gene transfer, and acquisition of
unique DNA (Waldor and Mekalanos 1996). This horizontal gene transfer
refers to a naturally occurring process by which a bacteriophage (virus)
transfers genetic material from one bacterium to another. It is, therefore,
necessary that both O1 and O139 antigens be used in constructing diag-
nostic tests for cholera. Since a new serogroup is associated with cholera
epidemics, at this time it can only be speculated as to whether V. cholerae
O139 will eventually also cause a global pandemic. Because the O antigens
of the two serogroups are not cross-reactive, previous infection with V.
cholerae O1 does not confer protection against cholera caused by sero-
group O139. Thus, the entire world population may, at least theoretically,
be susceptible to this new form of cholera.

Old and New Beliefs about How Cholera Occurs

In ancient times, it was believed that cholera was a punishment from the
gods. In the early 1880s in Calcutta, India, a goddess of cholera (Ola Be-
bee, “Our Lady of the Flux”) was designated and worshiped (De 1961). In
the times of the first pandemics of cholera in Europe and the New World,
it was thought that cholera was a disease of prostitutes, the poor, and the
lazy and that God was punishing people with this plague. When Pacini dis-
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covered the cholera vibrio in 1884, it was possible to determine why and
how people became infected. Even before the documented discovery of the
causative organism and its description by Robert Koch, however, John
Snow showed conclusively that cholera in London was transmitted by con-
taminated water (Snow 1855). That fecal contamination of water and food
could introduce the vibrios was later demonstrated microbiologically and,
since no animal reservoirs were found and the only habitat of the vibrio
then known was the human intestine, most public health practitioners as-
sumed that the disease was transmitted only by fecal contamination orig-
inating from infected persons. This hypothesis, however, did not fit all ob-
servations about the behavior of cholera. In endemic areas, for instance,
epidemics of cholera would often begin in multiple sites at the same time,
without a clear chain of personal transmission. Also, during the recent
pandemic spread of cholera in a “virgin”area, like Peru in 1991, cholera oc-
curred almost simultaneously in several locations along the Pacific coast,
suggesting something other than simply the dissemination of the disease
by infected persons (Seas et al., in press). Furthermore, in Australia, trans-
mission of cholera was traced to rivers that were not fecally contaminated
(Desmarchelier et al. 1995).

An Update on the Ecology of Vibrio cholerae

Historically, most of the outbreaks and epidemics of cholera during the
past two decades have originated in coastal areas (see Fig. 11.1 and Glass
and Black 1992). In addition, cholera has been detected in a specific geo-
graphic location only mysteriously to “disappear” and remain absent for a
few years to more than 100 years (Barua 1988). This erratic behavior of
cholera is unlikely to be explained simply by dense populations, poor hy-
giene, or social and cultural peculiarities of the regions.

Vibrio cholerae O1 and the newly recognized serogroup O139, both
causative agents of cholera, are the most studied members of the genus
Vibrio because of their ability to cause epidemic disease of public health
importance. The prevailing view of the ecology of cholera was that V.
cholerae was associated only with humans, until Colwell hypothesized and
later demonstrated that V. cholerae is an indigenous, autochthonous mem-
ber of brackish and estuarine environments (Colwell et al. 1977). The au-
tochthonous nature of V. cholerae has proven to be an important factor in
understanding the epidemiology of cholera, promoting new insight lead-
ing to new knowledge and possible approaches to prevention of cholera.
Eradication of this organism is very unlikely because of its natural habitat
and interactions in estuarine ecosystems.

Vibrio cholerae O1 has been detected or isolated from almost every-
where in the world where there is water. Prior to 1970, nearly all of the
methods used for isolation and characterization of this organism had been
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developed for clinical diagnosis of cholera in hospital laboratories (Finkel-
stein 1973). During the last decade, new methods based on molecular bi-
ology were developed or optimized to examine environmental samples
and, as a result, V. cholerae O1 has been isolated or detected in ponds, rivers,
lakes, and seawater samples collected from all five inhabited continents.

Bacteriological culture methods have not always been successful in
isolating V. cholerae, and for many years microbiologists were frustrated
as they sought an explanation for the “mysterious” disappearance of V.
cholerae O1 from the environment during interepidemic periods, notably
in countries like Bangladesh, where cholera is endemic. Discoveries of the
past decade have revealed the existence of a dormant (i.e., viable but non-
culturable) state, into which V. cholerae O1 enters in response to nutrient
deprivation and other environmental conditions (Colwell et al. 1985). This
finding led to the demonstration of the presence of V. cholerae O1 through-
out the year in the aquatic environment in Bangladesh (Huq et al. 1990),
a finding later confirmed by other studies (Islam et al. 1994). V. cholerae O1
in the viable but nonculturable state maintains its virulence and is capable
of producing disease, as demonstrated in a rabbit model and in experi-
ments using human volunteers (Colwell et al. 1990, 1996).

The association of V. cholerae with changing environmental condi-
tions, particularly changes in the pH of water where phytoplankton are
abundant, was first addressed by Cockburn and Cassanos in 1960. They
demonstrated a correlation between the incidence of cholera and the pres-
ence of increased numbers of chlorophyll-bearing organisms in water. This
correlation was further explained as being the result of elevated pH and in-
creased dissolved oxygen caused by photosynthesis of blue-green algae,
conditions supporting growth of V. cholerae. However, these investigators
failed to note the significance of zooplankton blooms that follow phyto-
plankton blooms (see below). Vibrio cholerae produces an enzyme, muci-
nase, that actively degrades mucin and mucinlike substances present in
plant cells (Schneider and Parker 1982). Silvery and Roach (1964) demon-
strated that, when a large number of algae begin to disintegrate after the
peak bloom, the gram-negative heterotrophic bacterial population, in-
cluding V. cholerae, begins to increase. Heterotrophic bacteria obtain en-
ergy from one or more organic compounds and use nutrients released by
disintegrating phytoplankton. The authors further noted, from careful ob-
servation, that the gelatinous cover of the blue-green filaments contained
high concentrations of gram-negative, rod-shaped bacteria (Silvery and
Roach 1964). The mucilaginous sheath of blue-green algae (Anabaena
variabilis) was found to serve as a site of attachment for V. cholerae cells
(Pearl and Keller 1979; Islam et al. 1990a, 1990b).

A direct detection method revealed that cells of V. cholerae persisted
for about 15 months in the mucilaginous sheath of A. variabilis (Islam et



al. 1990a, 1994). Thus, bacterial association with algae may be important
in persistence of the organism but not in its amplification. In any case, V.
cholerae is directly dependent on environmental conditions. However,
specificity of the association of blue-green algae with V. cholerae has not
been observed. Silvery and Roach (1964) detected only one large peak of
an algal bloom occurring during an annual cycle, suggesting that, once an
algal bloom disintegrates, the bacterial cells require another mechanism of
survival and multiplication in the environment to cause later epidemics
during a given year. Epidemics of cholera in Bangladesh, for example, peak
twice a year.

The association of V. cholerae with microscopic crustaceans, a major
component of zooplankton, was found to be important because of the
chitin composition of the carapace of these animals. Attachment of differ-
ent species of vibrios, including V. cholerae O1, to chitin particles and their
protection from lethal actions of an acidic environment were demon-
strated by Kaneko and Colwell (1973) and Nalin et al. (1977), respectively.
Such protection can be important to V. cholerae exposed to gastric acid or
in water with an acidic pH in the natural environment. In addition, chitin
was found to exert protection for V. cholerae O1 against the effects of low
temperature, suggesting extended survival of cholera vibrios in the envi-
ronment, especially at freezing temperatures (Amako et al. 1987). In labo-
ratory microcosm experiments, V. cholerae O1 and O139 were also resis-
tant to the effects of alum and maintained culturability for longer periods
when attached to copepods (Chowdhury et al. 1997) or to chitin particles
(Huq and Colwell 1996). Earlier, in a field study in Bangladesh, viable but
nonculturable cells of V. cholerae O1 and O139 were found to be attached
to chitin particles (Huq et al. 1995).

According to a recent study, surface proteins of V. cholerae play an im-
portant role in attachment by vibrios to chitin particles (Renato and
Pruzzo 1999). Since vibrios, including V. cholerae (Colwell 1970), produce
chitinase, an enzyme that degrades chitin and, thereby, supplies nutrients
needed for survival (Hood and Meyers 1977), enhanced survival of V.
cholerae O1 was demonstrated in laboratory experiments by Huq et al.
(1983) in the presence of tiny crustacean copepods. Other investigators
have confirmed this finding, namely, that V. cholerae O1 survived signifi-
cantly longer in laboratory microcosms when attached to copepods (Du-
montet et al. 1996). However, these investigators did not observe differ-
ences in attachment between live and dead copepods, as reported by Huq
et al. (1983).

Besides the natural occurrence of V. cholerae in aquatic environments,
mechanical transportation has been hypothesized to play a significant role
in the spread of the vibrio in the environment. Ship ballast has been a fac-
tor in the rapid distribution of marine vertebrates and invertebrates glob-
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ally (Carlton and Geller 1993). Examination of ballast water revealed
transmission of a wide variety of phytoplankton and zooplankton in the
marine environment, as well. Copepods are usually the most abundant
group of zooplankton (Miller 1984; Parsons et al. 1984), and copepods
have been found in ballast water in large numbers (Carlton and Geller
1993). Ruiz et al. (2000) have observed that more than 90 percent of the
plankton in ballast water is copepods, especially in the larval and juvenile
stages. Within the last 15 years, six species of Asian copepods have been in-
troduced to the Pacific coast of North America (Carlton and Geller 1993).
Since copepods are hosts for V. cholerae O1, transport of the cholera vibrios
can occur.

The seasonality of cholera in most areas of the world is well docu-
mented, usually at low levels in the winter and peaking during the summer
when the temperature increases (Tauxe et al. 1994) (Fig. 11.2a). In
Bangladesh, there are two distinct seasons of cholera epidemics, one ma-
jor and the other minor. The major peak is during the months of Septem-
ber through November, and the minor peak is from January through April
or May (Fig. 11.2b). According to Oppenheimer et al. (1978), zooplankton
populations decrease during the monsoon (rainy) season in June and July
because of reduced levels of nutrients; during August and September, af-
ter the monsoon season, the levels of nutrients significantly increase and
blooms of phytoplankton followed by zooplankton occur. Kiorboe and
Neilsen (1994) published a fascinating report on an extensive study of
copepod production, demonstrating two distinct seasons for the produc-
tion of several species of copepod eggs. One is February through April, and
the other is during the months of August and September. This fits very well
into the original hypothesis of Huq et al. (1983) that copepods play an im-
portant role in the survival, multiplication, and transmission of V. cholerae
in the natural aquatic environment.

Scanning electron microscopy (SEM) showed that the egg cases and
the oral regions of copepods were sites of significantly enhanced attach-
ment by V. cholerae (Huq et al. 1981, 1983; Dumontet et al. 1996). The find-
ings of Kiorboe and Neilsen (1994) on production of copepod eggs also fit
the hypothesis of the role of zooplankton in V. cholerae ecology and are
particularly important because, as freely swimming cells, V. cholerae, even
in the nonculturable state, can attach to copepod eggs and multiply rapidly
(Huq et al. 1981, 1983). Once the number of V. cholerae O1 cells is large
enough to constitute an infectious dose (i.e., 104–106 cells per milliliter,
depending on the state of health of the victim) (Hornick et al. 1971) and
this dose is ingested by humans while bathing, swimming, or drinking un-
treated raw water from ponds, rivers, and lakes of cholera-endemic coun-
tries, notably Bangladesh, epidemics can be triggered (Huq and Colwell
1996).



According to the Continuous Plankton Recorder survey, a survey of
the northeast Atlantic established by Sir Alister Hardy in the 1930s and car-
ried out each month from 1948 to the present, phytoplankton and zoo-
plankton populations declined from 1948 to 1980 (Taylor 1991). The pop-
ulation of copepods, the dominant component of zooplankton in terms of
biomass, diminished sixfold. However, since 1980, the trend has reversed
(Taylor 1991). Gelbspan (1991) reported that algal blooms surpassing the
usual spring bloom were observed during the spring months at various
points worldwide, including North Carolina, California, Finland, Iceland,
Tasmania, Japan, and Thailand. Phytoplankton are the “primary produc-
ers” of organic compounds (Hardy 1991), and the size of zooplankton
populations increases significantly after algal blooms because zooplankton
graze on phytoplankton.

Changes in climate may directly and indirectly affect the ecology of all
living creatures. Fluctuations in weather conditions have minor to major
effects on the environment that may bring ecological changes such as soil
erosion, deforestation, drought, and human migrations from rural to ur-
ban areas. A hypothetical model, proposed by Huq et al. (1988) and sub-
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Figure 11.2 a: Seasonal cholera in Peru, 1991–

93. The warm months of the year are December

through March. Source: Reproduced with permis-

sion from Koo et al. 1996, Figure 2. b: Seasonal

cholera (classical and El Tor) in Matlab, Bangladesh,

1981–91. Figures are the average number of cases

per month for this 11-year period. Source: Data

from the International Centre for Diarrhoeal Dis-

ease Research, Bangladesh (ICDDRB).
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sequently modified by Colwell and Huq (1994a), suggests a role for the var-
ious physicochemical and biological factors of the aquatic environment in
the transmission of V. cholerae O1. This is the first model to suggest that
phytoplankton blooms and subsequent zooplankton blooms have direct or
indirect effects on physicochemical parameters that play a role in the sur-
vival, multiplication, and transmission of V. cholerae in the natural envi-
ronment. Subsequently, Islam et al. (1994) proposed a model describing
the relationship of different environmental parameters to the formation of
phytoplankton blooms and the multiplication of V. cholerae. The direct in-
fluence of sunlight and dissolved chemical nutrients on aquatic plants and
phytoplankton (increases in pH and the concentration of dissolved oxy-
gen) (Oppenheimer et al. 1978) provides a favorable environment for V.
cholerae O1, since this bacterium prefers an elevated pH for growth and
metabolism but is commensal to zooplankton species (e.g., copepods).

Studies have shown that some strains of V. cholerae spontaneously pro-
duce CTX phage, a filamentous bacteriophage that contains structural
genes for cholera toxin (Faruque et al. 1998). CTX phage may be respon-
sible for the formation of new toxigenic strains of V. cholerae by lysogenic
conversion, which allows the phage to replicate with the bacterial cell (Wal-
dor and Mekalanos 1996), and its propagation may depend on environ-
mental factors (Faruque et al. 1998). Increased production of phytoplank-
ton provides additional nutrient for the next level of the food chain, the
zooplankton (Kiorboe and Neilsen 1994). A pH of 8.5 positively influences
the attachment of V. cholerae O1 to copepods (Huq et al. 1984a) and Vibrio
parahaemolyticus to chitin (Kaneko and Colwell 1973).

Huq and Colwell proposed that cells of V. cholerae attached to zoo-
plankton, and those in the gut of zooplankton are protected from the ex-
ternal environment to some degree and begin to proliferate, taking advan-
tage of the increased surface area and improved conditions of nutrition,
the latter deriving from the disintegration of phytoplankton and the re-
lease of nitrogenous products into the water (Huq et al. 1988; Colwell and
Huq 1994a, 1994b). Dumontet et al. (1996) found that unidentified bacte-
rial cells attached to copepods in the natural environment were often
found to be detached when SEM was used. However, cells of V. cholerae re-
mained attached to copepod surfaces during the vigorous process of SEM
preparation (Dumontet et al. 1996), confirming previous findings by Huq
et al. (1983), who reported firm attachment between V. cholerae and cope-
pods. Most likely only nonvibrio cells detach, suggested by the observation
of Huq et al. (1983). Furthermore, the gut contents of copepods comprise
vibrios, including V. cholerae (Sochard et al. 1979).

We further suggest that, during interepidemic monsoon seasons in
Bangladesh, when there is a significant alteration of nutritional conditions
arising from seasonal changes in the chemical parameters of the water



(Oppenheimer et al. 1978), V. cholerae O1 may become nonculturable
(Huq et al. 1984b; Huq and Colwell 1995). Conditions triggering an in-
crease in the number of V. cholerae in water may include increased num-
bers of zooplankton following blooms of phytoplankton. Copepods in
water are, thereby, ingested by humans where untreated water is the source
of drinking water.

Temperature has a direct effect on attachment of V. cholerae to cope-
pods (Huq et al. 1984b). Warmer temperature, in combination with ele-
vated pH and plankton blooms, can influence growth and multiplication
of V. cholerae in the aquatic environment. Recently, sea surface tempera-
ture in the Bay of Bengal has been shown to exhibit an annual cycle related
to that of cholera cases in Bangladesh (Lobitz et al. 2000). Furthermore,
sea surface height is an indicator of incursion of water with plankton into
tidal rivers and is also correlated with outbreaks of cholera. However, the
specific factor(s) inducing V. cholerae to multiply, thereby producing a
large population, and to convert to the culturable state remains to be elu-
cidated.

During the past two decades, it has become evident that the accumu-
lated new information concerning the ecology of V. cholerae can provide
possible explanations for the epidemic behavior peculiar to cholera. V.
cholerae, a normal inhabitant of brackish waters, can exist in a viable but
nonculturable state in the environment, which may be related to its asso-
ciation with both zooplankton and phytoplankton. Thus, the cholera vibrio
can survive and multiply entirely without the benefit of the human intes-
tine. Large increases in the populations of plankton (and thus of the vibrios)
may be responsible for the sudden appearance of cholera among persons
who ingest a large number of vibrios, the increase in number being related
to environmental factors causing abundant growth of plankton in the wa-
ter. The period of time after a zooplankton bloom is highly correlated with
increased numbers of V. cholerae and, subsequently, with cholera.

A Summary of the Descriptive Epidemiological
Aspects of Cholera

A brief summary of some known aspects of the epidemiology of cholera
permits an appreciation of the contrasts between the “human”and the “en-
vironmental” aspects of the disease. Other, more detailed reviews provide
additional information (Barua and Greenough 1991; Wachsmuth et al.
1994).

Vibrio cholerae is efficiently spread from human feces to other suscep-
tible humans via contaminated water and food. This mechanism can ac-
count for most of the spread of the disease in highly localized epidemics.
Most infections in humans are either asymptomatic or associated with
mild diarrhea; severe cholera occurs only in 1 of every 10–50 individuals
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infected with the organism. The infectious dose needed to produce clini-
cal cholera is known to be very high in normal volunteers, in the range of
108 viable organisms; this dose decreases by at least three to four orders of
magnitude when gastric acidity is neutralized (Cash et al. 1974). Infectious
doses under normal field circumstances are not known. Cholera vibrios are
extremely acid-sensitive; they are quickly killed in normal stomach acid,
whereas they thrive in alkaline environments.

Although animals such as cows and chickens may serve as reservoirs
of infectious agents that are pathogenic to humans, no animal has been
identified as a reservoir of V. cholerae. Thus, infected but asymptomatic
humans were thought to be the reservoirs. A chronic gallbladder carrier
state has been identified in a few humans (Azurin et al. 1967) but clearly is
not a major mechanism or route for the spread of the disease. In areas
where cholera is endemic, the highest attack rates of disease are in children
two to four years old, while in areas newly invaded by cholera, the illness
is usually seen first in adult men. This suggests that susceptibility to the dis-
ease is a combination of both lack of protective immunity and exposure to
contaminated food and water. Clearly, patterns of water use in different ar-
eas will affect the spread of the disease; in some cities in Peru, cholera vib-
rios spread through the municipal water system (Ries et al. 1992), which
resulted in extremely high rates of infection in the urban population.
Where rivers or open wells are used for drinking water, primarily in rural
areas, cases tend to cluster among persons living close to and drinking the
contaminated water.

Geographic Examples of the Behavior of Cholera

At present, cholera is once again a global disease, but its epidemiological
and ecological behavior varies widely according to where it occurs. Fol-
lowing are some examples of the observed behaviors of cholera in differ-
ent parts of the world, which indicates how diverse they can be.

Bangladesh
In its endemic “home,” the Ganges delta, clinical cholera occurs year-
round, but there are, in addition, two regular epidemic peaks each year (see
Fig. 11.2b): one in the spring and one in the fall of the year (Glass et al.
1982). One epidemic occurs just before the monsoons, which usually be-
gin in mid-June, and the other at the end of the monsoons, usually in late
September. When the epidemics occur, infected persons begin coming to
a treatment center simultaneously from different geographic areas sur-
rounding the center, rather than from a single locality that widens as the
epidemic progresses. The latter situation would be expected if cholera were
spreading only from infected persons. There is nothing obvious about dif-
ferences in human behavior during these times; people use the same



sources of water and generally eat the same foods, with no observed change
in sanitation practices. This is perhaps the best example of a seasonal oc-
currence of epidemic disease that might be explained on the basis of envi-
ronmental changes and changes in plankton populations.

Although cholera appears every year, attack rates vary from year to
year (Fig. 11.3). Increases in rates (with the exception of the last one in
1992) have coincided with the appearance of a “new” or reemergent
cholera serotype. It is not known why these variations occur, but they may
be related to the immunologic status of the population or to species vari-
ations in the zooplankton populations (e.g., copepods serving as hosts for
V. cholerae). The emergence of new strains of vibrios could also be related
to environmental factors, perhaps including changes related to the El
Niño/Southern Oscillation climatic anomaly, such as warming of regions
of the oceans (see Chapter 8). A large epidemic year in Bangladesh was
1991 (Table 11.1), when there were approximately 400,000 estimated cases
of cholera and 8,000 deaths (Siddique et al. 1992). These large numbers of
cholera cases occurred in the country as a whole, even though the attack
rates at Matlab, Bangladesh, were relatively low that year (Fig. 11.3). As will
be described later for other areas of the globe, 1991 was a major year for
cholera, with large outbreaks also in Latin America and Africa, and a ma-
jor El Niño event.

Bangladesh does not officially report cholera to the World Health Or-
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Figure 11.3 Annual incidence of cholera due to classical, El Tor, and O139 Vibrio

cholerae in Matlab, Bangladesh, 1966–98. Source: Data from the International Centre

for Diarrhoeal Disease Research, Bangladesh (ICDDRB).



Cholera and Global Ecosystems 341

ganization (WHO) and, therefore, global figures published by the WHO
are clearly an underestimate. In 1991, as an example, the number of cases
of cholera in Bangladesh were approximately equal to the number of cases
reported from all of Latin America, yet the official WHO figures do not re-
flect that.

Africa
In 1970, cholera invaded Africa after having been absent (except for Egypt)
for more than a century. The invasion took place in three coastal areas (see
Fig. 11.1). Guinea, on the west coast, was first to report cases and, within
three months, cases were occurring in the northern part of the continent
(Algeria) and in the eastern coastal region (Ethiopia and Somalia) (Good-
game and Greenough 1975). The epidemic moved along coastal countries
and then inland. Within the first year of its introduction, 25 countries were
reporting cholera, and, by 1991, 43 countries had reported cholera (Swerd-
low and Issacson 1994). In many of these countries, cholera has subse-
quently become endemic.

Cholera does not, however, behave in these recently endemic regions
with the regularity observed in the highly endemic area of the Ganges delta
but is more often sporadic and less predictable. In 1991, a large epidemic
of cholera occurred in 20 countries, with more than 150,000 cases and
14,000 deaths (Swerdlow and Issacson 1994) (see Table 11.1). In 1994, be-
cause of the extremely poor conditions of the refugee camps in Zaire, a
massive cholera epidemic over a three-week period resulted in an esti-
mated 70,000 cases and 25,000 deaths (Goma Epidemiology Group 1995).
This seemed to be the result of a water source heavily contaminated with
V. cholerae O1 and an almost complete lack of adequate treatment facili-
ties (see Chapter 14). The country of Zaire has since been renamed the
Democratic Republic of the Congo, but the name Zaire is retained in this
chapter and Chapter 14 to describe events that occurred before 1997.

Cholera remains a major problem in Africa because of the lack of ad-

Table 11.1 Major Outbreaks of Cholera, 1991



equate sanitation and potable water. In addition, the mortality rates are
high because adequate treatment is not routinely available.

Latin America
Somewhat comparable to its appearance in Africa, but 21 years later,
cholera struck the coastal areas of Peru in January 1991, after being absent
from Latin America for 100 years. Persons living in four Pacific coastal
towns spanning a distance exceeding 1,000 kilometers developed cholera
within a few days of each other, and the infection then quickly spread
throughout the country, first to the jungles and later to the Andean regions.
Within a year, cholera spread from Peru throughout the continent and af-
fected all of the countries of South and Central America, with the excep-
tion of Uruguay (Koo et al. 1996). In several instances, municipal water
supplies contained cholera vibrios and were efficient mechanisms of
spread (Ries et al. 1992). It would have been useful to have plankton data
for these water supplies as well.

In 1991, there were an estimated 400,000 cases in Latin America, with
4,000 deaths (Koo et al. 1996). In June 1991, about five months after the
epidemic began in Peru, a second focus of cholera occurred on the Pacific
Coast of Mexico and spread southward through Central America (Craig
1996). Thus, two widely separated coastal foci of cholera occurred within
several months of each other and were most probably unrelated to any
movement of persons.

There has been no reported extension of cholera to the Caribbean Is-
lands.

The United States and Australia
In both the United States and Australia, there are foci of V. cholerae O1 in
surface waters that are presumably unrelated to human fecal contamina-
tion. Since 1975, there have been sporadic cases and occasional clusters of
cases of cholera along the Gulf Coast of the United States (see Fig. 11.1 and
Mahon et al. 1996; Weber et al. 1994). Nearly all of the cases have been di-
rectly related to ingestion of undercooked shellfish, mostly crabs and, to a
lesser extent, oysters. The cases almost always occur in the warm summer
months (i.e., August and September). V. cholerae O1 could only rarely be
cultured from the seawater in these incidents.

In Australia, some rivers in the southeast have been known to contain
cholera vibrios since the late 1970s (Desmarchelier et al. 1995) (see Fig.
11.1). Here, cholera vibrios could be cultured from river water during all
seasons of the year, although the few sporadic cases of clinical cholera all
occurred during the warm season of the year, and all could be traced to
drinking untreated river water. An extensive search for these vibrios in
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shellfish or water plants was unsuccessful. Plankton were not investigated,
unfortunately.

In both the United States and Australia, the genotypes of V. cholerae
O1 El Tor have been shown to be distinctive; they can be readily differ-
entiated from cholera vibrios that caused the seventh pandemic in Asia,
Africa, and Latin America (Wachsmuth et al. 1994).A recent study suggests
that, although a single clone of pathogenic V. cholerae may be responsible
for many cases of cholera in Asia, Africa, and Latin America during the sev-
enth pandemic, other cases of cholera in those regions were caused by tox-
igenic V. cholerae strains that seem to have originated from local strains of
V. cholerae O1 or non-O1 strains (Jiang et al. 2000b). In another study re-
ported by Jiang et al. (2000a), isolates from single sampling sites in the
Chesapeake Bay were genetically diverse, while genetically identical isolates
were found at several of the sampling sites. So, their occurrence in the en-
vironment clearly suggests that a sole-source-of-contamination theory, as
was first considered when the Peruvian epidemic began in Lima in 1991,
can be ruled out.

Thus, in both of these geographic areas, V. cholerae O1 organisms are
present and multiply in surface waters, independently of humans. In the
United States, shellfish living in salt water have been hypothesized to be a
reservoir. It is more likely that the shellfish, being filter feeders, concentrate
the vibrios from the zooplankton on which they feed. In Australia, no
reservoir, other than the fresh water itself, has been reported, but plank-
ton populations have not yet been studied as a potential reservoir in that
country.

The Control of Cholera

Cholera has been one of the most potent forces in bringing about the mo-
bilization of public health resources. The occurrence of cholera epidemics
places the burden of responsibility immediately on those political bodies
that have not provided adequate safe water and sewage disposal for the af-
fected population.

Since untreated, severe cholera has a very high mortality rate, up to 70
percent, a new cholera epidemic could produce a large number of deaths
and, therefore, a great deal of panic in affected communities until adequate
treatment facilities are established. In Zaire, as previously mentioned, the
mortality rate nearly approached an “untreated” rate; it fell rapidly when
adequate treatment was made available (Siddique et al. 1995). In contrast,
the mortality rates in Latin America were less than 1 percent (Koo et al.
1996), exemplifying the importance of providing adequate treatment to
those affected, in order to control cholera. The death rate from cholera is
nearly always directly related to adequacy of medical therapy. In Latin



America, where oral rehydration had been widely used for treatment of
children with diarrhea for at least a decade before the outbreak of cholera,
physicians had a more adequate understanding of the physiology of the
disease and the need for replacement fluids.

Adequate treatment of cholera involves (1) rapid replacement of fluid
and electrolytes lost through passage of watery stools, (2) antimicrobial
treatment to kill the cholera vibrios responsible for the illness, and (3) early
resumption of feeding to prevent the worsening of malnutrition (Maha-
lanabis et al. 1992). Fluids and electrolytes can be replaced both intra-
venously and orally. Because intravenous fluids are scarce in developing
countries, as well as expensive, and require administration by a trained
health worker, oral rehydration salts (ORS) were developed initially to par-
tially replace the need for intravenous fluids. The wide availability of these
effective, yet inexpensive, oral fluids, which can be used by nonprofessional
caregivers, has helped to make the treatment of cholera much simpler and
more effective. ORS were later found to be effective for treatment of all di-
arrheal diseases in which dehydration is an important aspect, regardless of
the causative agent or the age of the patient. ORS are today the mainstay
of therapy for acute diarrheal illnesses the world over (Duggan et al. 1992;
Centers for Disease Control and Prevention 1992).

Prevention of cholera ultimately depends on having adequate amounts
of safe, potable water and a system for sanitary disposal of human feces.
The long-term solution is, therefore, in the provision of bacteriologically
safe water by water purification plants, with distribution via intact pipes
to convenient collection points, and adequate latrines to collect and disin-
fect human fecal material. It is estimated that in Latin America alone this
would cost about 200 billion dollars, clearly prohibitive as a solution to the
problem (De Moredo 1991). Water purification and sewage treatment
plants, as solutions, will clearly not be possible in the near future; there-
fore, less expensive and more immediate methods to accomplish these
goals are needed. Such methods include (1) treatment of contaminated
drinking water in the home by chlorination, boiling, or possibly filtration
(Huq et al 1996); (2) storage of safe water in narrow-neck vessels to pre-
vent contamination in the home; (3) improvements in personal hygiene
(such as hand washing) to prevent direct fecal contamination of hands and
foods; and (4) education to facilitate the implementation of these inter-
ventions. Presently, combinations of these interventions are being put into
place in many developing countries.

Effective cholera vaccines, when available to the general public in ar-
eas where cholera is endemic, will also be important in the prevention of
cholera, at least until long-term solutions are possible.Although parenteral
cholera vaccines have been available for approximately 100 years, they are
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poorly protective and of no use to public health. At present, oral vaccines
(both killed vaccines and live attenuated vaccines), which can easily be ad-
ministered, are being developed and tested. The only such vaccine to have
been tested extensively in the field is a killed oral vaccine, which has been
shown to be 50–70 percent protective for a period of three years (Clemens
et al. 1990). The cost of these vaccines, however, has thus far limited their
usefulness and prevented them from being used as public health tools.

If cholera is introduced and reintroduced into populations through
aquatic reservoirs by plankton (see under “An Update on the Ecology of
Vibrio cholerae,”above), there may be new ways of preventing cholera from
spreading, including inhibiting the growth of these organisms in surface
waters or excluding plankton from drinking water by simple cloth or plas-
tic net filtration. Furthermore, it may be possible to predict and recognize
the onset of cholera epidemics by remote sensing from satellites circulat-
ing the globe that can measure chlorophyll concentrations (and phyto-
plankton and zooplankton populations indirectly) and sea surface tem-
peratures (Figs. 11.4 and 11.5; Colwell 1996). The aim is to develop a
forecasting model that integrates multiple sources of data. Being able to
predict an epidemic may allow both mobilization of treatment supplies

Figure 11.4 Concentration of chlorophyll-A in the Bay of Bengal and the adjacent

marine environment in September 1997 (a) and September 1998 (b). Land and clouds

show up as black. White represents the highest concentration of chlorophyll-A, which

appears along coastal areas. Progressively darker shades of gray represent progressively

lower concentrations of chlorophyll-A. Concentrations of chlorophyll-A were higher in

1998 than in 1997. Source: Courtesy of Byron Wood and Brad Lobitz of CHAART-NASA

Ames, California, using SeaWiFS satellite.



and perhaps even the rapid immunization of populations at particularly
vulnerable times.

Conclusion

The advances made in the last 100 years concerning cholera have been both
substantial and significant, especially in identifying the causative agent, V.
cholerae, and its pathogenic properties and in developing simple, effective,
and inexpensive means of treatment. However, until the environmental
source of cholera was established and accepted, the disease remained enig-
matic. With improved understanding of its ecology and especially its cor-
relation with climate, the disease should become more predictable, based
on those environmental parameters influencing cholera epidemics. With
satellites and systems for monitoring the global climate, a new dimension
of epidemiology and disease control is being charted, providing the possi-
bility for prevention of outbreaks when conditions are conducive to the
initiation and spread of the disease.
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Figure 11.5 Sea surface temperature in the eastern Pacific Ocean in mid-January of

1997 (a) and of 1998 (b). Land shows up as white. Sea surface temperature is displayed

in a gray scale for which black represents 19�C and white represents 29�C. Sea surface

temperatures were warmer in 1998 than in 1997. Source: Courtesy of Byron Wood and

Brad Lobitz of CHAART-NASA Ames, California, using NOAA-AVHRR satellite.
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S U G G E S T E D  S T U D Y  P R O J E C T S
Suggested study projects provide a set of options for individual or team
projects that will enhance interactivity and communication among course
participants (see Appendix A). The Resource Center (see Appendix B) and
references in all of the chapters provide starting points for inquiries. The
process of finding and evaluating sources of information should be based
on the principles of information literacy applied to the Internet environ-
ment (see Appendix A).

The objective of this chapter’s study projects is to develop an under-
standing of the dynamics and control of cholera in relation to global
ecosystem change.

P R O J E C T  1 : Multiple Causes of Cholera Outbreaks
The objective of this study project is to develop an understanding of the
dynamics of transmission of cholera outbreaks.

Task 1. Identify and describe various outbreaks of cholera in different
locations (1817 to the present).

Task 2. Compare social and environmental factors leading to the out-
breaks described in task 1.

P R O J E C T  2 : The Framework for Ecological Change and Emerging
Disease in Chapter 10
The objective of this study project is to develop an understanding of the
framework for analyzing ecological change and emerging disease.

Task 1. Write a comprehensive paper on the relationship between this
case study on cholera and the framework for ecological change and emerg-
ing disease discussed in Chapter 10.

P R O J E C T  3 : Control Measures
The objective of this study project is to develop an understanding of ways
to control cholera.

Task 1. Describe current public health practices to control cholera in a
particular location.

Task 2. Describe prospects for improvements or deterioration of such
practices in the future.
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Malaria, a potentially lethal parasitic disease once in decline and targeted
for global eradication, afflicts hundreds of millions of people annually, and
its impact is growing in many parts of the world. Malaria demonstrates the
importance of the broad ecosystem concept of interactions between living
organisms and nonliving elements. The transmission of malaria is directly
affected by environmental conditions external to the human host because
the infection is transmitted by mosquitoes. Environmental conditions, in
turn, are affected by human activities. The purpose of this case study is to
generate awareness of how global changes in the growth and movement of
populations, patterns of economic development, and climate are changing
the risk of exposure of human populations to malaria parasites. The forces
underlying the spread of malaria are growing as populations with little or
no immunity are infected more frequently by malaria parasites that are in-
creasingly difficult to treat effectively (see Box 12.1).

Malaria is caused by a protozoan parasite that completes its complex
cycle of development alternating between human hosts and mosquitoes of
the genus Anopheles; the biting of human hosts by mosquitoes is the mode
of contact that permits transmission from human to mosquito and back
to human (see Chapter 10). Malaria reveals the relationship between eco-
system change and human health in several ways (see Fig. 12.1). Changes
in land use, manipulations of water use, and variation in climate influence
the distribution and abundance of the mosquito vectors of this disease.
Also, the development of the malaria parasites within the mosquito vec-
tors depends upon climatic conditions, particularly temperature. For ex-
ample, ambient temperatures that are too cold or too hot inhibit the de-
velopment of all Plasmodium species that infect humans; for Plasmodium
falciparum, which is the species of malaria parasite that causes the most se-
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vere illness in humans, the estimate of the minimum temperature required
ranges from 16�C to 19�C and the maximum temperature for viable para-
sites is about 35�C (Lindsay and Birley 1996).

The growth and movement of human populations may bring more
people into contact with mosquito vectors and malaria parasites. For ex-
ample, resettlement of people without prior exposure to malaria may place
them in malarious zones without the partial immunity acquired through
years of exposure. In addition, genetic characteristics expressed in the
blood cells of local populations may make them more or less susceptible
to infection by malaria parasites (Livingstone 1984; Allen et al. 1992). Ac-
tivities related to economic development—agriculture, irrigation, defor-
estation, and the construction of roads and buildings—modify the use of
land and water, sometimes augmenting the number of possible aquatic
breeding sites for the mosquito larvae and altering local or regional cli-
mate. Less directly, activities associated with economic development re-
lease into the atmosphere greenhouse gases that may accelerate global
warming and affect patterns of global climate (see Chapter 7).

B O X  1 2 . 1
The Emergence of Drug-Resistant
Malaria

Chloroquine is a synthetic antimalarial drug

that was made generally available in the late

1940s. Chloroquine became popular because

it was cheap, relatively safe, and highly ef-

fective. However, its dual use, both for treat-

ment after infection and for suppressive

chemoprophylaxis before infection, and its

uncontrolled distribution through private

markets set the stage for the emergence of

resistance to the drug. Doses that may be ad-

equate to relieve symptoms are often not

large enough to wipe out entire populations

of parasites, so that resistant parasites are

left to be transmitted to mosquitoes and

then other people (see Chapter 10). During

the 1950s, chloroquine-resistant Plasmodium

falciparum became a major operational

problem for malaria control in some areas;

during the ensuing decades, chloroquine-re-

sistant P. falciparum spread around the

world (Wernsdorfer and Payne 1991; Werns-

dorfer 1994). P. falciparum is of particular

concern because it causes the most severe

form of malaria.

Other antimalarial drugs have been intro-

duced, but these alternative drugs are typi-

cally more expensive, more difficult to ad-

minister, and more likely to have adverse

side effects than is chloroquine. Moreover, in

some areas, P. falciparum parasites have al-

ready developed resistance to some of these

drugs. There is evidence of cross-resistance in

which resistance to one drug also creates re-

sistance to other drugs, limiting the period

during which new drugs can be effectively

used (Olliaro et al. 1996). Approaches for

dealing with cross-resistance include the ad-

ministration of combinations of drugs and

research for new drugs that target different

biochemical mechanisms of parasite infec-

tion. Some new drugs are under develop-

ment, although they are few in number

(Olliaro et al. 1996). Vaccines are an addi-

tional line of active biomedical research,

although the prospect of a safe and effective

vaccine for general use seems unlikely 

in the near future.
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The relationship between ecosystem change and malaria at the global
level is not divorced from conditions that operate on regional and local
scales (see also Table 2.2). One particularly important issue is the diversity
of anopheline species and their associated larval habitats, ranging from
puddles in small, ephemeral depressions to swamps, marshes, and even
brackish water (see Box 12.2). The geographic distribution of anopheline
species is the main feature affecting the regional classification of the epi-
demiology of malaria (Rubio-Palis and Zimmerman 1997).

A better scientific understanding of the long-term changes in the global
ecosystem could lead to the development of new strategies for the preven-
tion of malaria. Decisions in the joint management of health issues and
ecosystems involve complex tradeoffs (Wolman 1995; Graham and Wiener
1995). For example, the application of the insecticide DDT to kill vector
mosquitoes is in conflict with a campaign to eliminate the dispersal of
DDT and other persistent organic pollutants (United Nations Environment
Programme 2000; World Health Organization [WHO] 1999; Hooper 1999).
Any global program should also review successful approaches to the envi-
ronmental management of malaria at local and regional scales. A tradi-
tional type of environmental management is the implementation of pro-
grams to manage water resources so as to eliminate the breeding sites of
anopheline mosquitoes. Intermittent raising and lowering of water levels,
alternately flushing and drying out breeding sites, has been used for larval
control by the Tennessee Valley Authority in the United States and the Blue
Nile Health Project in the Sudan (WHO 1995). Environmental manage-
ment can also reduce the contact between humans and mosquito vectors
by locating settlements away from breeding sites, by constructing housing
with barriers to mosquito entry, and by the programmatic use of bednets

Figure 12.1 The transmission of malaria within the forces of global ecosystem

change.



treated with pyrethroid insecticides, which are less stable than DDT. Envi-
ronmental management contributed to the successful control of malaria
in some areas, such as the Pontine marshes in Italy and the Hula swamps
in Israel.

This chapter provides examples of malaria as a public health problem
in selected countries. In all examples, local factors interact with global
changes in population growth and movement, economic development, or
climate or some combination thereof. The examples also demonstrate that
countries at very different levels of risk are affected by ecosystem change
on a global scale.

Zimbabwe, Gambia, and Niger are selected as countries at high risk for
malaria. Zimbabwe is in the southern portion of central Africa and is part
of the Southern African Development Community, while Gambia and
Niger are in West Africa. Variations in rainfall and temperature are major
influences on the transmission of malaria in these countries. In Zimbabwe,
the El Niño/Southern Oscillation (ENSO) climatic anomaly generates in-
terannual variability in rainfall (see Chapter 8), and zones at higher alti-
tudes are markedly cooler than zones at lower altitudes. In Gambia and
Niger, fluctuation in rainfall from year to year is also important, although
the pattern of climatic variability is different in West Africa. Global changes
in climate are therefore likely to affect the transmission of malaria. Gam-
bia and Niger illustrate how the pressures of population growth and asso-
ciated economic development are creating new breeding sites for mosquito
vectors and hence facilitating greater transmission of malaria. Migration
is also an important regional factor, as demonstrated by the past move-
ment of refugees from Mozambique to and from Zimbabwe.

Sri Lanka and Brazil are selected as countries at intermediate risk for
malaria. The transmission of malaria in Sri Lanka is affected by major pro-
jects that manage water resources as well as interannual variability in rain-
fall subject to the influence of ENSO. In addition, the migration of popu-
lation has contributed to malaria as a public health problem, since the
development of water resources includes plans to resettle people from
nonmalarious areas to malarious areas. The migration of population has

B O X  1 2 . 2
Swamp Fever

The diversity of aquatic habitats associated

with malaria may be surprising to speakers

of European languages, whose names for

the disease reflect only the European and

Mediterranean experience of an association

with swamps and marshes. The English word

derives from mala aria in Italian, meaning

“bad air.” Paludisme and paludismo in

French and Spanish, respectively, derive from

paludis in Latin, meaning “of the marsh.” In

traditional English usage, malaria has been

called swamp fever or marsh fever, analo-

gous to Sumpffieber in German.
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been central to the resurgence of malaria in Brazil for similar reasons.
Brazilians are encouraged for economic purposes to move into the malar-
ious Amazonian region out of established cities and towns that are free of
malaria. The transmission of malaria is further exacerbated by extensive
deforestation associated with new settlement. Patterns of rainfall are also
important as an environmental determinant of the transmission of ma-
laria in Brazil. Amazonian deforestation is projected to alter regional cli-
mate, adding to the possible effects of global climate change.

The United States is selected as a country at low risk for malaria. Since
there is no sustained transmission of malaria in the country, international
movement of infected people is the critical factor in the small number of
outbreaks that have occurred in recent years. Outbreaks have also been fa-
vored by weather conditions that were hotter and more humid than usual.
Therefore, global warming would likely increase the risk of the transmis-
sion of malaria whenever the malaria parasite is introduced into the pop-
ulation.

Malaria in Africa

Malaria in Africa deserves special regional attention because over 90 per-
cent of an estimated annual global total of 300–500 million clinical cases
of malaria and 1.4–2.6 million deaths are among Africans (WHO 1995).
The disproportionate burden of malaria in Africa can be largely attributed
to the abundance of three species of mosquitoes that are very efficient
at transmitting malaria—Anopheles gambiae, Anopheles arabiensis, and
Anopheles funestus (Gillies and Coetzee 1987). The ability of malaria vec-
tors in sub-Saharan Africa to breed in temporary pools without vegetation,
such as a footprint filled with rainwater, is key to the exceptional persis-
tence of malaria on the continent (Coluzzi 1994). The deadly importance
of the African species of malaria vectors was demonstrated when An. gam-
biae from West Africa was accidentally introduced into Brazil, where South
American vectors were already transmitting malaria. Anopheles gambiae is
such an effective vector that, in 1938, only eight years after it had arrived
in Brazil, it caused a major epidemic of malaria with 14,000 deaths (Soper
and Wilson 1943; Walsh et al. 1993). Fortunately, Fred Soper and the
Rockefeller Foundation responded and were able to eradicate An. gambiae
from Brazil by intensive antimosquito operations. Unfortunately, eradica-
tion of An. gambiae from its native habitat in Africa would be infinitely
more difficult or outright impossible.

Despite common regional concerns in Africa, understanding the rela-
tionship between ecosystem change and malaria requires an appreciation
of local variation in ecology, geography, climate, and human activity. The
countries selected illustrate the diversity of issues arising within the region.



Malaria in Zimbabwe
Malaria control has been in operation in Zimbabwe since the end of World
War II, but, on April 17, 1996, the Panafrican News Agency reported that
Zimbabwe had already experienced 828 deaths due to malaria and more
than 300,000 cases of malaria since the beginning of the year. During the
same period in 1995, the number of deaths had been reported to be 130
and the number of cases of malaria had been more than 100,000. The
change in one year was clearly alarming and newsworthy. The primary
cause was a significant increase in rainfall. Secondarily, the combination of
rainfall and bad roads hindered the distribution of antimalarial drugs to
affected areas, contributing to over a sixfold increase in the number of
deaths due to malaria.

In southern Africa, the amount of rainfall is highly variable from one
year to the next; heavy rainfall in 1996 had been preceded by five years of
drought (Fig. 12.2a). Zimbabwe has a distinct rainy season characterized
by monthly rainfall that begins to increase in October, peaks from De-
cember through March, and declines in April (Unganai 1996). The trans-
mission of malaria peaks from February through May (i.e., toward the end
of the rainy season) (Taylor and Mutambu 1986). Years with wetter rainy
seasons are more favorable for transmission. In southern Africa, an in-
crease in the incidence of malaria may also be one of the effects of a major
flood episode (see Chapter 14). Years of heavy rainfall in the region tend
to be associated with the La Niña phase of the ENSO climatic anomaly,
which is the best-understood source of climatic variability on a seasonal to
interannual time scale (see Chapter 8). Improvements in seasonal climate
forecasting are gaining greater attention in Southern Africa Malaria Con-
trol (SAMC) and the larger public health community (SAMC 2000; Jury
2000; Kovats et al. 1999; Liverpool School of Tropical Medicine 2000; Na-
tional Oceanic and Atmospheric Administration [NOAA] 2000).

A major uncertainty for the future is accelerated global warming as a
consequence of emissions of carbon dioxide (CO2) and other greenhouse
gases (see Chapter 7). Projections of rainfall under conditions of acceler-
ated global warming are not consistent from one climate model to another
(see Chapter 9). Although historical analysis of the twentieth century’s
rainfall in Zimbabwe shows an average drop of 10–16 percent, climate sce-
narios projecting the effect of doubling CO2 in the atmosphere allow for
an increase or a decrease of 10–15 percent (Unganai 1996; Hulme 1996).
The effect of accelerated global warming on ENSO fluctuations is also un-
clear (Unganai 1996; Hulme 1996). Increased interannual variability in
precipitation would cause increased fluctuations in the transmission of
malaria, very likely limiting the development of natural immunity to
malaria that results from repeated exposure. The effect of environmental
change is influenced by human action or inaction. In the epidemic of
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Figure 12.2 a: Rainfall in southern Africa, 1900/01–1995/96. The rainfall year is from

July to June. Source: Redrawn with permission from Hulme 1996, Figure 8. b: Altitudi-

nal classification of Zimbabwe. mS, meters elevation in the southern region; mN, me-

ters elevation in the northern region; 1200 m�, more than 1,200 meters elevation.

Source: Redrawn with permission from Taylor and Mutambu 1986, Figure 1.



malaria in Zimbabwe in 1996, the death toll was probably increased be-
cause of shortages of antimalarial drugs in clinics in outlying areas as well
as the unexpectedly high demand for treatment. One hopes that assess-
ments of the consequences of climate change over several decades may be
greatly reduced if the public health community is able to use seasonal to
interannual climate forecasts to prevent morbidity and mortality due to
malaria (see Chapter 5).

Temperature in Zimbabwe varies from the cooler central plateau,
where the major population centers are located, to the warmer low-lying
areas (Fig. 12.2b). Within Zimbabwe, malaria is much more common at
lower altitudes (Taylor and Mutambu 1986). According to Leeson (1931),
seasonal transmission of malaria at higher elevations is caused by the pro-
gressive migration of mosquito vectors from lower altitudes where trans-
mission is perennial; seasonal transmission of malaria at higher elevations
is interrupted when cool, dry weather kills off the populations of mosqui-
toes that grow during the warm, rainy weather. The potential for an in-
crease in the transmission of malaria above an elevation of 900 meters is
particularly sensitive to a projected increase of 2�C due to global climate
change (Lindsay and Martens 1998).

Nevertheless, it is difficult to obtain clear empirical evidence of an ef-
fect of temperature changes alone on the incidence of highland malaria.
An analysis of yearly variation in temperature in Zimbabwe suggests that,
over the twentieth century, years of higher incidence of malaria have been
associated with higher temperature (Freeman and Bradley 1996). How-
ever, that study is quite limited because it uses only the September tem-
perature in Harare on the high central plateau, where malaria is not pres-
ent, to compare to the incidence of malaria in the rest of the country. Over
the twentieth century, the annual mean temperature for Harare has in-
creased, probably because of the effect of an urban heat island, while the
annual mean temperature for the country has decreased slightly (Unganai
1996).

Studies of Rwanda and Ethiopia, two East African countries at risk for
malaria in highland areas, have examined an association between increases
in the number of cases of malaria observed at higher elevations and
increases in minimum temperatures (Loevinsohn 1994; Tulu 1996). How-
ever, multiple factors are responsible for the spread of malaria to highland
areas (Mouchet et al. 1998; Lindsay and Martens 1998). For example, the
El Niño phase of ENSO, which generates warmer and wetter conditions in
East Africa, seemed to trigger an epidemic of highland malaria in Uganda
in 1997–98, although only an association between excessive rainfall and
the density of vectors proved to be statistically significant in the analysis of
that epidemic (Lindblade et al. 1999). Interestingly, the rainfall of that
same El Niño event was associated with a reduction in the incidence of ma-
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laria in highland Tanzania (Lindsay et al. 2000). Understanding these dif-
ferent effects will require a close examination of environmental differences
in altitude, weather, and vector ecology as well as differences in study de-
sign that affect the measurements of increases and decreases in incidence.

A historical perspective also demonstrates the need for caution in in-
terpreting the effect of climate change. The apparent burden of malaria in
England during the Little Ice Age (a period of unusually cold weather start-
ing in the middle of the sixteenth century and lasting approximately 150–
200 years) underscores the importance of examining temperature in con-
junction with other factors, including limitations in diagnostic accuracy
(Reiter 2000; Martens 2000). Despite the fact that the central plateau of
Zimbabwe is considered too cool to support the transmission of malaria,
Leeson (1931), in a classic study of the anopheline vector mosquitoes in
Zimbabwe, reported that “there are people still living who can remember
that Salisbury [now Harare] was once no more free from malaria than any
other place in the country.” It is most likely that people with malaria in
Harare actually acquired the infection when they traveled outside the city
and that some of the supposed cases of malaria were other fevers of un-
known origin; nevertheless, Leeson’s statement reflects a reduction in
malaria observed in Harare. Leeson attributed the absence of malaria in
Harare to the development of improved housing, drainage, sanitation, and
roads that prevented the breeding of mosquito vectors An. funestus and An.
gambiae.

Human activities can modify the effect of environmental change in
other ways. In the South Eastern Lowveld, Zimbabwe has major facilities
for irrigating the agricultural production of sugar, wheat, and citrus. In
theory, the risk of malaria could have increased because water provided for
irrigation can create new habitat for breeding mosquitoes and allow mos-
quito populations to become less dependent on rainfall. However, for
years, Zimbabwe has had an effective malaria control program for the ir-
rigation projects. Human migration has also been important for the spread
of malaria in Zimbabwe. Neighboring Mozambique, where the warmer
and more humid conditions are more suitable for the transmission of
malaria, was the source of refugees fleeing into Zimbabwe during Mozam-
bique’s civil war. The mixture of local and refugee populations near the
border facilitated the spread of malaria. Movement of populations com-
plicates any analysis linking reports of malaria to local environmental con-
ditions.

Malaria in Gambia and Niger
Malaria is one of the most important causes of death among Gambian chil-
dren; about 4 percent of children in rural areas die of malaria before reach-
ing the age of five years (Greenwood and Pickering 1993). Given such a



high death toll, it is remarkable that the consequences of malaria were con-
siderably worse in the 1950s. What happened even earlier is unknown be-
cause the 1950s are the earliest period in which systematic health surveys
of the local (i.e., non-European) population were conducted. Reductions
in rainfall have contributed to the reduction in malaria transmission since
the 1950s. However, since drought is so harmful to natural resources, plans
for economic development seek to combat the effects of drought. Unfor-
tunately, these efforts often have the side effect of increasing the spread of
malaria. Trends in malaria infection in West Africa reflect a tension be-
tween climatic forces tending to reduce transmission and human activity
tending to increase transmission, underscoring the need for an integrated
assessment of global change to consider multiple factors (see Chapter 5).

Rainfall is the major environmental determinant of the transmission
of malaria in Gambia. A single, short rainy season starts in May or June
and ends in October or November, followed by a long, dry season (Koram
et al. 1995). Malaria is highly seasonal, roughly coinciding with the rainy
season. Entomologists studying the mosquito vectors of West Africa are
trying to identify exactly how and where transmission occurs in a limited
fashion during the dry season; small foci of transmission are the source of
expansion of transmission during the rainy season (Coluzzi 1993). Addi-
tionally, there is considerable variation in the amount of rainfall during the
rainy season in West Africa (Tourre et al. 1999). Over the past 30 years or
so, Gambia and surrounding areas have experienced a decline in precipi-
tation (Greenwood and Pickering 1993). Thus, drought conditions, which
have deleterious effects on agricultural and forest resources, have the ben-
eficial effect of reducing the transmission of malaria. Some models of cli-
mate change predict even more drying in the region (Dixon et al. 1996).

Vegetation cover, which exhibits spatial and temporal variability, is an
important predictor of the risk of malaria in West Africa and may be de-
termined on the basis of data collected by remote-sensing satellites (see
Chapter 3 and Thomson et al. 1997). However, bednets treated with the in-
secticide permethrin also affect the epidemiology of malaria in Gambia
(Thomson et al. 1999). The use of bednets reduces exposure to infective
mosquito bites; the effect of insecticide may be particularly important for
preventing severe infections with high densities of parasites. The Gambian
National Impregnated Bednet Programme has been working to treat all
bednets found in all villages. A spatial model for predicting the risk of
malaria in Gambia incorporates data on the use of bednets and estimates
of vegetation cover (Thomson et al. 1999). The use of satellites for map-
ping environmental determinants of disease in Africa is an active area of
investigation (Liverpool School of Tropical Medicine 2000).

Activities for economic development can promote the transmission of
malaria even in dry areas. Poor practices of water management can create
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opportunities for year-round transmission of malaria where rainfall is vir-
tually nonexistent. In Niger, in the oasis of Bilma in the Sahara Desert, only
0.8 mm of rain fell during a 12-month period that saw an increase in
transmission of P. falciparum, the deadliest malaria parasite (Develoux et
al. 1994). The prime breeding site for mosquito larvae was considered to
be a large freshwater pond created during the prior decade by water leak-
ing continuously from a broken borehole pipe. All of the other watering
points were brackish and did not support the breeding of An. gambiae, the
vector of greatest concern in the area.

Salinization of water is another environmental determinant of the
transmission of malaria that also reflects a tension between climatic forces
tending to reduce transmission and human activities tending to increase
transmission. The entire country of Gambia is a narrow strip north and
south of the River Gambia, which runs from east to west for about 300
miles and empties into the Atlantic Ocean. The mangrove swamps in the
estuarine lower reaches of the River Gambia provide saltwater habitat for
Anopheles melas. Anopheles melas is a malaria vector but is much less ef-
fective at transmitting malaria than An. gambiae, the freshwater breeder
that dominates the transmission of malaria in the country. Some saliniza-
tion of the ground water in Banjul, the capital city, has already occurred
because of the years of drought and overexploitation of ground water; fur-
ther salinization will occur with the accelerated rise in sea level expected
under scenarios of climate change (Jallow et al. 1996). However, although
a net increase in salinization should have the benefit of reducing the trans-
mission of malaria, an integrated assessment must consider the tremen-
dous cost associated with the loss of a supply of fresh water and agricul-
tural capacity.

Human activities to counter salinization have the unintended conse-
quence of increasing the transmission of malaria (Coluzzi 1994). Inter-
ventions to desalinize water have accelerated in recent years as a result of
population growth, availability of new technologies, and international
funding. As mangrove swamps are transformed into agricultural zones, of-
ten for the production of rice, An. melas is replaced by freshwater breeders
An. gambiae, An. funestus, and An. arabiensis.

Growth in population also has mixed effects on the transmission of
malaria. Urbanization can contribute to reduced transmission if proper
land and water management prevents the creation of pools of stagnant wa-
ter, which provide breeding sites for vector mosquitoes. But these ideal
conditions are often not met. In Gambia, the periurban areas around the
capital, Banjul, are experiencing a rapid pace of new construction with
poor access roads and drainage (Koram et al. 1995). The new construction
combined with rice farming along swamps provides excellent habitat for
the breeding of An. gambiae during the rainy season. Travel to rural areas,



where the transmission of malaria is even greater, also contributes to the
risk of acquisition of malaria by urban residents. Overall, in the periphery
of Banjul, malaria is associated with poor quality housing, crowding, and
travel to rural areas. Urbanization may also increase the risk of the trans-
mission of malaria by causing a shift from salt water to fresh water. In a
study of Cotonou in Benin, the replacement of pile-dwelling traditional
villages in lagoon areas with unplanned urban areas favored the replace-
ment of a less effective vector, An. melas, by a more effective vector, An.
gambiae (Coluzzi 1994).

Even in villages, changes in land use generated by the activities of an
expanding population can create new opportunities for the transmission
of malaria. In Niger and other countries, the excavation of clay for bricks
for housing construction leaves large pits that fill with water, providing a
breeding site for vector mosquitoes (Buck and Gratz 1990). Originally,
these pits were at a considerable distance from human dwellings. As vil-
lages have expanded, people have moved in close proximity to the pits and
have placed themselves at much greater risk of being bitten by mosquitoes.
Moreover, the water in the pits allows transmission throughout the year,
instead of the seasonal transmission associated with rainfall. An integrated
assessment should consider changes in seasonal patterns of transmission,
but such an approach is hindered in locations where a diagnosis of malaria
is not routinely confirmed by an examination of parasites in a blood sam-
ple. In Niger, malaria parasites could not be found in the blood of many
cases of malaria diagnosed on the basis of clinical symptoms alone; this
was especially true in the dry season, when hardly any of the reported
malaria cases had parasites (Buck and Gratz 1990).

Malaria in Sri Lanka

In 1963, after years of sustained control of malaria, only 17 cases of malaria
were documented in the entire country of Sri Lanka. Of the 17, only 6 had
acquired the infection in the country; the remaining 11 cases had been the
result of infection from transmission outside the country (Wijesundera
1988). It seemed that the program to eradicate malaria would succeed in
Sri Lanka. Eradication would be truly an amazing feat considering the long
and devastating history of malaria on the island. Almost a thousand years
ago, the kingdom of Yala in the southeast part of the island was deserted be-
cause of fever sickness, probably malaria (Jayawardene 1993). The worst Sri
Lankan epidemic of malaria of the twentieth century occurred in 1934–35,
when an estimated 80,000 people died in seven months (Jayawardene 1993).

Unfortunately, the program to eradicate malaria was not maintained
(see also Box 12.3). The number of cases of malaria started to rebound in
1967.An important factor was the breakdown in the control of malaria due
to logistical difficulties and the development of resistance to the insecti-
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cide DDT in the mosquito vectors. However, an examination of other fac-
tors provides a fuller picture. Since 1967, the numbers of cases have fluc-
tuated, with the most recent upsurge in 1986 (Fig. 12.3a). Underlying this
upsurge was an accelerated expansion of a major resettlement project for
the development of the Mahaweli, Sri Lanka’s longest river. The waters of
the Mahaweli have been managed by a series of dams, reservoirs, and di-
version tunnels for the purposes of irrigation, hydropower, and agricul-
tural settlement (Wijesundera 1988). Malaria broke out in the upper
reaches of the Mahaweli in 1986 and 1987, despite the fact that the trans-
mission of malaria had been rare in that part of the island (see Fig. 12.3b).
The explanation lies in an understanding of three factors that promote the
transmission of malaria: changes in land and water use, immigration of
people without any experience with malaria, and climatic conditions fa-
vorable for the transmission of malaria (Jayawardene 1993).

One of the great ironies of climate and geography in Sri Lanka is that
water, which is necessary for the breeding of vector mosquitoes, is often
too abundant to provide suitable breeding sites. Although too little rain
can inhibit breeding by drying out pools of water, too much rain can also
inhibit breeding by washing out pools of water. The upper reaches of the

B O X  1 2 . 3
Failure of the Global Malaria
Eradication Program

When the insecticide DDT became available

after World War II, the United States and

some other countries successfully interrupted

the transmission of malaria by using DDT to

kill adult biting mosquitoes that could trans-

mit malaria. The approach was indoor resid-

ual spraying, which is a program of spraying

on the interior surfaces of human dwellings,

leaving a residue of DDT that kills infected

or infective mosquitoes when they rest be-

fore or after biting. The eradication of

malaria did not require the elimination of

entire populations of mosquito vectors; mos-

quitoes that are capable of transmitting

malaria may still be found in countries that

eradicated malaria (see text under “Malaria

in the United States”). That successful experi-

ence with eradication inspired the develop-

ment of a global program based on the

premise that an intensive schedule of indoor

residual spraying over a limited period of

five years could eradicate malaria, except in

sub-Saharan Africa where transmission has

been most intense. However, it soon became

clear that the original plans were too opti-

mistic and that maintenance of intensive

vector control operations for an indefinite

period of time was not possible. The major

problem was the very high efficiency re-

quired of spraying operations; spraying had

to include an adequate dose of insecticide

on all surfaces in all housing on a regular

schedule (Olliaro et al. 1996). In addition,

mosquito vectors frequently developed resis-

tance to DDT, certain vectors did not rest on

walls inside houses, and many individuals re-

fused to allow spraying in their homes. The

collapse of the global program led to a

resurgence of malaria in many countries

around the world and, in 1978, a change in

strategy from eradication to control (World

Health Organization 1979).
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Figure 12.3 a: Annual incidence of malaria in Sri Lanka, 1911–96. Source: Redrawn

with permission from Konradsen 1998, Figure 3. b: Concentration of falciparum

malaria cases near Kandy, Sri Lanka, in May and June of 1987. Source: Wijesundera

1988, Figure 4. Reprinted with permission from Elsevier Science. c: Climatic zones of Sri

Lanka. Source: Wijesundera 1988, Figure 2. Reprinted with permission from Elsevier

Science.
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Mahaweli lie in the designated wet zone of the island, in the southwest,
with annual rainfall of 2,000–5,000 millimeters (see Fig. 12.3c). Rainfall is
present throughout the year, with one peak from the northeast monsoon
between November and February and another peak from the southwest
monsoon between May and September (Wijesundera 1988). Malaria is
usually absent in the wet zone, since such heavy rainfall inhibits the breed-
ing of vector mosquitoes by washing out pools along river and stream beds.
However, in an unusually dry year, conditions in the wet zone may be suit-
able for an outbreak of malaria. A dry year in the wet zone makes the con-
ditions more like those of the dry zone in Sri Lanka, where there is no
southwest monsoon, annual rainfall is only about 1,500 mm, and malaria
is perennial. The period from May 1986 to August 1987 was a period of rel-
atively low rainfall in the upper Mahaweli, so the climatic conditions were
favorable for an outbreak of malaria (see Table 12.1).

Changes in rainfall alone do not explain the role of water because the
Mahaweli River is a managed system. An examination of the amount of
water discharged into the river upstream of the outbreak of malaria shows
low volumes of discharge in 1986 and 1987 (see Table 12.1), but this prob-
lem was not entirely because of low rainfall. In 1976, when the Polgolla

Table 12.1 Rainfall and River Discharge
in Upper Mahaweli, Sri Lanka, 1986–1987



dam was built in the area, transmission of malaria occurred downstream.
The response was a program of intermittent flushing of the river, which
interrupted transmission by washing out the sites suitable for vector
breeding. However, water shortages forced the termination of this strat-
egy to control vectors. The fundamental problem was that the priority for
water use was hydropower and irrigation; only the excess was allowed
downstream for inundating the breeding sites of vectors (Wijesundera
1988).

The resettlement of people is also part of the explanation for the out-
break. The inundation of land during the creation of reservoirs forced peo-
ple from the local area with no experience of malaria to move to the dry
zone where malaria is perennial. For social and economic reasons, mi-
grants often traveled back and forth between malarious and nonmalarious
areas. Nonimmune settlers picked up malaria more easily and were debil-
itated even as they were forced to continue subsistence activity ( Jayawar-
dene 1993). Movement from the malarious areas back to areas previously
free of malaria further exacerbated the spread.

One study suggests that the climatic conditions favoring the transmis-
sion of malaria in Sri Lanka will become more common (Dhanapala 1998).
Atmospheric models of a doubling of the atmospheric concentration of
CO2 predict warming (see Chapter 7) that will lead to more aridity in Sri
Lanka because of increased evaporation and transpiration of water. Under
model scenarios, the area of the dry zone of the island, where malaria is
perennial, will increase by 45–65 percent while the area of the wet zone of
the island, where malaria is rare, will decrease by 45–55 percent.

Temporal variation in rainfall will also continue to be important for
the transmission of malaria. Historically, Sri Lanka has experienced varia-
tion in rainfall influenced by the ENSO pattern of atmospheric and oce-
anic circulation (see Chapter 8). The likelihood of an epidemic of malaria
was increased by the failure of the southwest monsoon in the wet zone dur-
ing a year in the El Niño phase of ENSO combined with the frequent fail-
ure of the northeast monsoon in the preceding year (Bouma and van der
Kaay 1996). An unusually dry year in Sri Lanka plays the same role as an
unusually wet year in Zimbabwe in terms of increasing the risk of malaria.
As previously discussed for Zimbabwe, the swings in precipitation and
malaria transmission might become more intense and present greater
challenges for the control of malaria. On the other hand, assessments of
the consequences of climate change may be greatly reduced if the public
health community is able to use seasonal to interannual climate forecasts
to prevent morbidity and mortality due to malaria (see Chapter 5 and Ko-
vats et al. 1999; NOAA 2000). Strategies to manage water resources while
promoting good health are the subject of active research (International
Water Management Institute 1999).
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Malaria in Brazil

The number of malaria cases has increased over 10-fold in Brazil since a
low of 52,469 cases was reported in 1970 (Sawyer 1993). The official num-
ber of cases of malaria was 577,520 in 1990 (Mota 1992) and was only
moderately reduced to 455,216 in 1997 (Ministério da Saúde [Brasil]
1998). The pattern of growth in the number of cases has been associated
with a shift in the geographic distribution of cases. Malaria has been vir-
tually eliminated from parts of the country with a long history of settle-
ment by non-Indian populations (i.e., the major centers of population in
the southeast and northeast near the Atlantic coast). As a public health
problem, malaria is now concentrated in Brazil’s frontier of development
in the interior, the “Legal Amazon” region in the north and central-west.
Each year, between 5 percent and 25 percent of the population along the
Trans-Amazon Highway contracts malaria (Walsh et al. 1993).

The major contributor to the resurgence of malaria in Brazil is the mi-
gration of Brazilians from established cities and towns to the Amazonian
frontier. Since the middle of the twentieth century, Brazil has encouraged
agricultural settlement in the Amazon region as a means of distributing
land to landless families (Sawyer 1993). The pressure for settlement is not
simply a matter of a growing population. In Brazil, the ownership of land
is concentrated in the hands of relatively few people, and the existing ar-
rangement is politically and financially difficult to change (Sawyer 1993).
Settlement in the Amazon region also serves a geopolitical strategy of sur-
veillance of Brazil’s vast borders with Peru, Bolivia, Colombia, Venezuela,
and the Guyanas (Ascher 1999, 115–17).

Settlement of the Amazon region increases the opportunity for expo-
sure to malaria because people who live in or near the forest are at greater
risk of being bitten by malaria vectors than are those who live in established
towns (Walsh et al. 1993). In particular, migrants who have not acquired
immunity readily become ill when exposed to malaria. Immigration to
the Amazon region has resulted in extensive contact between the migrants
and the principal malaria vector, Anopheles darlingi (Zimmerman 1992).
Anopheles darlingi breeds along interior forest streams and river back-
waters. It can also breed in artificial ponds that have shaded edges. De-
forestation has opened up areas, leading to an increase in the abundance
of other vector species that previously were not considered important
(Rubio-Palis and Zimmerman 1997). Environmental changes may have an
indirect effect on the dynamics of malaria transmission by changing the
composition of vector species and the predominant species of malaria par-
asite.

The pattern of settlement has established a social dynamic that fosters
the spread of malaria in the Amazon region. Malaria has undermined the



economic rationale for permanent settlement on family farms because of
the burden posed by repeated bouts of malaria. Many young families
choose to keep mothers and children away from malaria (Sawyer 1993).
Temporary male employment in activities such as road construction and
placer mining becomes more appealing. Temporary workers, especially
migrant gold miners, have contributed to the spread of malaria. For ex-
ample, the introduction of 40,000 gold miners into the Yanomami Indian
area of the State of Roraima from 1987 to 1990 caused an epidemic of
malaria that affected both migrants and Indians. Between 1991 and 1995,
malaria was responsible for 25 percent of all deaths among the Yanomami
(Confalonieri 1998). During that period, the annual incidence of malaria
for Yanomami villages that had contact with immigrants was as high as
1,350 per 1,000 population; in contrast, the annual incidence in villages
without such contact was around 20 per 1,000 (Confalonieri 1998).

Transient populations make it more difficult to provide appropriate
health services. Treatment of malaria cases is often incomplete because of
inadequate medical follow-up and possible side effects. Although incom-
plete treatment may relieve fever, the underlying infection persists. Since
there is considerable movement of people within the Amazon region, in-
fective individuals can be the source of transmission in new areas. Incom-
plete treatment also tends to generate resistance to the antimalarial drug
used, so that future cases of malaria may not respond as well to therapy.
The low quality of blood banking services provides a secondary mode of
transmission through blood or blood products, which amplifies the pri-
mary mode of transmission through the mosquito vector. Transient pop-
ulations also live in poor housing that increases exposure to mosquito bites
at night and limits the opportunity to apply insecticides to interior walls.
For those in occupations of extracting resources from forested areas, such
as gold mining and rubber tapping, a dwelling might be as simple as a piece
of canvas strung over four poles.

With adequate resources in the form of trained governmental and
nongovernmental personnel at the local level, intersectoral cooperation,
transportation, supplies, and equipment, malaria in the Amazon region
can be controlled. However, if resources are lacking and cannot be sus-
tained, even urbanization may not be protective. Transmission of malaria
occurs regularly on the periphery of Manaus, a city of 1.5 million inhabi-
tants situated along a tributary of the Amazon River. Manaus is experi-
encing tremendous growth due to immigration; many immigrants settle
in outlying areas surrounded by small streams that have malaria vectors.

Climate change in the Amazon could affect the transmission of ma-
laria. One analysis suggests that the region will become hotter and drier as
a direct result of the replacement of the forest by degraded pasture (Shukla
et al. 1990). Other global models of climate change related to global emis-
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sions of greenhouse gases into the atmosphere also show that tropical ar-
eas will become hotter and drier (Rind 1995). However, the nature of the
consequences for malaria is unclear. On the one hand, greater tempera-
tures could stimulate the development of the parasite in the mosquito vec-
tor. On the other hand, less rainfall could inhibit the breeding of mosqui-
toes, although uncertainty about the pattern of rainfall is critical, since
most transmission occurs at the beginning and at the end of the rainy sea-
son. The uncertainties in the possible influence of climate change on
malaria depend on uncertainties in the projections of climate change, es-
pecially the components related to patterns of precipitation.

Malaria in the United States

In two days in the summer of 1993, three residents of a single neighbor-
hood of Queens in New York City experienced onset of fever caused by an
infection of P. falciparum, the malaria parasite that causes the most seri-
ous illness and is potentially life threatening (Layton et al. 1995). Histories
of travel ruled out the possibility that the infections were acquired in other
countries. Histories of sharing needles or receipt of blood or blood prod-
ucts precluded the possibility of blood-induced transmission. Mosquitoes
infected with malaria in other countries and transported by aircraft to the
United States were also deemed unlikely sources because of the prevailing
winds and the distances between the Queens neighborhood and the closest
international airports. With other possibilities eliminated, the public health
investigators concluded that the three cases of malaria had been caused by
bites from infected mosquitoes that were local to the Queens neigh-
borhood. Their analysis of how the cycle of malaria transmission operated
that summer in Queens demonstrates the interplay of environmental con-
ditions and movements of populations around the world that is increas-
ing the vulnerability of the United States to a global resurgence of malaria.

Since malaria in the United States was officially eradicated in the 1950s
(Zucker 1996), it may come as a surprise to many that mosquitoes capable
of transmitting malaria can be found throughout the country. The most
important mosquito vectors are Anopheles quadrimaculatus east of the
Rocky Mountains, Anopheles freeborni west of the Rocky Mountains, and
Anopheles hermesi in California (Zucker 1996). The United States has a his-
tory of endemic malaria at least since colonial times (Faust 1945). Al-
though the transmission of malaria was more intense in the South, malaria
was found throughout most of the country. The transmission of malaria
was reduced even before World War II because of a combination of im-
provements in socioeconomic conditions, climatic conditions, increased
drainage, better housing and nutrition, migration from rural to urban ar-
eas, greater access to medical services, and availability of quinine for treat-
ment. The transmission of malaria was interrupted after World War II be-



cause of an additional program of applying the insecticide DDT on house
walls to kill adult mosquitoes and in aquatic breeding sites to kill mosquito
larvae (see Box 12.3 and Zucker 1996). Surveillance activities associated
with the control of malaria allowed public health officials to focus on ar-
eas of transmission and treat people harboring malaria parasites. The goal
was to break the cycle of malaria transmission, not to eliminate the mos-
quito vectors, and that goal was achieved. Thus, the investigators of the
New York City malaria outbreak in 1993 knew that a mosquito vector was
available, most likely An. quadrimaculatus (Layton et al. 1995).

Malaria parasites are constantly being reintroduced into the United
States. For example, in 1992, the U.S. Centers for Disease Control and Pre-
vention (CDC) received reports of 903 cases of malaria that were acquired
outside the country (Zucker et al. 1995). These cases, which are designated
as imported, reflect a mix of U.S. travelers, U.S. military personnel, and im-
migrants from countries where malaria is endemic. Every year, a small
number of imported cases transmit malaria to others. For example, in
1992, seven cases arose from transmission in the United States (Zucker et
al. 1995). As in 1992, the mode of transmission is usually congenital or via
blood transfusion. Some imported infections may have been asympto-
matic for years. In one instance of congenital transmission of Plasmodium
malariae, the mother had emigrated from Laos in 1984 and had had no de-
tectable malaria parasites in her blood. In another instance, a man who had
donated blood to his brother was found to be the source of P. malariae, de-
spite the fact that he had emigrated from Canton Province, China, in 1948
with no additional history of exposure through travel.

Imported cases who are harboring gametocytes, the infective stage of
the parasite in humans, can provide a source of infection for anopheline
mosquitoes, which in turn can transmit malaria to people. From 1957 to
1994, 74 cases of malaria acquired from mosquito-borne transmission
were reported in 21 states (Zucker 1996). In one outbreak of Plasmodium
vivax in San Diego County, California, transmission was sustained through
a second generation of cases; that is, an imported case was the source of in-
fection for more cases, who also became the source of infection for yet
more cases (Maldonado et al. 1990). Before 1991, most of the outbreaks
occurred in rural areas; from 1991 to 1994, three outbreaks occurred in
densely populated urban and suburban areas, including New York City
(Zucker 1996). The trend toward urbanization is worrisome because more
people are at risk of acquiring infection. The trend toward urbanization is
also puzzling, since urbanization is usually associated with the removal of
breeding sites of malaria vectors and has contributed to the eradication of
malaria in the United States. An explanation of the increased urbanization
of malaria requires further research.

In the New York City outbreak of 1993, investigators could identify
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likely sources of gametocytes. The Queens neighborhood where the epi-
demic occurred had experienced a 31 percent increase in the number of
foreign-born persons, as reflected in the 1990 census (Zucker 1996). Many
of the immigrants were from countries where malaria is endemic, includ-
ing parts of South America, Central America, Dominican Republic, and
Haiti. In addition, more than 100 cases of imported malaria were reported
in New York City in 1993 (Zucker 1996). It is clear that international pop-
ulation mobility plays an important role in the spread of malaria. The
spread is likely to increase, as the global demographic changes causing
population movements are likely to continue (see Chapter 6). However,
proper planning can reduce the risk of importation of malaria. For exam-
ple, a program for resettling East African refugees treated them for malaria
before they left Africa (Slutsker et al. 1995).

Climate is also an important factor. Outbreaks of malaria in the United
States, including the one in New York City in 1993, are associated with
weather that is hotter and more humid than usual (Zucker 1996). Such an
association should not be surprising, since a minimum ambient tempera-
ture is required to maintain the cycle of transmission in the mosquito vec-
tor, with the most virulent species of malaria requiring the warmest tem-
peratures. In addition, the cycle of transmission is accelerated under
warmer temperatures, that is, the parasite develops in a shorter period of
time. Under scenarios of climate change in which the United States be-
comes warmer, the potential for the transmission of malaria is likely to in-
crease (Patz et al. 1996). However, the resources of a wealthy country for
surveillance and control of disease will probably prevent malaria from be-
coming an endemic problem again.

Conclusion

A better understanding of the global forces affecting the transmission of
malaria should lead to improved models for the understanding of trans-
mission and for the development of regional strategies of disease control.
Also, it is well known that the transmission of malaria depends on local
conditions, local perturbations, and local catastrophes. This means that lo-
cal scenarios of the transmission of malaria must be analyzed in order to
develop control strategies that are environmentally sound and socially de-
sirable and that will function at the local level. The public health commu-
nity will have to work with other sectors to control malaria as part of a
larger effort to protect public health in a changing ecosystem.

S U G G E S T E D  S T U D Y  P R O J E C T S
Suggested study projects provide a set of options for individual or team
projects that will enhance interactivity and communication among course
participants (see Appendix A). The Resource Center (see Appendix B) and



references in all of the chapters provide starting points for inquiries. The
process of finding and evaluating sources of information should be based
on the principles of information literacy applied to the Internet environ-
ment (see Appendix A).

The objective of this chapter’s study projects is to develop an under-
standing of the dynamics and control of malaria in relation to global
ecosystem change.

P R O J E C T  1 : Global Ecosystem Change and the Transmission
of Malaria
The objective of this study project is to develop an understanding of the
effects of global ecosystem change on the transmission of malaria.

Task 1. Identify and describe periods of increased transmission of
malaria in different locations (1950 to the present).

Task 2. Compare how population growth, population movement, eco-
nomic development, and climate have contributed to the increases in
transmission of malaria described in task 1.

Task 3. Describe how possible changes of the factors mentioned in task
2 could affect the transmission of malaria in the future.

P R O J E C T  2 : Framework for Ecological Change and Emerging
Disease in Chapter 10
The objective of this study project is to develop an understanding of the
framework for analyzing ecological change and emerging disease.

Task 1. Write a comprehensive paper on the relationship between this
case study on malaria and the framework for ecological change and emerg-
ing disease discussed in Chapter 10.

P R O J E C T  3 : Control Measures
The objective of this study project is to develop an understanding of ways
to control malaria.

Task 1. Describe current public health policies and practices to control
malaria in a particular location.

Task 2. Describe current public health policies and practices to deal
with potential changes in malaria control strategies.

Task 3. Describe options for malaria control that address one or more
of the global forces affecting the transmission of malaria.
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As the twenty-first century begins, the concern about many local and re-
gional air pollutants has become less acute in the United States, Canada,
and other developed nations. The implementation of regulatory measures
and the development of cleaner technologies have resulted in the im-
provement of some indicators of air quality. Many developing countries
have a different experience because they have not yet developed or
adopted many of the regulatory measures of the industrialized world to
reduce the levels of local and regional air pollution (United Nations En-
vironment Programme 1991; World Bank 1997). However, for both de-
veloped and developing nations, evidence is growing that global climate
changes caused by the emission of greenhouse gases may exacerbate the
impacts of air pollution on human health and the environment (see
Chapters 7 and 8). The focus of this chapter is on the interactions between
greenhouse gas emissions and conventional air pollutants and their effects
on human health.

Ever since the hazards of breathing soot and fumes were recognized
midway into the industrial revolution, engineers have striven to develop
cleaner technologies. Theoretically, the ideal engine, defined in terms of
the cleanest by-products, would emit only carbon dioxide (CO2) and wa-
ter, neither being directly toxic to humans or the environment. Only re-
cently has CO2 been recognized as an undesirable by-product through its
function as a greenhouse gas. The atmospheric concentrations of CO2 and
other greenhouse gases have been rapidly increasing (see Fig. 7.11) beyond
any conditions observed in the historical record and represent a new envi-
ronmental challenge (Houghton et al. 1996).

This chapter contrasts the ramifications of increases in greenhouse gas
emissions against the backdrop of improving trends in conventional air

C H A P T E R  1 3

Global Climate Change

and Air Pollution
Interactions and Their Effects on Human Health

Jonathan A. Patz, M.D., M.P.H., and

John M. Balbus, M.D., M.P.H.

379



pollution in the United States and Canada. A historical perspective reveals
a new dimension of air pollution issues that are more regional and global
in scale. This chapter then focuses on pollutants that are dependent on cli-
matic conditions; climate change may actually make it more difficult to
control the formation of some pollutants, such as ozone. Finally, the broad
scope of potential health effects of climate change worldwide is briefly re-
viewed.

A Historical Perspective on Air Pollution

From Local to Regional to Global
Historically, the developed nations have gone through a series of transi-
tions with respect to air pollution problems. By the mid-1800s, the com-
bustion of fossil fuels had fouled the urban environment in industrial
cities. At that time, smoke, soot (particles), sulfur dioxide (SO2), and ni-
trogen dioxide (NO2) were the predominant emissions of concern. These
pollutants caused respiratory irritation, hindered visibility, and blackened
buildings. Later, the advent of the automobile introduced the problem of
increasing concentrations of nitrogen oxides (NOx) and volatile organic
compounds (VOCs) in the urban environment. As chemical precursors to
ground-level ozone, these pollutants resulted in a new type of “photo-
chemical smog,” consisting primarily of ozone whose formation was cat-
alyzed by sunlight.

After the 1952 disaster in London, England, where a four-day period of
smog caused an estimated 4,000 deaths (Logan 1953), it became strikingly
clear that local accumulations of air pollution were hazardous. The adage,
“the solution to pollution is dilution,”was fervently followed, leading to the
construction of higher smokestacks and the relocation of polluting indus-
tries farther away from urban centers.While local air quality benefited from
the greater dispersion of pollution afforded by higher smokestacks, prob-
lems of regional air pollution, such as “acid rain,” emerged or were exacer-
bated.

Acid rain demonstrates the shortcomings of addressing pollution from
only a local perspective. The regional problem of acid rain was actually first
described in the mid-1800s in reference to the effect of industrial emissions
on precipitation in the British midlands. It has long been recognized that
acid rain is widespread in northern Europe and eastern North America. By
the mid-1980s, roughly half of the sulfuric acid rain falling in eastern
Canada originated in the United States, just as much of the Scandinavian
acid precipitation has been traced to industrialized areas of central Europe
and the United Kingdom (Schindler 1988). Recent studies have led to dis-
coveries of areas affected by acid rain in the western United States, Japan,
China, the former Soviet Union, and South America.

380 Jonathan A. Patz and John M. Balbus



Global Climate Change and Air Pollution 381

Transboundary Air Pollution
Toxic air pollutants such as persistent organic pollutants (POPs) can travel
long distances. POPs include pesticides, such as aldrin, chlordane, DDT,
dieldrin, heptachlor, and toxaphene; industrial chemicals like polychlori-
nated biphenyls (PCBs); and industrial or incineration by-products such
as dioxin and furans. POPs are highly fat soluble; they degrade very slowly
in the environment and can bioaccumulate to high levels as they move up
the food chain. For example, dioxin bioaccumulates through terrestrial
food webs and can become concentrated in milk and other dairy products.
Indigenous people near the Arctic, who rely on fatty foods high on the food
chain, such as polar bear, seal, and fish, can receive considerable exposure to
POPs, and the placentas of pregnant women in these areas are often found
to have high levels of POPs that pose fetal risk. Some POPs can act as en-
docrine disrupters, mimicking the body’s hormones. Estrogenic chemicals
(including some organochlorines such as DDT, some PCBs, dioxin, and fu-
rans) may be responsible for declining sperm counts and the rising incidence
of abnormalities in the human male reproductive tract (Jensen et al. 1995).

The transport of POPs can transcend international boundaries, as
detailed in a report of the Commission for Environmental Cooperation
(CEC), which was established under the North American Free Trade Agree-
ment (CEC 2000). For example, 15–25 percent of the dioxin deposited in
Lake Michigan comes from sources as far away as southern Texas. Up to 90
percent of POPs applied as agricultural pesticides are retained in the atmo-
sphere or are revolatilized. Atmospheric deposition currently contributes
the majority of the total yearly input of PCBs to Lake Superior (Environ-
mental Protection Agency [EPA] 1996a). POPs eventually concentrate in
water, soil, and wildlife in the cooler, northern latitudes because of normal
atmospheric convection patterns and the tendency of POPs to revolatilize
many times, termed the grasshopper effect. When the chemical is cooled, it
condenses and precipitates out of the atmosphere, so that deposition tends
to prevail over evaporation at high latitudes. POPs also degrade more
slowly at cold temperatures.

Polluted air masses from industrial sources have also been tracked
across the Atlantic Ocean and the Arctic by documenting unique trace
metal content within these air masses (Schindler 1988). In 1998, some air
pollution in the northwestern United States was even found to have orig-
inated in Asia, a transport process that would generally take 4–10 days
(Monastersky 1998). Dust clouds from Asia, tracked by satellite in the
spring of 1998, deposited detectable levels of arsenic, copper, lead, and zinc
at the pristine site of Crater Lake, Oregon.

Global warming is the ultimate example of the global effect of air pol-
lution, on a par with the global threat of stratospheric ozone depletion



(Chapter 7). The geographic point of emission of greenhouse gases has lit-
tle relation to the effects of this phenomenon. Aggregated local and re-
gional emissions are having a global impact whose full implications for the
world’s climate are still being learned.

Trends in Air Pollutants and Greenhouse Gases
In 1972, under provisions of the U.S. Clean Air Act, the newly established
EPA was required to set national ambient air quality standards (NAAQSs)
for current “criteria” pollutants deemed to be potentially hazardous to hu-
man health. The term criteria is an administrative designation by the EPA
for carbon monoxide (CO), NO2, particulate matter (PM), SO2, ozone,
and lead (Pb). The standards covering these pollutants were designed to be
protective of the most vulnerable subgroups within the population, such
as asthmatics or persons with emphysema. In 1997, EPA revised the origi-
nal health-based standards for criteria air pollutants to add new standards
for particles that were less than 2.5 microns in diameter (PM2.5).

Since 1970, the emissions and concentrations of air pollutants in the
United States have decreased substantially despite large increases in total
population, vehicle miles traveled (VMT), and gross domestic product
(GDP). From 1970 to 1996, the U.S. population increased by 29 percent,
VMT increased by 121 percent, and the GDP increased by 104 percent, yet
aggregate emissions of criteria air pollutants decreased by 32 percent (Fig.
13.1). Changes in the emissions of individual pollutants range from a 98
percent decrease for lead to an 11 percent increase for NO2. Table 13.1
summarizes the percentage changes in national air quality concentrations
and emissions. The experience in Canada has been similar (Environment
Canada 2000). Nevertheless, direct exposure to air pollution continues to
affect human health adversely in the United States and Canada. For exam-
ple, a recent study of 11 Canadian cities showed an increase of 8 percent in
daily rates of nontraumatic mortality associated with days of high levels of
air pollution for NO2, ozone, SO2, and CO (Burnett et al. 1998).

While emissions of most criteria air pollutants have been decreasing,
emissions of CO2 from fossil fuel combustion in the United States grew by
9 percent between 1990 and 1996 (EPA 2000a). Figure 13.1 compares
trends in the emission of criteria air pollutants (along with population,
VMT, and GDP) with trends in the emission of CO2. Thus, as cleaner tech-
nologies mandated under the U.S. Clean Air Act have reduced the levels of
criteria pollutants (except for NO2 and ozone in some regions), the emis-
sions of greenhouse gases have been relatively unaffected by regulations.
In essence, while the United States may be benefiting from cleaner air na-
tionally, the country continues to emit substantial amounts of CO2, exac-
erbating the problem of global climate change.

The catalytic converter developed for motor vehicles illustrates this
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paradox of trading one air pollution problem for another. Vehicles now
sold in the United States emit 96 percent less CO, 98 percent fewer hydro-
carbons, and 90 percent less NOx than vehicles sold in the early 1970s (EPA
1999a). Some of these reductions are the result of catalytic converter tech-
nology. As exhaust gases pass over the catalysts, chemical reactions convert
pollutants (hydrocarbons, NOx , CO) into harmless gases (CO2, nitrogen)
and water: (1) hydrocarbons combine with oxygen forming CO2, (2) NOx

react with CO to produce nitrogen and CO2, and (3) NOx react with hy-
drogen to produce nitrogen and water vapor.

While greatly reducing emissions of CO, NOx , and hydrocarbons, cat-
alytic converters generate nitrous oxide (N2O), a greenhouse gas that is
presently unregulated and has 310 times the global warming potential of
CO2 (see Chapter 7). Combined emissions of greenhouse gases from sta-
tionary and mobile sources have increased by 21 percent from 1990 to
1996, primarily because of rising rates of N2O generation in motor vehi-
cles (EPA 2000a). Cars with catalytic converters emit up to five times the
N2O of cars without the devices, although the most current generation of
converters have somewhat improved.

Figure 13.1 U.S. trends in emissions of criteria

air pollutants, emissions of carbon dioxide, and re-

lated factors. Emissions of volatile organic com-

pounds (VOCs) are included in the emissions of cri-

teria air pollutants, since tropospheric ozone is

created from VOCs rather than emitted directly

from a source of ozone. VMT, vehicle miles trav-

eled; GDP, gross domestic product; POP, popula-

tion; EMI, emissions of criteria air pollutants.

Source: Redrawn from Environmental Protection

Agency 1999a, Executive Summary, p. 3, and Mar-

land et al. 1999.



Fossil Fuels: The Common Source of Air Pollutants and
Greenhouse Gases

Fossil fuel combustion is a common source of emissions of CO2 and the
six criteria air pollutants: CO, NO2, PM, SO2, ozone, and lead (Table 13.2;
EPA 1997). (See also Box 13.1.) The use of fossil fuels, particularly gaso-
line, also releases air toxics, such as benzene, toluene, and VOCs (EPA
1997). The term air toxic is an administrative designation by the EPA for a
variety of air pollutants, largely volatile compounds and heavy metals, that
are not designated as criteria air pollutants.

Fossil fuel combustion produces nearly all of the CO2 released into the
atmosphere from human activities. As the most abundant greenhouse gas,
CO2 accounts for 81 percent of the total U.S. emissions of greenhouse
gases, equaling 1,788 million metric tons of carbon equivalent (MMTCE)
in 1996. This unit of measure is used because greenhouse gases differ in
their global warming potential (Chapter 7). Although greenhouse gases
such as methane (CH4), N2O, and chlorofluorocarbons (CFCs) have a
greater warming potential than does CO2, the magnitude of its emissions
ensures that CO2 contributes the most to enhanced greenhouse warming,
and CO2 levels are the focus of many projections of climate change. CO2,
CH4, and N2O occur naturally in the atmosphere, but human activities
have substantially increased their concentrations. Since the mid-1800s,
these greenhouse gases have increased by 30, 145, and 15 percent, respec-
tively (Houghton et al. 1996). While the burning of fossil fuel is the largest
source of CO2, agriculture and decomposition of landfills are important
sources of CH4 and N2O (EPA 2000a). Table 13.2 shows trends for all
greenhouse gas emissions and sinks, presented in MMTCE units. Note the
prominence of fossil fuel combustion.
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Mercury is an example of an air toxic whose emissions stem from
burning fossil fuels, especially in coal-fired power plants. Other sources in-
clude waste incinerators, landfills, copper and lead smelting operations,
and cement manufacturing plants. Anthropogenic emissions have increased
the global atmospheric burden of mercury by two- to fivefold (CEC 2000).
A major proportion of the mercury present in the atmosphere is elemen-
tal mercury, which is extremely volatile and, in its gaseous form, has an es-
timated atmospheric residence time ranging from 3 months to 2 years. Or-
ganic methyl mercury can bioaccumulate through the food chain in
aquatic systems to reach toxic levels in predatory fish, as was the case in
Minimata Bay, Japan, where severe birth defects (e.g., cerebral palsy) re-
sulted from fetotoxicity in pregnant women who consumed contaminated
fish (Koos and Longo 1976). While the mercury in Minamata was not air-
borne in origin, it alerted the world to the dangers of mercury in the envi-
ronment. Currently, 5 Canadian provinces and over 35 U.S. states have is-
sued health advisories to reduce the consumption of certain freshwater fish
that are known to contain excessive levels of mercury.

B O X  1 3 . 1
Legacy of Gasoline Additives: Lead
and Methyl Tertiary Butyl Ether

Lead interferes with brain development and

has been associated with lower intelligence

quotients (IQs) in children. Even relatively

low blood lead levels (i.e., 10–25 micrograms

per deciliter) have been shown to affect IQ

in children. Elevated levels of lead in the

blood of adults have been associated with

high blood pressure. The use of tetraethyl

lead as a gasoline additive in the United

States resulted in widespread airborne dis-

semination of lead oxide, particularly in ur-

ban areas. After the phaseout of leaded

gasoline in the United States, emissions of

lead from transportation sources rapidly de-

clined, and between 1977 and 1996, ambient

concentrations of lead fell by 97 percent.

This source of emissions has been almost

eliminated in the United States. Blood lead

levels in children have paralleled this re-

duced exposure. However, other sources of

lead in the environment retain the potential

to affect children. The legacy of lead from

gasoline remains in elevated lead content in

urban dusts and soils. Even though lead-

based paint has been banned in the United

States since 1978, children can be exposed if

they reside in older housing stock or in older

homes that have been renovated. In addi-

tion, lead is still used extensively as an addi-

tive to gasoline in other parts of the world,

resulting in widespread exposure of humans

to lead.

Lead is not the only additive to gasoline

that has become widely distributed in the

environment. The additive methyl tertiary

butyl ether (MTBE) has recently been recog-

nized as a significant contaminant of

groundwater supplies in the United States,

raising concerns about the quality of drink-

ing water (EPA 2000b). MTBE is potentially

carcinogenic to humans and gives drinking

water an unpleasant taste and odor. Ironi-

cally, the purpose of adding MTBE to gaso-

line was to reduce atmospheric pollution in

order to comply with the 1990 amendments

to the U.S. Clean Air Act.



Many “cobenefits” can be achieved by reducing the emissions of the
fossil fuels that are a common source of criteria air pollutants, air toxics,
and greenhouse gases. For example, if nations abided by the Kyoto Proto-
col to reduce their emissions of greenhouse gases (see Chapter 6), what
might be the benefits in terms of the effects on human mortality? An in-
terdisciplinary working group examined this question by combining mod-
els of energy consumption, carbon emissions, and associated emissions of
PM. PM has been linked to increased mortality (Dockery and Pope 1994;
Pope et al. 1995; Samet et al. 2000). Even at levels below the NAAQSs, PM
increases daily rates of cardiorespiratory mortality and total mortality in
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the United States and Europe (Katsouyanni et al. 1993). In children, PM
levels also correlate with increased hospital admissions, school absences,
and medication use, as well as a reduction in lung function (measured as
peak respiratory flow rates) (Bascom et al. 1996). Under a climate policy
scenario approximating that of the Kyoto Protocol (e.g., the United States
emitting 7 percent below 1990 levels of greenhouse gas emissions), ap-
proximately 700,000 premature deaths due to exposure to PM might be
averted annually by the year 2020 as compared with the business-as-usual
forecast (Working Group on Public Health and Fossil-Fuel Combustion
1997). This analysis showed the potential near-term cobenefits of long-
term policies to mitigate global climate change.



Climate Change and Levels of Air Pollutants

Secondary Air Pollutants
Fluctuations in weather have the most influence on pollutants that arise
from chemical reactions in the atmosphere. These “secondary pollutants,”
such as ozone and acid rain, are derived from a mixture of pollutants di-
rectly emitted, which are termed primary pollutants. Even with the improv-
ing air quality in the United States and Canada, urban ozone pollution and
regional acid rain persist as problems and have the potential to be exacer-
bated if air temperatures warm. Ozone, as described in Chapter 7, forms
secondarily in the lower atmosphere by a temperature- and sunlight-depen-
dent reaction between NOx and VOCs,precursors of the formation of ozone.
The major source of NOx in North America is fossil fuel combustion used
in transportation and electric utilities. Since 1970, the number of vehicle
miles traveled in the United States has increased at a faster rate than that
of the overall population (see Fig. 13.1). From 1970 to 1994, car ownership
in Canada rose from 310 to 484 vehicles per 1,000 people (Last et al. 1998).
Transportation is also a major source of anthropogenic VOCs. Other
sources of VOCs include incinerators, gasoline vapors, paints and solvents,
and some trees or other vegetative sources.

The Influence of Weather on Ozone Formation
Tropospheric ozone, as a photochemical oxidant and the main ingredient
of urban smog, is pervasive and difficult to control. The reaction between
NOx and VOCs to form ozone is catalyzed by ultraviolet radiation and re-
quires relatively high ambient air temperatures (see Chapter 7). Meteoro-
logical factors that could theoretically influence the levels of tropospheric
ozone include ultraviolet radiation, air temperature, wind speed, and at-
mospheric mixing and transport.

In general, there is a direct correlation between temperature and lev-
els of ozone (Kamens et al. 1982; Grey et al. 1987; Samson 1988). Increases
in atmospheric temperature accelerate photochemical reaction rates in the
atmosphere and tend to increase the rates at which tropospheric ozone and
other oxidants (e.g., hydroxyl radicals) are produced (Hatakeyama et al.
1991; Morris et al. 1995). Studies of ambient temperature have reported
that successive episodes of high temperatures characterize years with sea-
sonally high levels of ozone. The relationship is nonlinear, and above a tem-
perature of 32�C (90�F), there is a strong correlation between temperature
and levels of ozone (Fig. 13.2). However, levels of ozone may not always in-
crease with an increase in temperature. For example, the production of
ozone is reduced when the ratio of VOCs to NOx is low (see Fig. 7.8).

In the eastern United States and in Europe, the majority of days when
the levels of ozone exceed air quality standards occur in conjunction with
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slow-moving high-pressure systems around the time of the summer sol-
stice (National Research Council [NRC] 1991). This is the period of great-
est sunlight, when solar radiation is most intense and air temperatures are
high. The relatively high levels of ozone in the United States during 1988
and 1995 were probably due in part to hot, dry, and stagnant conditions
(Patz et al. 2000). During 1995, one of the hottest years on record, 32 per-
cent of Americans, or 71 million people, resided in counties in which ozone
levels exceeded the NAAQSs (EPA 1996a). Episodes of high levels of ozone
last three to four days on average and extend over a large area (i.e., greater
than 600,000 square kilometers).

Several factors associated with high-pressure systems are conducive to
the photochemical production of ozone. Large high-pressure systems of-

Figure 13.2 Relationship between maximum daily ozone concentration and maxi-

mum daily temperature in New York City and Detroit, Michigan. Source: Redrawn from

Environmental Protection Agency 1996b, Figure 3.9.
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ten create an inversion of the normal temperature profile, trapping pollu-
tants in the shallow boundary layer at the earth’s surface. Winds associated
with major high-pressure systems are generally light, allowing greater ac-
cumulation of pollutants. Clear, warm conditions generally associated
with large high-pressure systems afford ample sunlight to catalyze the pho-
tochemical production of ozone (NRC 1991).

Conditions in Los Angeles illustrate how the combined characteristics
of meteorology and topography can adversely affect the air. This area is
dominated by a persistent high-pressure system off the Pacific Ocean,
which forms an inversion layer trapping pollutants over the city. Topogra-
phy (river valleys or regions surrounded by mountains) also provide pock-
ets to trap accumulations of primary pollutants and ozone, often capped
by an inversion layer. Because of the region’s low latitude and relatively
clear skies, plenty of ultraviolet radiation is available for photochemical
production of tropospheric ozone. A similar situation occurs in Mexico
City (Box 13.2).

Trends in summer climatic conditions in the United States may have
become more suitable for the formation of ground-level ozone. From 1949
to 1995, the number of summer heat waves (defined as more than three
consecutive days with average apparent temperatures exceeding the 85th
percentile) has increased by 20 percent, according to one study (Gaffen and
Ross 1998). Climatic conditions could become more suitable for ozone
formation under projections of global warming, but the extent of ozone
formation will also depend on air mass and wind conditions.

The Influence of Weather on Ozone Transport
Urban smog has long been viewed as a local issue. However, both ozone
and its precursors can travel relatively long distances in the atmosphere
and be transported from region to region and across international bound-
aries. Such processes of transboundary pollution transport have implica-
tions for distant downwind populations. Analyses by such groups as the
Ozone Transport Assessment Group (OTAG) have confirmed that, in the
eastern United States, some areas experience a considerable influx of ozone
across air boundaries and cannot meet air pollution standards by local
measures alone (Guinnup and Collom 1997).

The distance that ozone can be transported ranges from 150 to 500
miles (roughly 240 to 800 kilometers). For example, ozone precursors from
New York City are transported by prevailing winds on a roughly 200-mile
northeast trajectory through Connecticut and as far as northeastern Mas-
sachusetts (Cleveland et al. 1976). Consequently, southwestern Connec-
ticut has the highest concentrations of ozone in this region. The mid-At-
lantic and northeastern United States are affected by even broader regional
ozone transport. While the highest emissions of the ozone precursors,



     

VOCs and NOx , come from large urban metropolitan areas, the largest
elevated point source of NOx emissions comes from the industrial Ohio
River valley (Guinnup and Collom 1997). Based on spatial patterns and
transport considerations, general control measures should clearly target
urban nonattainment areas (areas that do not meet NAAQSs), as they con-
tribute significantly to their own ozone problems. However, with the Ohio
River valley’s high density of NOx point sources, NOx controls targeted for
this region may be an important measure for effectively reducing ozone
pollution for the entire eastern United States.

B O X  1 3 . 2
Climate, Topography, and Fossil
Fuel Emissions: The Special Case
of Mexico City

Mexico City illustrates how geographic fea-

tures can exacerbate local and regional air

pollution. Mexico City is located in a basin

that lies at a high altitude (2,240 meters

above sea level) and is surrounded on the

east, south, and west by mountain ranges

that impede the movement of air over the

basin. Frequent thermal inversions in the

winter increase the accumulation of pollu-

tants. Prevailing winds from the northeast

tend to blow pollutants emitted from indus-

trial sites and automobiles toward residen-

tial areas in the southwest.

One local health study examined biopsies

of nasal mucosa from healthy residents of

southwest Mexico City and compared the re-

sults to biopsies from residents of Veracruz, a

nonpolluted Mexican port city. Of those sub-

jects who had lived in southwest Mexico City

for more than 60 days, 78 percent had evi-

dence of precancerous squamous cell dyspla-

sia, compared to 0 percent of those from Ve-

racruz and 11 percent of those who had

resided in southwest Mexico City for less

than 30 days .

While more than 30,000 industries are lo-

cated within the basin, emissions from auto-

mobiles are the greatest source of air con-

tamination in Mexico City. The city’s rapidly

growing fleet numbered over four million

automobiles in 1994, with growth rates in

the late 1980s and early 1990s averaging

about 5 percent annually. In the central city,

where traffic congestion is greatest, the

emissions of volatile organic compounds and

nitrogen oxides, which are the precursors to

the formation of ozone, are extremely high.

The city’s high altitude also leads to a rela-

tively high influx of ultraviolet radiation,

which promotes the formation of secondary

air pollutants such as ozone. In 1992, the

city’s southwest area experienced more than

1,000 hours when the ambient concentra-

tions of ozone exceeded the Mexican norm

of 110 parts per billion for a maximum pe-

riod of one hour.

Regionally, elevated levels of ozone, in

combination with acid rain, have been

blamed for extensive damage to the ecosys-

tem in the surrounding mountain forests.

Phytopathologists have documented re-

duced chlorophyll content and stunted

growth in the pine forests, which may be at-

tributable to ozone damage. Since the in-

tegrity of these mountainside forests is es-

sential for the collection and filtering of

water that eventually ends up as the city’s

drinking water, such disruption to the

ecosystem has effects on economics and hu-

man health beyond the direct effects of the

pollutants in the city.



The Health Effects of Ozone
Ozone causes symptoms of respiratory and mucous membrane (eyes,
nose, and throat) irritation. As a strong oxidant, ozone can cause both cel-
lular and structural damage in the lung. Three types of respiratory re-
sponses to ozone exposure are (1) irritative cough; (2) reduced lung ca-
pacity, as well as decreased expiratory flow rates; and (3) inflammation of
the airway lining or submucosa (Bascom et al. 1996). An inflammatory re-
sponse usually develops within an hour after exposure and persists for up
to 24 hours. Exercise, of course, can increase the dose inhaled because of
higher ventilation rates, and the most vulnerable populations include asth-
matic children in the northeastern United States, where daily ozone levels
may remain elevated for six to eight hours (Bascom et al. 1996).

Epidemiological studies of emergency room and hospital admissions
indicate ozone’s significant health effect. During the summertime (when
many viral respiratory infections have subsided), exposure to ozone con-
tributes an estimated 10–20 percent of all admissions to hospital due to
respiratory conditions. On the days with the highest levels of ozone, expo-
sure to ozone can account for nearly half of all respiratory admissions
(EPA 1996a). Even levels below the NAAQSs can cause reversible decre-
ments in respiratory function, including airway constriction, reduced lung
volume, irritating cough, and chest pain (Bascom et al. 1996).

The effects of chronic exposure to ozone are less well understood.
However, an analysis of pulmonary function data from the second Na-
tional Health and Nutrition Examination Survey (NHANES II) revealed
some association between ambient concentrations of ozone and the loss of
lung function over time (Schwartz 1989). Some evidence also suggests that
increased incidence and severity of asthma are related to exposure to
ozone, although it is difficult to separate the effect of exposure to ozone
from concomitant exposure to PM (EPA 1996a). In Mexico City, ozone has
been linked to increased admissions to hospital for lower respiratory in-
fections and asthma in children (Romieu et al. 1996). Ozone has been im-
plicated in the exacerbation of asthmatic reactions by reducing the amount
of allergen required to induce symptoms (Koren and Bromberg 1995; Ko-
ren and Utell 1997).

Acid Rain
SO2 and NOx oxidize via reactions with hydroxyl radicals and hydrogen
peroxide in the atmosphere to form sulfuric acid and nitric acid, respec-
tively (see Chapter 7). Acid deposition can be either wet or dry. Wet depo-
sition occurs when emissions of sulfur oxides, primarily SO2, and nitrogen
oxides are transformed into acids in the atmosphere and then fall to earth
as fog, rain, hail, or snow. Dry deposition occurs when these acid aerosols
are brought to earth by gravity or other nonprecipitative means.
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The National Surface Water Survey, which was conducted by the EPA,
examined acid-sensitive areas of the United States comprising 1,180 lakes
and 4,670 streams. Atmospheric deposition was found to be the dominant
source of acid anions in 75 percent of the acidic lakes and in 47 percent of
the acidic streams (Baker et al. 1991). According to the National Acid Pre-
cipitation Assessment Program (NAPAP), sulfur compounds from fossil
fuel emissions are major precursors in the acidification of these surface wa-
ter bodies (NAPAP 1991).

In the United States and Canada, coal-fired power plants, oil and gas
processing, and the smelting of sulfur-rich ores account for about two-
thirds of SO2 emissions (CEC 2000). While global sulfur emissions from
fossil fuel combustion are comparable to those from natural sources, over
90 percent of atmospheric sulfur in northern Europe and eastern North
America is anthropogenic in origin. These findings have displaced earlier
claims that volcanoes, trees, salt marshes, or other natural sources were pri-
marily responsible for acidification in these regions (Schindler 1988).

Although the causes of many regional patterns of acid deposition re-
main uncertain, several of the factors that affect ozone formation also in-
fluence acid deposition (Penner et al. 1989). Higher temperatures acceler-
ate the oxidation rates of SO2 and NOx to sulfuric and nitric acids, further
potentiating acid formation. For example, high temperatures accelerate
the production and concentration of hydrogen peroxide. This, in turn,
increases the oxidation rate of SO2 to sulfuric acid and ultimately the pro-
duction of acid rain.

The Health Effects of Sulfur Dioxide
SO2 is an irritant that can inflame the lining of the respiratory tract and
may have been a key component in the smog disaster that killed thousands
in London in 1952. In Ontario, Canada, sulfate levels have been found to
correlate significantly with relative humidity in the summer (Bates and
Sizto 1987), and the concentration of SO2 was a predictor of hospital ad-
missions for respiratory causes in the summer. On days with peak levels of
pollution, summertime haze (comprising mostly ozone and acid aerosols)
was associated with roughly half of all respiratory admissions (Thurston
et al. 1994). These atmospheric chemical reactions are, therefore, essential
in understanding the potential risk to health of changing climate condi-
tions, including temperature and humidity.

Potential Effects of Climate Change on Air Pollution in the
United States
As population growth and increases in energy consumption lead to in-
creased fossil fuel emissions, the accumulation of CO2, once thought to be
a “clean”and harmless by-product of combustion, now poses indirect pub-
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lic health and ecological ramifications via global climate change (see “Pos-
sible Pathways of the Effect of Global Climate Change on Public Health,”
below). The change that is likely to have the most effect on conventional
air pollutants is an increase in temperature.

Warmer temperatures due to climate change, all other things held con-
stant, may increase concentrations of ozone and acid aerosols, as well as
emissions of particulates and allergens (see under “Climate Variability,
Biomass, Air Quality, and Health: Forest Fires and Allergens,” below). A
rise in temperature could affect concentrations of ozone by modifying the
factors that affect the production of ozone (NRC 1991):

1. Elevated temperature—Ozone formation in the atmosphere is highly
dependent on temperature. Urban areas tend to absorb and hold more
heat, a process termed the urban heat island effect. The urban heat is-
land effect can drive up air temperatures by 4–5�C or more (Lands-
burg 1981). The urban heat island may significantly contribute to ele-
vation of ozone levels by adding thermal energy that can enhance the
chemical formation of ground-level ozone (Quattrochi et al. 2000).
Also, NOx and VOC precursors of ozone are concentrated in congested
cities. Urban air quality could therefore be particularly altered by
higher global temperatures.

2. Increased frequency and intensity of stagnation periods—Climate
change could result in more frequent or intense high-pressure systems,
which provide favorable conditions for the reactions that produce
ozone in the atmosphere.

3. Increased water vapor concentration—In addition to enhancing the
formation of acid aerosols, increases in water vapor can potentiate the
formation of ozone (Penner et al. 1989).

4. Increased emissions of precursor pollutants—Forests, shrubs, grass-
lands, and other sources of natural hydrocarbons (VOCs) emit greater
quantities of these compounds at higher temperatures. Soil microbial
activity may also increase with warmer temperatures, leading to an in-
crease in NOx emissions.

On the other hand, factors that could lead to reduced ozone concen-
trations include the following:

1. Increased cloud cover—A more vigorous hydrological cycle due to
global warming could lead to an increase in cloudy days. More cloud
cover, especially in the morning hours, could diminish reaction rates,
thus lowering ozone formation.

2. Increased thickness of the boundary layer of air—Higher tempera-
tures might be associated with greater convection, resulting in reduced
atmospheric stability and higher wind speeds. If precursor pollutants
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(VOCs or NOx) are mixed in a greater volume of air, they will be less
concentrated and less ozone will be formed (Smith and Tirpak 1989).
The net effect of these factors is unclear; however, modeling studies
combining these variables are being performed to assess the effects of
climate change on air quality.

Modeling Studies of Air Quality and Climate Change
The most direct effect of climate change on air quality is the influence of
increased temperature on the formation of ozone. Although studies have
found that concentrations of ozone increase as temperature rises, the esti-
mated magnitude of the effect varies considerably. This variation stems in
part from limitations in the ability of atmospheric models to simulate
complex photochemical reactions in the atmosphere. The presence of
feedback effects between a rise in temperature and the formation of ozone
is also a complicating factor. Therefore, the predictions of the modeling
studies must be carefully interpreted in light of these limitations. Some of
the modeling studies and their results are described below.

Grey et al. (1987) examined the effects of increased temperature and
decreased stratospheric ozone (and thus more ultraviolet radiation [Chap-
ter 7]) on the formation of ground-level ozone in eight U.S. cities: Los An-
geles, New York, Philadelphia,Washington, D.C., Phoenix, Tulsa, Nashville,
and Seattle. According to the model, the concentration of ground-level
ozone would rise by about 2–4 percent for a 2�C increase in temperature
and by about 5–10 percent for a 5�C increase in temperature; a loss of 15–
30 percent of stratospheric ozone would have a greater effect. The most
polluted cities showed the strongest response, implying that the effects of
warming would be worse in those places where the concentration of
ground-level ozone is already relatively high. A follow-up study of a pos-
sible 4�C rise in temperature indicated that the size of the area out of com-
pliance with national standards for ozone would double in the San Fran-
cisco Bay region and nearly triple in the midwestern and southeastern
United States (Morris et al. 1989).

A broader study of ground-level ozone in Memphis, Dallas, Philadel-
phia, Baton Rouge, and Atlanta included the influence of temperature on
biogenic emissions of hydrocarbon (Morris et al. 1992). The study esti-
mated that the control of VOC emissions required to attain the ozone
NAAQS would increase approximately in proportion to the local increases
in temperature. If perturbations to the stratospheric ozone layer were
combined with increases in temperature, the stringency of the required
controls would increase even further. In a subsequent study, model sim-
ulations showed that the concentrations of ozone in the northeastern
United States would increase if temperatures rose by 4�C without the
added complication of stratospheric ozone depletion (Morris et al. 1995).



The analysis considered the amount of upward penetration of emission
plumes, the mass of hydrocarbons emitted from biogenic sources, and the
response of evaporative emissions of hydrocarbons in gasoline from mo-
tor vehicles.

These studies of the effects of climate change on air quality must be
considered indicative but by no means definitive. Many aspects of weather
affect air quality, and ultimately climate is largely a general aggregate of
weather patterns. Important local weather factors may not be adequately
represented in these models. These models do, however, include such im-
portant factors as temperature stratification (or thermal inversions) and
clouds, which play an important role in mixing and redistributing air pol-
lutants (Oke 1987). The models used to simulate changes in air quality as
a result of increases in temperature and ultraviolet radiation do not ad-
dress issues such as the frequency of episodes of stagnant weather, which
is associated with the highest concentrations of ozone observed over broad
areas. Regional-scale changes in simulations of climate are inconsistent
from model to model, and thus predicted changes in weather patterns
carry much uncertainty. However, the trend in all models of global climate
change is to predict higher maximum and minimum temperatures
(Houghton et al. 1996), and associated summer episodes of weather stag-
nation have been observed more frequently in the United States (Gaffen
and Ross 1998).

Climate Variability, Biomass, Air Quality, and Health: Forest Fires
and Allergens
Extremes in climate, such as heat waves or severe droughts, are difficult to
predict but are anticipated to become more prevalent under climate
change scenarios. Severe droughts with accompanying forest fires have the
potential to affect air quality. For example, in 1997–98, El Niño–driven
droughts (see Chapter 8) contributed to the development of expansive for-
est fires in Indonesia, Mexico, Central and South America, Florida, Can-
ada, and several other parts of the world. The extended duration of bio-
mass burning affected air quality over regions far greater than the areas
where burning actually occurred. The exposure of humans to fire smoke
has been associated with irritation of the throat, lungs, and eyes. In addi-
tion, fire smoke carries a large amount of fine particles, which exacerbate
respiratory problems, such as asthma and chronic obstructive pulmonary
disease (Duclos et al. 1990).

In June and July of 1998, 2,277 fires burned approximately 500,000
acres in both rural and urban areas in Florida (Karels 1998). An analysis of
records from several hospitals in Volusia and Flagler Counties showed that
visits to the emergency department increased for asthma (by 91%), bron-
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chitis (132%), and chest pain (37%) (Centers for Disease Control and Pre-
vention 1999).

During the spring of 1998, low rainfall in Guatemala, Nicaragua, Hon-
duras, El Salvador, Costa Rica, and several parts of Mexico caused tropical
forested areas, usually too humid to burn on their own, to become vul-
nerable to fire (Agency for International Development 1998). By May
1998, thousands of fires had burned more than one million acres in Cen-
tral America and emitted large quantities of smoke into the atmosphere.
The smoke plume traveled northward along the Gulf coast and affected air
quality extending well up into the midwestern United States. During the
smoke event, according to the Texas Natural Resources Conservation
Committee (TNRCC), the maximum PM measured in Brownsville, Texas,
was 580 micrograms per cubic meter, almost four times the health-based
NAAQS of 155 (TNRCC 2000). A survey conducted by the Texas Depart-
ment of Health showed increased numbers of visits to doctor’s offices and
hospital emergency rooms for respiratory illnesses during the smoke event,
mostly by patients with chronic, preexisting conditions (TNRCC 1998).

Another interaction between climate variability and biomass may be
found in the release and dispersal of spores and pollen, which can act as al-
lergens. Allergens are not criteria air pollutants but are included because
of their temperature-dependent effect on air quality for allergic people.
Pollen counts from birch trees (the main cause of seasonal allergies in
northern Europe) seem to increase with increasing temperature (Ahlholm
et al. 1998). Pollen counts for Japanese cedar significantly increase in years
when summertime temperatures are unusually high (Takahashi et al. 1996;
Tamura et al. 1997).

The Synergy between Heat Stress and Pollutants
Affecting Health

The incidences of a range of illnesses are potentially associated with in-
creases in temperature. Cardiovascular deaths are associated with temper-
ature. The Chicago heat wave of July 1995 led to more than 700 excess
deaths in the metropolitan area. In Athens, Greece, during a heat wave in
1987, the daily number of deaths increased by more than 40 when the
mean 24-hour air temperature exceeded 30�C (Katsouyanni et al. 1993).

Mortality curves assume a classic J or V-shape, with highest mortality
occurring at both high and low extremes of temperature. Generally, pop-
ulations in warmer regions tend to be more vulnerable to cold (Eurowin-
ter Group 1997), and those residing in cold climates are more sensitive to
heat (Kalkstein and Greene 1997). In temperate regions, mortality rates are
highest during the winter.

Physiological responses to both extreme heat and cold are not straight-
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forward. For example, blood viscosity and cholesterol have been found to
increase with high temperatures (Keating et al. 1986). On the other hand,
blood pressure and fibrinogen levels increase during winter, although out-
door temperature does not seem to determine the seasonal variation of fi-
brinogen (van der Bom et al. 1997).

Climatologists project a doubling in the frequency of heat waves asso-
ciated with a rise of 2–3�C in average summer temperature. A study of 44
U.S. cities found that, after adjusting for some expected acclimatization,
heat-related mortality might increase by 70–150 percent (Kalkstein and
Greene 1997). A meta-analysis of studies on 20 international cities, how-
ever, found a reduction in overall mortality due to fewer deaths during
winter (Martens 1998).

Both heat waves and air pollution kill people. In addition to their in-
dividual effects, however, is there evidence for interaction between the ef-
fects of heat and air pollution? Recent studies have examined the health ef-
fects of exposure to extreme heat and air pollution to determine whether
there are potential synergistic effects related to simultaneous exposure.

Katsouyanni et al. (1993) investigated the potential synergistic effects
of air pollution and air temperature on excess mortality in Athens, Greece.
The increased mortality during the major heat wave of July 1987 was com-
pared to the number of deaths in July for the six previous years. There was
a greater increase in the number of deaths in Athens (97%) during the July
1987 heat wave than in all other less polluted urban areas (33%) or in all
nonurban areas (27%). The authors found interactions between high lev-
els of air pollution and high temperature (30�C) that were statistically sig-
nificant for SO2 and suggestive for ozone and particulates.

Sartor et al. (1995) found that mortality during the Belgium heat wave
of 1994 was higher than expected; an increase of 9.4 percent was observed
among those younger than 65 years (236 excess deaths) and an increase of
13.2 percent was observed among those older than 65 years (1,168 excess
deaths). Daily death figures were mostly correlated with mean daily tem-
perature and 24-hour ozone concentration from the previous day. A syn-
ergistic interaction between the effects of temperature and ozone on mor-
tality was determined across age groups and explained 39.5 percent of the
variance for daily deaths for those over age 65. The authors concluded that
elevated ambient temperatures combined with high concentrations of
ozone were likely to have been responsible for the unexpected excess mor-
tality.

These studies are far from conclusive, but other studies at least show
seasonality in health effects. Sunyer et al. (1996) found that SO2 in Barce-
lona, Spain, was associated with respiratory deaths in the summer; levels
of ozone and NO2 during the summer also positively correlated with car-
diovascular mortality and mortality in the elderly population. On the
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other hand, Samet et al. (1998) found little evidence that weather condi-
tions modified the effect of pollution. These interactions are methodolog-
ically difficult to study, but it will become increasingly important to deter-
mine whether there are any synergistic interactions between exposure to
high temperatures and exposures to high levels of pollution.

Possible Pathways of the Effect of Global Climate
Change on Public Health

Although the focus of this chapter has been on global climate change and
air pollution, it is important to recognize that the potential health effects
of global climate change go far beyond adverse effects of air pollution.
Global climate change may affect human health via multiple pathways
(Fig. 13.3). Further, the dynamics of global climate change occur in a
broader context of the interplay between natural and anthropogenic forces
in our global ecosystem that are changing how land, water, air, and energy
are used. As such, an exploration of the possible pathways by which global
climate change affects public health appears in multiple contexts through-
out this book. Illustrations of these pathways selected from this book are
discussed below. More in-depth reviews on this subject can be found in the
literature (Strzepek and Smith 1995; McMichael et al. 1996; Patz et al. 1996;
Patz 1998; World Health Organization 1996).

The Rise in Temperature
One of the main expectations of global climate change is a rise in global
mean temperature (Chapter 7). Therefore, one of the priorities for under-
standing the health consequences of global climate change is an assessment
of health problems that will grow worse as temperature increases. Under
warmer conditions, the rate of heat-related fatalities is likely to grow, es-
pecially among elderly populations (see “The Synergy between Heat Stress
and Pollutants Affecting Health,” above). Increasing heat may exacerbate
the effects of conventional air pollutants, most notably ground-level
ozone, as described under “The Influence of Weather on Ozone Forma-
tion” (above). Increased heat may also lead to greater problems with aller-
gies to spores and pollen (see “Climate Variability, Biomass, Air Quality,
and Health: Forest Fires and Allergens,” above).

The quality of food may also deteriorate. For example, cholera, which
is an infectious disease that may be transmitted through food, seems to be
more frequently transmitted at warmer temperatures (see Chapters 10 and
11). In addition, temperature is a critical factor in the cycle of transmission
of many parasitic diseases. For example, the parasite that causes malaria is
transmitted from person to person by the bite of a mosquito; both the sur-
vival of the mosquito vector and the development of the parasite within
the mosquito vector depend on temperature (see Chapters 10 and 12). In
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many cooler settings at higher latitudes and higher altitudes, an increase
in temperature could affect the chance of transmission. Similar arguments
apply to insect pests and plant pathogens that affect agricultural crops (see
Chapter 10).

Extremes in the Hydrological Cycle
Another major concern about the effects of global climate change is an in-
crease in the frequency of extremes in the hydrological cycle, that is, more
floods and more droughts (see Chapters 7 and 9). Extreme flooding has di-
rect effects on people as a natural disaster, causing accidental deaths (e.g.,
drowning, burial in mudslides) and forcing people from their homes (see
Chapter 14). Flooding also has less direct effects through an increase in the
incidence of some infectious diseases, such as leptospirosis (see Chapter 14).

Increased rainfall can affect the incidence of infectious diseases through
changes in wildlife populations that are the reservoirs of infection. For ex-
ample, hantavirus pulmonary syndrome in the southwestern United States
is transmitted by a virus circulating in rodent populations whose numbers
increase during unusually wet periods (Glass et al. 2000) because of abun-
dant growth of the vegetation that provides a source of food (see Chapters
2 and 10).

Droughts, at the other extreme, can lead to the loss of agricultural pro-
ductivity and contribute to the forced migration of people from rural ar-
eas (see Chapter 6). Forced migration for whatever reason can result in
refugee camps with extreme health problems, including waterborne dis-
eases (see Chapters 6 and 14).

Shortages of water because of diversion also provide evidence of the
possible effects of droughts on health. The system for distributing drink-

Figure 13.3 Linkages between global climate change and threats to public health.



Global Climate Change and Air Pollution 401

ing water in Nukus, Uzbekistan, in the Aral Sea basin was made more vul-
nerable to biological contamination because of low pressure in the pipes,
which in turn was due to the diversion of water to irrigate cotton fields (see
Chapter 14). Diversion of water for cotton fields has also been responsible
for shrinkage of the Aral Sea, which has increased the number of dust
storms in the region (see Chapter 14). On a smaller scale, the diversion of
water from lakes in California to support the metropolitan growth of Los
Angeles has increased the dustiness of the air in violation of U.S. standards
for air quality (see Chapter 14).

The Rise in Sea Level
The third major physical effect of global climate change is a global rise in
sea level (Chapter 7), a process that has been evident over the past century
(Chapter 9). A rise in sea level could inundate land and contaminate fresh-
water aquifers with seawater, leading to the forced migration of popula-
tions as well as reductions in agricultural and economic activity (see Chap-
ter 9).As noted under “Extremes in the Hydrological Cycle”(above), forced
migration itself can lead to a variety of serious health problems (see Chap-
ters 6 and 14). A rise in sea level can also increase the risk of flooding and
hence all of the health consequences associated with floods.

The Relationship with Stratospheric Ozone Depletion
Global warming at the earth’s surface is associated with a cooling of the
stratosphere, which tends at high latitudes to accelerate the destruction of
stratospheric ozone that protects the earth from excessive ultraviolet-B
(UV-B) radiation (Chapter 7) (Shindell et al. 1998). The relationship is due
to intrinsic physical characteristics of the flow of energy and does not de-
pend on whether the cause of global warming is natural or anthropogenic.

Studies of the health effects of global climate change have focused on
the effects of a rise in temperature, extremes in the hydrological cycle, and
a rise in sea level (see Fig. 13.3). Studies of the health effects of stratospheric
ozone depletion have focused on the effect of UV-B radiation on various
organs, especially skin, eyes, and the immune system (see Chapter 7). Con-
sideration of illnesses induced by UV-B can deepen an appreciation for the
relationship between global warming and stratospheric ozone depletion,
but including these illnesses in a total accounting of global climate change
can also foster confusion. Stratospheric ozone depletion occurs because
many industrial chemicals act directly to break down stratospheric ozone
and is not simply a consequence of global warming.

Conclusion

This chapter has contrasted the ramifications of increases in greenhouse
gas emissions against the backdrop of improving trends in conventional



air pollution in North America. Greenhouse gas emissions causing climate
change have emerged as a new air pollution problem with direct and indi-
rect health implications. Classical urban air pollution problems still plague
much of the developing world. In developed countries with cleaner air, cli-
mate change has the potential, because of the effects of temperature and
weather conditions on the formation and transport of air pollution, to re-
verse some of the gains achieved in air quality.

We discussed four key themes in this chapter:

1. Historically, air pollution problems and their remediation have gener-
ally diffused local hazards into more regional and now global distribu-
tions.

2. Fossil fuel use is a major source of both conventional air pollutants
(criteria pollutants in EPA terminology) and greenhouse gases, such as
CO2.

3. As a “secondary” air pollutant, regional ozone formation and trans-
port is influenced by climatic factors, such as temperature, wind, and
UV radiation. Ozone, or “photochemical smog,” remains a pervasive
problem in North America, which may be exacerbated by future global
warming or stratospheric ozone depletion.

4. Global climate change may affect public health through a diversity of
pathways, including heat waves, air pollution (especially ozone), vec-
tor- and waterborne diseases, and sea level rise or weather extremes
that could alter agriculture and water supplies or displace human pop-
ulations.

S U G G E S T E D  S T U D Y  P R O J E C T S
Suggested study projects provide a set of options for individual or team
projects that will enhance interactivity and communication among course
participants (see Appendix A). The Resource Center (see Appendix B) and
references in all of the chapters provide starting points for inquiries. The
process of finding and evaluating sources of information should be based
on the principles of information literacy applied to the Internet environ-
ment (see Appendix A).

P R O J E C T  1 : Global Climate Change and Air Pollution
The objective of this project is to demonstrate an understanding of as-
pects of the relationships between global climate change and air pollu-
tion.

Task 1. Describe the key sources of greenhouse gases, criteria air pol-
lutants, and air toxics in the United States.

Task 2. Describe the evidence linking increased temperatures to higher
concentrations of ground-level ozone.
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Task 3. Describe projections of the effects of global climate change on
ground-level ozone.

P R O J E C T  2 : Unintended Consequences of Programs to Control
Harmful Emissions
The objective of this project is to demonstrate an understanding of how
programs to control harmful emissions may cause unintended environ-
mental health problems.

Task 1. Select a historical, current, or projected program for control-
ling harmful emissions (e.g., hydrocarbons, acid rain).

Task 2. Describe the benefits and unintended negative consequences
(realized or potential) for human health and the environment.

P R O J E C T  3 : Possible Pathways of the Effect of Global Climate
Change on Public Health
The objective of this project is to demonstrate an understanding of the
possible pathways of the effect of global climate change on public health.

Task 1. Select two or more linkages in the possible pathways of the ef-
fect of global climate change on public health (see Fig. 13.3) and find ex-
amples of each. At least one example of each linkage must be found in the
literature outside of this book.

Task 2. Select two or more geographic areas. For each area, identify the
possible pathways of the effect of global climate change that are most rel-
evant to the population in that area.

Task 3. For each geographic area selected in task 2, describe other en-
vironmental changes that could interact with the possible pathways of the
effect of global climate change in that area.

Task 4. Summarize your results.
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The purpose of this chapter is to present a broad look at the importance
of water resources to public health and the way that ecosystem changes are
threatening those resources and public health on a global scale. In spite of
the image of our blue planet, about one-third of the earth’s land surface re-
ceives less than 250 millimeters of rainfall per year and is therefore classi-
fied as arid or semiarid (see World Health Organization [WHO] 1992, 109
and Fig. 8.2b). Only a very small fraction of the earth’s water supply is fresh
and unfrozen (see Table 9.1 and Fig. 9.2). An increase in population com-
bined with an increase in per capita demand for water have resulted in a
sixfold to sevenfold increase in the withdrawal of water during the twenti-
eth century (see Fig. 9.4). Given the (essentially) fixed volume of fresh wa-
ter available, water resources are being stressed, often with accompanying
degradation of quality, diminished acceptability for human uses, and ad-
verse ecological effects. Excess runoff and flooding due to deforestation or
the construction of impermeable surfaces are growing challenges to the
management of water resources (see Chapter 9). Projections of climate
change indicate additional stress from global warming, accelerated rise in
sea level, and more hydrological extremes of intense precipitation and
drought (see Chapter 9). Variability in the flow of water may also con-
tribute to poor water quality, since shortages and excesses may lead to bi-
ological and chemical contamination.

Increased use of water has been strongly associated with improve-
ments in human health. Domestic (municipal) water use in the United
States soared in the late nineteenth and early twentieth centuries, increas-
ing to over 100 gallons (or 378.5 liters) per person per day in major cities
by 1920. Concomitantly, water treatment increased and human morbidity
and mortality decreased. More recently, among populations as diverse as
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those from nations of moderate income and those from impoverished
refugee camps, increased use of water has led to diminished rates of diar-
rhea, improved growth of children, and lower rates of mortality. Some of
the mechanisms responsible for the linkage between increased use of wa-
ter and improvements in human health are increased washing of hands,
increased washing of food, increased washing of clothes, increased pro-
duction of food, and more effective removal of waste via drainage and sew-
ers. Improvements in sanitation often accompany improvements in water
supply. A combination of improvements in water supply and sanitation
worldwide could reduce mortality among infants and children by more
than 50 percent and almost eliminate morbidity due to some infectious
diseases, such as cholera, typhoid, and leptospirosis (WHO 1992, 122).

In this chapter, four geographic examples illustrate how the quantity
of water affects human health in diverse ways. The examples include as-
pects of water quality insofar as poor quality is related to having too little
or too much water; problems in water quality may arise for several reasons
(see Chapter 9). The first example describes a situation of extreme water
scarcity in a refugee camp created by the forced displacement of many
thousands of people during a war in Africa. The second example demon-
strates the effects of excess water with a focus on flooding in Brazil. The
third example broadens the scope of water-related health problems to in-
clude several adverse effects of the diversion of water for the irrigation of
cotton fields in the Aral Sea basin. The problems range from water scarcity
and degradation of water quality to greater frequency of dust storms, loss
of fish from the diet, and loss of an economic base for the region. The
fourth example examines how the diversion of water for the metropolitan
growth of Los Angeles has increased the amount of particulate matter in
the air of the Great Basin of California. The problem in California demon-
strates that even a wealthy country with extensive natural resources must
pay attention to the adverse consequences of the diversion of water. It is
also noteworthy that the issue of air quality rather than water quality trig-
gered the regulatory apparatus of the state and federal governments.

Extreme Water Scarcity and Mortality in a Refugee
Population in Goma, Zaire

Rwanda, formerly Africa’s most densely populated country, underwent an
extraordinarily violent civil war over a three-month period beginning in
April 1994, after a mysterious plane crash killed the presidents of Rwanda
and Burundi. An estimated 800,000 people were killed and an additional
two million fled their homeland. This level of violence in a population of
only seven million essentially destroyed the social fabric of the tiny nation.
While press reports at the time characterized the conflict as ethnically mo-
tivated, issues of environmental degradation, overpopulation, and inter-
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national economics all conspired to set the stage for an eruption of civil
strife in Rwanda. Likewise, the cholera epidemic that gripped the refugees
fleeing at the close of the war developed because of an unfortunate con-
fluence of hydraulic, geological, immunological, and behavioral factors.

The root of the ethnic conflict began some 600 years earlier when the
ancestors of the present Tutsi minority invaded from the north. Compared
to the ethnic Hutu population of the region, the Tutsis were taller and thin-
ner, and Tutsis tended to maintain a separate culture. The Belgian colonial
government only exacerbated these cultural differences by employing pri-
marily Tutsis in its local civil service. At the time of independence in 1962,
the Tutsi minority possessed a marked advantage in terms of education
and governmental experience. Since independence, several cycles of vio-
lence have forced Tutsis to flee to neighboring countries for refuge. Partic-
ularly in the late 1980s, ethnic inequity in university admissions, military
promotions, and government employment led the newly elected govern-
ment to promote policies strongly favoring the Hutu majority. Ethnic ten-
sions flared, a rebel Tutsi group gained control of a northern province, and
observers from the United Nations were brought in to help keep the peace.

When the president of Rwanda’s plane crashed in 1994, extremist ele-
ments within the government found it very easy to convince the Hutu ma-
jority that their elected leader had been killed by Tutsi rebels. Local offi-
cials had apparently prepared for a campaign of ethnic cleansing and,
within days, the genocide of Tutsis and the killing of presumed Tutsi sym-
pathizers were under way. Approximately 800,000 people were slaugh-
tered. Tutsi rebels went on the offensive and gained control of much of
eastern Rwanda by the end of May. From that point on, the front line of
fighting moved steadily to the west, culminating in the exodus of 500,000–
800,000 people into Goma, Zaire, between July 14 and July 17, 1994. The
country of Zaire has since been renamed the Democratic Republic of the
Congo, but the name Zaire is retained in this chapter to describe events
that occurred before 1997.

Goma is a town in the African Great Lakes region at the northern end
of Lake Kivu, where the eastern border of the Democratic Republic of the
Congo meets the northwestern border of Rwanda (Norwegian Council for
Africa 2000). A series of volcanoes runs from northwestern Rwanda into
the Democratic Republic of the Congo (Volcano World 2000). These vol-
canoes are famed for their mountain gorillas and lava outflows, some of
which have occurred as recently as the 1990s. The lava outflows have
formed a sheet of volcanic rock extending over 50 kilometers from the
northern end of Lake Kivu in a northwesterly direction. Refugees who fled
Rwanda by the roads passing north of Lake Kivu were forced to settle onto
this sheet of volcanic rock, through which rainfall cannot permeate into
the ground and wells cannot be dug. Thus, when the refugees arrived, fresh



water existed in very few places other than Lake Kivu, and those without
access to Lake Kivu would require water from the lake via tanker trucks.

Lake Kivu itself is unique. Volcanic gases emitted into the lake from
subterranean vents cause the water to have a high pH of about 8.1 and the
water column to be very clear by tropical standards. Although the water
column is clear, the hydraulic retention time of the lake (the average time
it takes a water molecule to pass through the lake) is 265 years (Marshall
1991), so the lake has very little flow relative to its size. In some African
lakes, heavier cold water sinks and warm water flowing into the lake can
just skim along the surface and generate a considerable horizontal surface
flow in spite of a long average retention time. By chance, during the month
of July, there is no thermocline (vertical temperature gradient) in Lake
Kivu, making it stagnant while appearing bright blue and pristine. When
the refugees arrived in Goma, Zaire, after months on the road, Lake Kivu
was an irresistible temptation for bathing, swimming, and obtaining
drinking water.

Outbreaks of cholera had occurred in many parts of neighboring Bu-
rundi in 1992 and 1993. Several dozen imported cases (cases with an ori-
gin outside of the country) had been reported in Kigali, Rwanda’s capital.
In recent decades, cholera had been endemic only in those areas of Rwanda
surrounding Lake Kivu and the Ruzizi River, which flows out of Lake Kivu
to the south. Most refugees coming from central Rwanda were immuno-
logically naive (no prior exposure) and susceptible to the illness. Vibrio
cholerae, the bacterium that causes cholera (see Chapter 11), does not sur-
vive well in acidic waters but can survive for days or weeks in water of high
pH, like that found in Lake Kivu.

Thus, the arrival of over half a million exhausted and susceptible
refugees into the small town of Goma without a safe water supply in an
area where cholera was endemic made conditions ideal for an outbreak of
cholera. The relief group Médecins Sans Frontières (MSF) reported that
many people were suffering from what they suspected to be cholera by July
18, 1994. Laboratory confirmation of the outbreak as the El Tor biotype
(see Chapter 11) occurred about three days later. The plight of these Rwan-
dan refugees was seen in news reports throughout the world. The volcanic
terrain prevented refugees from burying their dead, resulting in a ghastly
accumulation of bodies along the edges of roads. The number of bodies
collected in the Goma area from July 18 to September 19 started at a high
point of almost 35 bodies per 10,000 population per day and declined
through August and September (Roberts and Toole 1995). Body collection
may not have been an ideal source of mortality data because some bodies
may have been hidden or buried and because there was typically a delay of
one or two days between death and body collection. Nevertheless, esti-
mates of mortality based on the body count were similar to estimates based
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on surveys conducted in three refugee camps (Table 14.1). By any measure,
the level of mortality was extraordinarily high, with 6–10 percent of the
population dying during the first month of the crisis.

By July 19, 1994, the United Nations High Commissioner for Refugees
(UNHCR) had secured locations for the refugees to settle away from the
town of Goma. As refugees and relief groups moved to these camps, rehy-
dration centers were established in the camps and in Goma. Medical ser-
vices were completely overwhelmed. Records of attendance at approxi-
mately 22 clinics and 6 rehydration centers were often based on estimates
rather than counts and sometimes aggregated patients with watery diar-
rhea (cholera), bloody diarrhea (dysentery), and dehydration into a gen-
eral category of diarrheal disease. According to the best estimates of the
numbers of patients with diarrheal disease seen in rehydration centers and
clinics each day in the Goma area during the outbreak, the peak in the
number of cases of diarrheal disease occurred on July 26, 1994 (Goma Epi-
demiology Group 1995). The peak in the number of estimated cases of di-
arrheal disease preceded the peak in the number of bodies collected by two
days. Relief workers estimated that on July 24, 1994, approximately one-
third of all deaths in the camp clinics were primarily from exhaustion with-
out evidence of vomiting or diarrhea (Roberts and Toole 1995). Moreover,
much of the diarrheal illness was from dysentery rather than cholera.

Surveys in the camps found that about half (47%) of the 23,800 indi-
viduals who died of cholera in Zaire during the crisis had never sought
medical help (Goma Epidemiology Group 1995). However, medical assis-
tance probably had minimal effect in reducing mortality, since approxi-
mately 12,600 (35%) of an estimated 35,500 patients with cholera seen at
health facilities died. Assuming that cholera was fatal in similar propor-
tions for those who did and did not seek medical treatment, the 35,500

Table 14.1 Mortality Estimates for Refugees in the Area of Goma, Zaire, in 1994



patients with cholera represent about 67,000 cases in total. With estimates
of the refugee population at the time ranging from 500,000 to 800,000,
the cholera attack rate was probably between 8.4 percent (67,000 cases in
800,000 refugees) and 13.4 percent (67,000 cases in 500,000 refugees). Given
a typical ratio of 1:9 or 1:10 for the number of cases of cholera to the num-
ber of infections that remain asymptomatic, it is likely that the epidemic
of cholera subsided simply because the entire population had been in-
fected. The fact that the availability of water was still less than two liters per
person per day when the epidemic was almost over strongly implies that
the reason for the termination of the epidemic was not related to im-
provements in the water supply. In fact, the outbreak of cholera was quickly
followed by a lethal outbreak of dysentery due to shigella that had devel-
oped resistance to some types of antibiotics (Goma Epidemiology Group
1995). The UNHCR recommends a daily minimum of 15–20 liters of wa-
ter per person (Goma Epidemiology Group 1995).

The outbreak of cholera in Goma is notable not only for its magni-
tude, but especially for its rapidity. About 10 days spanned the average ar-
rival date of the refugees and the peak of the outbreak. Relief officials re-
peatedly refer to this crisis as a worst case scenario or an outrageous
combination of interweaving factors. This may be true. The million or
more refugees who fled to Tanzania and Burundi were not similarly af-
fected. Had the water in Lake Kivu had a pH of 6 or looked filthy and un-
palatable, disease transmission in the town of Goma may have been much
less and the outbreak may have been spread over a longer period. If the ge-
ology of the area had been more typical of Africa and water had been avail-
able in many places, such as wells, the outbreak might have been less ex-
tensive and fewer people might have died from simple dehydration. Had
the population come from an area where cholera was endemic or gone to
an area without cholera present, the outbreak may not have occurred at all.
But it did.

At any one moment, there are typically more than 40 armed conflicts
under way in the world. In the last decades of the twentieth century, hun-
dreds of thousands of people have fled from Afghanistan, Angola, Bosnia,
Bhutan, Burma, Burundi, Ethiopia, Eritrea, Haiti, Iraq, Liberia, Mozam-
bique, Somalia, and Sudan, to name just a few. Only in Goma did such an
explosive outbreak of cholera take place. In Somalia and Ethiopia, how-
ever, equally horrifying famines occurred. In Bosnia, outrageous human
rights violations (thousands of rapes, Serb snipers selectively shooting
children) were committed. Less dramatic but equally deadly outbreaks
have occurred in smaller refugee populations: Escherichia coli O157 in
Swaziland, hepatitis E in Kenya, meningitis in Burundi and Nepal. In this
context, Rwanda should be seen as a dramatic event amid an ongoing se-
ries of unfortunate events.
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While death during the Goma crisis was mediated primarily by either
water pollution or water shortage, the underlying forces for conflict were
more likely to have been the fundamental causes. During the month after
the war in Rwanda, the United Nations Children’s Fund (UNICEF) held a
series of sessions with traumatized children in Kigali. The UNICEF project
asked children who were 10–12 years of age to draw on a piece of paper
the relative importance of three factors in starting the recent war: Hutu-
Tutsi problems, not enough land, and bad government. The preponder-
ance of children drew the ethnic strife as a small part of the cause of the
war, while the other two factors were considered to be largely responsible
for the conflict. As the world becomes a more crowded place, crises sur-
rounding water are likely to arise in many new and terrifying ways.

Flooding and Health in Brazil

Floods, simply defined as the overflow of areas that are not normally sub-
merged, can affect human health in many ways. Flooding is the most com-
mon of all environmental hazards and adversely affects about 75 million
people worldwide, regularly claiming over 20,000 lives per year (Smith
1996). The most important source of flood hazard is heavy rains, although
floods can also result from breaching of sizable dams or levees. The extent
of the flood hazard is defined not only by the magnitude of the flooding
but also by its frequency and duration. Another important factor deter-
mining risks to humans is the onset of the flooding phenomenon. Flash
flood, which is the sudden overflow of the water in a river channel or other
drainage way, can be devastating, since it provides little warning and often
hits with great velocity (Tobin and Montz 1997). On the other hand, some
drainage basins may take several weeks to flood, providing ample time for
warning.

Floods, however, are not always a hazard, since they may be an essen-
tial component of social and ecological systems, providing the basis for the
regeneration of plant and aquatic life and of livelihoods derived from them
(Blaikie et al. 1994). This is the case in the vast floodplains in the Amazon
basin, subject to seasonal flooding that provides a huge sediment load and
a rich nutrient base for an average four to seven months each year, nur-
turing the large plant and animal diversity and productivity of this ecosys-
tem (Goulding et al. 1996). At the other end of the spectrum are urban ar-
eas that, because of their design and composition, are particularly prone
to floods—especially flash floods—during intense downpours. Concrete
and asphalt make the surfaces of a city virtually impervious to water and,
therefore, elaborate storm water sewer systems are required to transport
runoff to nearby natural drainages (Morgan and Moran 1997). Small
floods may be increased up to 10 times by urbanization (Hollis 1975). An-
other flood-intensifying condition arising from changes in land use is de-



forestation. It seems to be a likely cause of flood runoff plus an associated
decrease in channel capacity due to sediment deposition (Smith 1996).

Floods are a complex mix of natural hazards and human action, and
thus vulnerability to floods is partly a product of environments created by
people, though the risks are experienced in varying degrees by different
groups. There is evidence that the number of people vulnerable to hydro-
logical hazards is increasing as populations rise and the lack of alternative
settlement sites, as well as economic and social pressures, force marginal-
ized people into flood-prone urban locations (Blaikie et al. 1994). The
main mechanisms by which heavy rains and floods affect human health are

1. accidents, such as drowning, mudslides, and electrocution;
2. exposure to contaminated flood water or drinking water, resulting in

conditions such as gastroenteritis and leptospirosis;
3. vector-borne diseases due to an increase in breeding sites for disease

vectors (see Chapter 10) and the migration of refugees from flooded
areas where the diseases are endemic;

4. mental health effects, usually transient psychological reactions to
stress and strain, especially among the elderly and the very young (Noji
1997);

5. disruption and destruction of livelihoods, such as the loss of assets or
ability to work, which can result in famine; and

6. infections (respiratory, skin) from closely packed, unsanitary living in
refugee settlements.

Many factors can contribute to injuries, illnesses, and deaths associated
with floods, such as the social vulnerability and other circumstances that
surround the event. Differential causes and levels of mortality have been
observed in association with individual flood events in various areas of the
world (Noji 1997). In the United States and its possessions, most deaths
linked to floods are caused by drowning, usually inside vehicles (Centers
for Disease Control and Prevention 1993, 1994; French et al. 1983; Staes et
al. 1994), while most of the mortality associated with a flood episode in
Bangladesh is due to diarrheal diseases (Siddique et al. 1991). The effects
of a flood may be numerous, as demonstrated by Mozambique, in which
a major flood episode in 2000 caused many drowning deaths; an increase
in the incidence of malaria, cholera, and dysentery; and the destruction of
a national economy (Jeter 2000). As the waters started to recede, a South
African entomologist noted that conditions in Mozambique were right for
a major epidemic of malaria, which was already beginning to become ev-
ident (Tren 2000). As of that reporting, it seemed likely that malaria would
kill more people during the following few months than had been lost in
the floods.

In the city of Rio de Janeiro, Brazil, most deaths due to flood episodes
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result either from mudslides associated with the storms that caused the
flooding or from leptospirosis, an infectious disease transmitted from the
urban sewage rat. Incidence of leptospirosis is associated with heavy rain-
fall that occurs in a short period of time; a large outbreak in Rio’s Jaca-
repaguá district occurred when heavy rainfall fell on three consecutive days
in February 1996 (Table 14.2). In this city, although records of flood epi-
sodes resulting in property damage and loss of lives date back to the mid–
eighteenth century, there is evidence that the frequency and intensity of
storms have increased in the last 50 years and that flooding has increased
markedly since the early sixties (Brandão 1997). There were 14 events with
30 percent above average precipitation for the rainy season of the years
1941 to 1990, as opposed to 8 events from 1851 to 1900. If only the raini-
est month is considered (February), the positive deviation (30%) episodes
were 19 for the period 1941–90, compared with 7 episodes for 1851–1900
(Brandão 1997).

As regards flood episodes in Rio, there are records of severe storms re-
sulting in flooding (some of them catastrophic) in at least 50 percent of the
years of the twentieth century. It is not well established whether this change
is associated with global climate changes. This rise in the frequency of tor-
rential rains, associated with a greater encroachment on hillsides by low-
income settlements, not only increases the rates of runoff but also exposes
the inhabitants to landslides and has resulted in an increasing number of
victims from storms and floods in Rio de Janeiro. Currently, about 28 per-
cent of the population of the city (about 1.5 million people) live in areas
that are either flood-prone or vulnerable to mudslides (Brandão 1997).

Flooding can be associated with major climatic phenomena such as the
El Niño/Southern Oscillation (ENSO), an interannual variability in
weather patterns originating in the Pacific Ocean, which ultimately affects
most continents (see Chapter 8). In 1982–83, the El Niño phase of ENSO
caused floods in several parts of the world, including southern South
America, where it claimed 170 lives. Rio Grande do Sul, which is Brazil’s
southernmost state, received 1,180 millimeters of rainfall from June to Oc-
tober in 1982. (Floods related to El Niño events do not affect Rio de
Janeiro.) In the 1997–98 El Niño event, Rio Grande do Sul received 1,533
millimeters of rainfall from June to October 16 in 1997, and rainfall for
southern Brazil was 300 percent above average in October 1997. The
Uruguay River on the border of Argentina and Brazil rose to 10 meters
above its usual level, while the Ibicui River in Rio Grande do Sul was ele-
vated by 12 meters. This resulted in disaster for 70 municipalities in this
Brazilian region, where 3,000 houses were destroyed and 9,000 people were
made homeless; 8 deaths were reported during the event. The northeast-
ern region of neighboring Argentina experienced 18 deaths and 60,000
homeless, and 60 millimeters of rainfall in Buenos Aires resulted in the
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deaths of 2 people. Recent studies suggest that, in a scenario of global
warming with a doubling of the atmospheric concentration of carbon
dioxide (see Chapter 7), the average frequency of El Niño events may in-
crease from every five years to every three years. This, in turn, would in-
crease the likelihood of flood episodes in several parts of the world.

Consequences of the Diversion of Water

Ecological Deterioration on a Massive Scale in the Aral Sea Basin
The Great Salt Lake, the Dead Sea, and the Aral Sea are among the best
known of the world’s major lakes that do not have an outflow of surface
water. In these lakes, a dynamic equilibrium is struck between the inflow
of surface water, the evaporation of water, and the infiltration of water to
the groundwater table. The processes underlying the dynamic equilibrium
of a lake determine both its size and its saltiness. When the inflow is par-
ticularly great, the lakes swell. Conversely, when the inflow is reduced, the
lakes shrink. While water infiltrating into the ground can carry dissolved
minerals (solutes), water that evaporates leaves the solutes behind and
makes the remaining water saltier. Earth’s oceans, which have a salinity of
about 30,000–35,000 milligrams per liter, are subject to the same process.
All three of the outletless lakes mentioned above are saltier than the oceans
and lose the vast majority of their inflow to evaporation.

The Aral Sea is the catchment reservoir for two major river basins: the
Amu Darya and the Syr Darya. These river basins extend eastward, en-
compassing almost all of the country of Uzbekistan and much of Kazakh-
stan and Turkmenistan (see MSF 2000). The Amu Darya flows though the
Kara Kum and Kyzyl Kum Deserts, the latter of which the Syr Darya skirts
as well. In spite of the arid climate, these rivers are used extensively for cul-
tivation of crops, especially cotton. In 1992, Uzbekistan, with its popula-
tion of only 23 million and an area less than 5 percent of the size of the
United States, was the third largest exporter of cotton in the world. The
combination of an arid climate and extensive diversion of water has con-
tributed to a problem of increasing salinization in the Amu Darya and Syr
Darya Rivers (Smith 1991). Water that has greater than 1 percent salinity
(equivalent to 1,000 milligrams per liter) is generally considered nonpo-
table (Viessman and Hammer 1985). In an attempt to compensate for the
Amu Darya’s salinization problem, Nukus, the major city in the region,
now extracts its water more than 200 kilometers upriver and pipes it down
to the city.

The salinization is brought about primarily through the use of water
for irrigation. When a field is flooded, a small volume of water can bathe a
large surface area and thus can dissolve a large amount of material from
rocks and minerals. If the soils are well drained, the dissolved salts are car-
ried down through the soil column and water that seeps into the ground



may or may not become salinized. But when the drainage is poor, much of
the water leaves the soil by evaporation, which carries salts from within the
soil column to the soil surface. In extreme cases, a white crust of salt can
form on the soil surface, as exhibited by much of the agricultural land
along the Amu Darya. Salinization of soils can diminish or destroy their
agricultural productivity and leads to severe salinization of any water that
pours onto the field and flows off without infiltrating into the ground.

The loss of water to evaporation is so severe in the case of the Amu
Darya basin that the river now dries up some 50 kilometers before it
reaches the former Aral Sea shoreline. The flow of the Syr Darya also re-
duces dramatically before it reaches its end. Because the balance between
the inflow and the outflow of the Aral Sea depends on the inputs from the
two rivers and evaporative withdrawals, the diminishing inputs and rela-
tively constant evaporation have reduced its surface area by over 40 per-
cent since 1960 (MSF 2000; Johnson Space Center 1999). This reduction in
volume has not only made the sea saltier but also left a thick crust of salt
behind on those areas of dried seabed. The strong winter winds pick up
these salt particles and blow them eastward over the Amu Darya and Syr
Darya river basins. Thus, a vicious cycle of salt buildup is in place, chok-
ing off plant and animal life in the river basins and the Aral Sea. Govern-
ment officials in Uzbekistan report diminished rainfall in the Nukus re-
gion in recent years, perhaps indicating a microclimatic change in which
the smaller Aral Sea reduces the amount of rainfall available to replenish
itself.

In the Aral Sea, a fishing fleet that caught 45,000 metric tons in 1960
now lies beached in Muynak, Uzbekistan, about 60 kilometers from the wa-
ter where virtually no fish are found now (Giller Institute 1995). Agricul-
tural productivity in the river basins has diminished, but the exact extent
to which salinity contributes to these reductions is not well documented.
Agricultural productivity has also been influenced by the economic down-
turn that accompanied the independence of the central Asian states of the
former Soviet Union in 1991. Diminished availability of capital has re-
duced the application of agrochemicals and the availability of fuel in the
region. Even before independence, the use of technology for harvesting
and irrigation had stagnated (Tsukatani 1998). Harvesting is performed
manually by a disorganized workforce, including people from the city.
During the harvest season in Uzbekistan, for example, universities and
government offices are closed while students and workers are required to
pick cotton for only a token salary.

The combination of limited resources and the increase in salinization
has led to reductions in the quantity and quality of drinking water. Facili-
ties for the treatment and distribution of water have been deteriorating. A
study of diarrheal disease in Nukus has clearly demonstrated that its mu-
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nicipal water system was a major source of transmission for waterborne
diarrheal diseases in 1996 (Semenza et al. 1998). The implication of the wa-
ter system in transmission seems counterintuitive at first glance because
the water was chlorinated where it was drawn from the Amu Darya over
200 kilometers upstream and then chlorinated again at a booster station as
it arrived in Nukus. But households connected to the municipal water sup-
ply (piped water) reported an average of one hour per day without run-
ning water, and about one-third of those households had no residual chlo-
rine in samples of their tap water taken in July and August of 1996. People
who did not have municipal water but chlorinated their water at home had
only one-third as much diarrhea as those drinking municipal water with-
out home treatment (Table 14.3). Among people in houses with piped wa-
ter, those without residual chlorine experienced 60 percent more cases of
diarrhea than did those with residual chlorine, although the difference was
not statistically significant.

Because the municipal drinking water was chlorinated twice before
distribution, the likely explanation for these observations is that leaky
sewer lines or unsanitary ground water contaminated the pipes carrying
water for drinking (cross-contamination). A shortage of water in a distri-
bution system creates negative pressure and makes cross-contamination
more likely. Nukus experienced a shortage of water for several reasons:
leaks in the pipes, excessive use of water for people’s gardens, a lack of al-
ternative potable water sources near Nukus, and the fixed volume that
could pass through the lengthy pipe needed to secure the water supply.
Thus, an indirect effect of the salinization of water in the Aral Sea basin
was a considerable amount of infectious waterborne disease!

The water shortage in Nukus has also contributed to waterborne dis-
ease via another route. Because the water supply is insufficient for the en-
tire distribution system at present, expansion of the system is unlikely in
the near future. Twenty percent of the Nukus population, some 40,000

Table 14.3 Comparison of Diarrheal Burden among Three Study Groups in Nukus,
Uzbekistan, in 1996



people, have no piped water and slim prospects of acquiring piped water
in the coming years. In the absence of home chlorination, households
without piped water experience more episodes of diarrhea than do house-
holds with piped water (Table 14.3). Although the immediate cause of dis-
ease may be related to the lack of water for sanitary activities, the lack of
potable water regionally is probably the underlying cause.

Water shortages and biological contamination of drinking water are
only part of a much larger picture of threats to public health in the Aral
Sea basin. The air factor is also important for public health in the region
(Elpiner 1999). Associated with the drying of the Aral Sea has been an in-
crease in the number of days with dust storms and an increase in the re-
moval of salt from the dried sea bottom. A joint concern for the quality of
both air and water has been the historically heavy use of pesticides and
agricultural chemicals in the region, especially in association with the pro-
duction of cotton. Smith (1991) documented that 44 percent of all agri-
cultural chemicals used in the Soviet Union in 1980 were used in small
Uzbekistan. Some pesticides and their metabolites can persist for years in
the environment and accumulate in the fatty tissue of living organisms,
including humans. In Kazakhstan, levels of polychlorinated biphenyls
(PCBs) and organochlorine pesticides in samples of breast milk taken in
1994 revealed broad similarity with levels in industrialized Europe for most
contaminants, but the levels of 	-hexachlorocyclohexane (	-HCH) were
among the highest reported in the published literature (Hooper et al. 1997).
In addition, the samples of breast milk taken in 1994 and follow-up sam-
ples in 1996 and 1997 demonstrated evidence of prior exposure to dioxin
in agricultural villages in southern Kazakhstan near the border with Uzbek-
istan; the highest levels were found in state farms adjacent to a reservoir that
receives agricultural runoff from cotton fields where aircraft sprayed pesti-
cides and defoliants between 1965 and 1985 (Hooper et al. 1998, 1999).

Elpiner’s (1999) framework for analyzing public health in the region
includes a nutritional factor in addition to the air and water factors. The
amount of land devoted to the production of industrial crops far exceeds
the amount devoted to the production of food crops, which include grain,
potatoes, vegetables, melons, and animal fodder. The shrinking of the Aral
Sea has also led to precipitous declines in the local fisheries and conse-
quently in the amount of fish in the local diet.

Not surprisingly, several indicators point to a general decline in pub-
lic health in the region (Elpiner 1999). Two of the most important are the
infant mortality rate (IMR) and the prevalence of anemia. (See also Chap-
ter 2, under “Descriptive Measures of Health Status.”) The IMR increased
by about 20 percent between 1980 and 1989, with an increasing share of
deaths occurring in the first weeks of life. In 1988, anemia was found in
more than 80 percent of women of childbearing age in Uzbekistan’s au-
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tonomous republic of Karakalpakstan, whose capital is Nukus. However,
against a backdrop of massive ecological deterioration and a host of so-
cioeconomic problems, it is difficult to fill in the details of the links be-
tween environmental changes and public health as suggested by Elpiner’s
framework of multiple factors. Epidemiological research is hampered by
inadequate systems for surveillance of disease. Cases of a disease are often
recognized clinically without the aid of laboratory diagnostics. Even so-
phisticated laboratory diagnostics are not always consistent in the detec-
tion of minute residues of chemicals such as pesticides. Limited numbers
of sampling sites make it difficult to draw inferences about the region as a
whole and about geographic variation within the region. (See also Chap-
ter 2 under “Potential Sources of Error in Epidemiological Studies.”)

One optimistic sign in the region is the establishment of a health pro-
ject by the international relief group MSF (MSF 2000). With staff in
Tashkent, Nukus, and Muynak, the first priority of the MSF is to improve
the surveillance and control of tuberculosis, acute respiratory infections,
diarrheal diseases, and anemia. Perhaps this effort can develop over time
in parallel with the International Program on the Health Effects of the
Chernobyl Accident (see Chapter 2). Both the nuclear power accident at
Chernobyl and the shrinking of the Aral Sea are now recognized as cata-
strophic examples of damage to the environment caused by human ac-
tions. Indeed, people in the former Soviet Union often use the term Quiet
Chernobyl to refer to the Aral Sea basin (Glantz 1998). This central Asian
example of the interplay between human health and water is much less di-
rect than that observed by John Snow for cholera a century and a half ago
(see Chapters 2 and 11) but is no less tangible. The delicate equilibrium of
the Aral Sea ecosystem has been disrupted. In the end, the costs of reestab-
lishing that equilibrium may exceed the profits reaped over several decades
of growing cotton in the desert. If so, poor ecological planning ironically
will have inflicted the greatest cost on those who partook in the world’s
greatest experiment with a planned economy.

Exposure to Dust in the Great Basin Unified Air Pollution Control
District of California
Although the problems of the Aral Sea are half a world away from the
United States, those problems are now invoked in the development of poli-
cies regarding the diversion of water to support the city of Los Angeles, Cal-
ifornia. Two foci of concern are Mono Lake and Owens Lake, which lie in
Mono County and Inyo County, respectively, in the Great Basin area of
California (California Air Resources Board [CARB] 2000; Patton and Ono
1995; Ono and Schade 1997). The similarities between the Aral Sea and
these lakes are striking. Mono Lake, like the Aral Sea, does not have an out-
flow of surface water. After the inflow to the lake was tapped to provide wa-



ter for Los Angeles in 1941, the level of the lake began to drop (Fig. 14.1).
The history of Owens Lake is similar, but the diversion of water began ear-
lier and the lake bed is almost entirely dry.

The public health problems caused by the diversion of water from
Mono Lake and Owens Lake are much less severe than the public health
problems in the Aral Sea basin for two reasons. First, the two lakes in Cal-
ifornia are much smaller than the Aral Sea. Second, the two lakes in Cali-
fornia are not critical to the provision of food and drinking water for the
human population living near the lakes. However, the dust generated as the
lakes have been drying up violates the standards of the U.S. Clean Air Act
as amended in 1990 (see Chapter 4). The primary pollutant of concern is
PM10, particulate matter less than 10 microns in diameter (the standards
for even smaller particles came into force after California had developed
plans to control the dust near the lakes). The standards in California for
24-hour exposures and annual average exposures are even more stringent
than the corresponding federal standards (CARB 2000).

The control of particulates should prevent excess deaths from short-
term exposures, the exacerbation of symptoms in sensitive patients with
respiratory disease, and seasonal declines in pulmonary function. Anec-
dotal evidence from physicians in the area points to a variety of pulmonary
problems as well as eye irritation caused by dust blown off the lake beds.
Although the standards for exposure to particles do not consider their

424 Les Roberts, Ulisses E. C. Confalonieri, and Joan L. Aron

Figure 14.1 History of the level of Mono Lake,

California, 1940–98. The level of the lake is from

October 1 of the year indicated. The target level

for remediation efforts is set at 6,392 feet (25 feet

below the level in 1941). Source: Data from Mono

Lake Committee 1999.
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chemical composition, the planning report for Mono Basin also expresses
concern about “desert lung syndrome,” which is characterized by deposits
of sandy dust in the lungs (Patton and Ono 1995, 22). The planning report
for Owens Valley concludes that the levels of cadmium, arsenic, and other
toxic metals exceed standards under California’s air toxics program and
pose an unacceptably high increase in the risk of cancer (Ono and Schade
1997, 3–13). (Chapter 4 explains the terminology of “air toxics”used in the
U.S. Clean Air Act.)

Under state and federal laws, the Great Basin Unified Air Pollution
Control District was required to prepare plans to reduce the levels of dust
around Mono Lake and Owens Lake. For Mono Lake, the plan is embod-
ied in Mono Lake Basin Water Right Decision 1631. Decision 1631 speci-
fies that water be allowed to return to the lake to achieve a partial restora-
tion, which should be sufficient to cover up the sources of dust (Patton and
Ono 1995; Mono Lake Committee 1999). The level of the lake has already
started to rise since Decision 1631 became effective in 1994 (see Fig. 14.1).
Decision 1631 also involves plans for the conservation and reclamation of
water in southern California (Mono Lake Committee 1999). A remarkable
feature of the decision is the number of major participants in the proceed-
ings: Los Angeles Department of Water and Power, Mono Lake Commit-
tee, National Audubon Society, California Trout, California Department
of Fish and Game, U.S. Forest Service (Inyo National Forest), California
Department of Parks and Recreation, State Lands Commission, Great
Basin Unified Air Pollution Control District, U.S. Fish and Wildlife Service,
Sierra Club Legal Defense Fund, and Upper Owens River Landowners.
Public health was one of many factors in the decision. The plan to control
dust around Owens Lake does not involve restoration of the lake, but
rather a combination of shallow flooding, managed vegetation, and the ap-
plication of gravel (Ono and Schade 1997). Any possible restoration of
Owens Lake is hampered not only by the intrinsic difficulty of restoring a
lake that became virtually dry by 1930, but also by a complicated history
of ownership and use of the land. The most salient issue is a long-running
legal dispute between the City of Los Angeles and the Natural Soda Prod-
ucts Company, which leased thousands of acres of dry lake bed for min-
ing. The City of Los Angeles is prohibited from flooding the lake bed and
interfering with mining interests.

This example of the diversion of water in California demonstrates that
even a wealthy country suffers adverse consequences of massive schemes
to use water for new purposes, such as the growth of a major metropoli-
tan area. Solutions to these problems lie outside the traditional sphere of
public health and must involve a diverse set of actors from the public sec-
tor and the private sector.



Conclusion

Water resources are important for public health not only for the direct uses
of the water but also for broader ecological benefits. Population growth
and movement, economic development, and climate change have all been
associated with threats to the water resources necessary to sustain public
health. Dealing with those threats requires collaboration by traditional
specialists in public health and others who have a broad interest in the
global ecosystem. The challenge for the twenty-first century is to develop
a better understanding of the linkages between water resources and health
so that those resources can be managed wisely.

S U G G E S T E D  S T U D Y  P R O J E C T S
Suggested study projects provide a set of options for individual or team
projects that will enhance interactivity and communication among course
participants (see Appendix A). The Resource Center (see Appendix B) and
references in all of the chapters provide starting points for inquiries. The
process of finding and evaluating sources of information should be based
on the principles of information literacy applied to the Internet environ-
ment (see Appendix A).

The objective of all three projects is to arrive at a clearer understand-
ing and presentation of the diversity of water-related health problems.

P R O J E C T  1 : Analysis of Ecosystem Changes, Water Resources, and
Public Health
The objective of this project is to deepen the understanding of the interre-
lated forces affecting emerging water-related health problems.

Task 1. Analyze the information of the chapter’s four examples in a re-
port, with special attention given to the diversity of water resources oper-
ating in various health problems.

Task 2. Find an example of a water-related health issue not in the chap-
ter and discuss how it is affected by global ecosystem changes. Compare
your example with the four examples in the chapter.

P R O J E C T  2 : Reference Chart of Emerging Water-Related
Health Problems
The objective of this project is to build a reference chart (written and
graphic) providing an overview of the scope of emerging water-related
health problems, which can be expanded as additional information be-
comes available.

Task 1. Summarize the information transmitted in the examples of this
chapter and your own example from project 1, using key words and phrases.
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Task 2. Develop a clear format in which to present an overview of this
information (e.g., water scarcity, excess water, water/air relation).

Task 3. Find additional information (examples) to expand or modify
your reference chart.

P R O J E C T  3 : Design of Project to Study Global Ecosystem Change
and Water-Related Health Issues
The objective of this project is the application of a wider perspective re-
garding the scope of emerging water-related health problems. This project
can be pursued independently as an in-depth research paper, but it also can
be assigned as a continuation and refinement of the information chart.
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The Traditional Role of the Textbook

Textbooks have played an important role in our educational systems since
about 1830. From first grade primers to sophisticated texts for graduate
programs, they have assisted teachers and instructors on every level in con-
tent provision and assimilation. Textbooks have been the core and basis for
assignment schedules and test materials. Frequently they have supple-
mented lecture and classroom material, and occasionally the study of their
content has fulfilled total curriculum requirements. Textbooks today still
fulfill these functions to a large extent, but their role is adapting to a rapidly
changing learning environment.

Changes in the Learning Environment

Our concept of learning in the United States has been dominated for nearly
a half-century by the behavioral methods and theories of B. F. Skinner. In
our traditional educational settings, we have focused on the acquisition
and feedback of information largely disseminated by instructors. Within
this framework, the teacher, instructor, or lecturer functions as the core in-
formation and referral center. From specific assignments to independent
study projects, the source material used will in some way link back with the
information provision or referral of the classroom instructor. This has put
the responsibility of content integrity and evaluation criteria of informa-
tion entirely on individual course designers. Students are responsible for
the correct feedback demonstrating their understanding of the informa-
tion received. The learning process is regarded as a stimulus-response cy-
cle (Skinner 1953), with quizzes and tests acting as checkpoints for the pro-
jected success of the cycle. This leaves little time for interpretation or
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application of information (i.e., individual knowledge formation). The fo-
cus on information processing—from teacher to student and back to the
teacher—has created barriers to independent thinking and individual ex-
pression, thereby causing an alarming lack of motivation to learn.

The emerging new learning environment is shaped by today’s infor-
mation explosion, the advent of the Internet, which provides almost un-
limited access to information, and by rapid advances in brain research,
which have led to the discovery of a new, uncharted potential of human
learning capabilities. On the basis of these events, our perception of the
learning process is changing with equal rapidity. We have become sensi-
tive to different learning styles (Porter 1992; Gardner 1993) and the adap-
tation of content to diverse learning modes (Campbell et al. 1992). Our
perception of a student is transforming according to new theories and
knowledge regarding human intelligence and how it works (Feuerstein et
al. 1990).

New learning methods have surfaced steadily in experimental educa-
tional settings over the last 30 years but now are welcomed quite often as
appropriate tools for meeting the demand of change. The electronic mag-
azine on teaching and learning in higher education “DeLiberations” (Lon-
don Guildhall University 2000) offers articles, comments, and discussions
on several new learning methods: effective learning, flexible learning, re-
source-based learning, and collaborative learning. These new learning
methods are designed to meet the demands of the work force operating in
a growing global economic environment. Calls for lifelong learners, moti-
vated learners, independent thinkers, and persons with interdisciplinary
skills and decision-making capabilities appear steadily in newspaper arti-
cles, corporate lectures, and training magazines and have a direct effect on
our educational framework. In the words of Peter F. Drucker, “The disci-
plines and the methods that produced knowledge for two hundred years
are no longer fully productive. . . . The rapid growth of cross-disciplinary
and interdisciplinary work should indeed argue that new knowledge is no
longer obtained from within the disciplines around which teaching, learn-
ing, and research have been organized in the nineteenth and twentieth cen-
turies” (Drucker 1989, 252).

The New Role of the Textbook

The changing learning environment has a special effect on institutions of
higher learning, since their graduates are expected to meet not some but
all of the demands stated above. Textbooks in this emerging new learning
environment are changing their role to handbooks for students and pro-
fessors alike, aiding independent learning processes and evaluative knowl-
edge formation. This textbook has been designed to be a handbook for to-
day’s researchers pursuing multiple inquiries into global environmental
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health issues. It provides numerous starting points for short- and long-
term research projects (see “Introduction: How to Use This Book”).

Mental Skills Development

Research strategies and procedures have developed over time into strictly
logical linear thought processes. The fact that linear thinking is only part
of a larger whole-brain thinking process has been forgotten. Therefore, our
customary research tools often do not meet the increasing demands of in-
terdisciplinary inquiries.

Recent developments in brain research have not only provided new in-
sights into and understandings of the vast abilities of our learning poten-
tial and how our brain works but also have opened new ways and methods
to activate our learning potential. Heightened mental skills can have a de-
cisive effect on the design of research approaches in interdisciplinary re-
search projects. One technique of learning how to maximize our brain’s
untapped potential and use “radiant thinking” (Buzan 1996) is mind map-
ping, a unique way of note taking and organizing thoughts and ideas. In-
stead of writing ideas, notes, and memos in columns, like a shopping list,
the notation starts with a central idea put into a circle in the center of a
sheet of paper and then develops major and secondary branches reaching
outward, connecting all pertinent information to the central topic. This
notation system reflects exactly how our “whole brain” works. It promotes
better memory and quicker realizations of connections in establishing
cause and effect, and it develops a wider scope of perception. Tony Buzan,
the originator of mind mapping, has written several books on the subject
and has developed mind-mapping software, which is being increasingly
used in planning and development functions (MindJet LLC 2000).

Information Literacy on the Internet

The American Library Association and the library science departments of
several universities have assumed leadership in adapting traditional infor-
mation literacy to the new Internet environment (American Library Asso-
ciation 1999). Their aim is continually to develop and refine appropriate
standards and criteria for searching, evaluating, and citing information
gleaned from the vast availability of traditional and electronic sources (see
Appendix B) in order to guarantee sound research procedures. The tasks
of evaluating, selecting, organizing, and indexing materials from credible
sources have traditionally been the venue of the librarian, in close con-
junction with course designers and researchers. Today, every student, re-
searcher, lecturer, and writer who is quoting sources must learn to perform
these tasks, referring to the librarian only as guide but not as source. In-
formation literacy skills are becoming essential for the performance of se-
rious research work. The researcher must be able to separate the wheat



from the chaff among the multitude of available sources, especially when
using computer-based or Web-based resources.According to Lida L.Larsen,

the term information literacy means the ability of people to

— know when they need information

— find information

— evaluate information

— process information

— use information to make appropriate decisions

The Internet has added a new dimension to traditional information literacy

issues—especially in the exploding growth of the World Wide Web. Nearly a

mix between all other media, the Web democratizes information ownership,

provision, and retrieval. The Web allows us to speak directly to the purveyors

of information in every imaginable field. Few reference librarians, teachers,

publishers, or other mediating forces stand between us and information on

the Internet, and specifically, the Web. While this does have great advantages

in expanding our information base and providing more accurate and timely

information at the “click of a mouse,” it also means, perhaps, more intellec-

tual effort on the part of the information consumer to develop valuable crit-

ical thinking skills and to evaluate the sources, quality, and quantity of that

information. It also means serious attention should be paid to intellectual

property and appropriate use issues. (Reproduced with permission from

Larsen 1999)

Information literacy—the development of standards and criteria for
selecting credible sources and validating information in an environment
where information proliferates explosively and unchecked—is an ongoing
effort by library scientists in official positions of recognized educational
institutions. Part of the process is raising awareness of the need for infor-
mation literacy and communicating the necessary skills to students on
every level.

Evaluating Information
Proving the reliability and authenticity of information in traditional set-
tings has been done by obtaining the author’s name and background or in-
stitutional affiliation, the date of the publication, and peer review if avail-
able—all traceable through the publishing agency. Today, in a world of
website creations and self-publishing, new questions are being raised for
information validation, and a number of elements will help the researcher
in identifying resources of value using the World Wide Web: content scope,
authority and bias, accuracy, timeliness, permanence, value-added fea-
tures, presentation (Larsen 1999). Abbreviated comments on each crite-
rion, based on L. Larsen’s online information, are found in Box A.1.
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Citing Electronic Information
Citing electronic information is an integral part of establishing standards
for the use of electronic information. Several guidelines have been devel-
oped by different institutions. Citations in this appendix are following the
standards put forth in Land (1998).

Browsing the Web
Using the Web as a research tool can be extremely rewarding, but it also
can cause time delays due to sidetracking and losing focus. Research on the
Web requires a detective’s mind—open to all possibilities for solving the
case—and strict search discipline. Considering time constraints and aca-
demic requirements, the following guidelines will maximize the results of
Web searches:

1. Have a good plan for beginning your interdisciplinary inquiries.
2. Set a time for browsing (2 hours).
3. Keep a log and summarize findings.
4. While searching, write down new facts you learn (including negative

results) and new questions that emerge.
5. Link information received to other sites and traditional sources.
6. Evaluate information as you search (see criteria in Box A.1).
7. Be sure to keep a written account of your search.

B O X  A . 1
Criteria for Evaluating Information
on the Web

Content Scope: Determine how much ma-

terial is covered.

Authority and Bias: Look for credentials

of the information provider, institutional af-

filiation, and points of view being “sold” to

the viewer.

Accuracy: Match appropriateness of topic

to site. Look for credentials of author/cre-

ator/publisher, peer review, and other re-

sources on the topic.

Timeliness: Check posting and revision

dates and policy statements for information

maintenance.

Permanence: Look for explicit statements

of temporary or changing location of servers

or files and author’s relationship to the

server infrastructure.

Value-Added Features: Look for Web sites

moderated by trained professionals who re-

ceive and respond to feedback. Determine

whether other sites evaluate or rate infor-

mational content. Check whether computer

tools are enhancing the transmission of in-

formation.

Presentation and Organization: Look for

clarity in the page or site layout, the site’s or-

ganizational design, and the help/example

sections.

Note: These criteria have been adapted with

permission from Larsen 1999. Further guide-

lines for evaluating Web sources can be ac-

cessed at the University of Maryland Li-

braries at http://www.lib.umd.edu/UMCP/UES/

evaluate.html.



Interactivity and Communication

The concept of research being a solitary pursuit still lingers. Within the
context of our information age, a new paradigm emerges: shared research
will produce deeper knowledge. The classroom of today has to share ideas
and findings of each individual and arrive at knowledge drawn from mul-
tiple perspectives.

Study projects can be carried out in a variety of ways—from individ-
ual assignments to group projects in short and long time frames. Many
combinations are possible. An individual paper could serve as the basis for
a group discussion. Documentation of Web searches could serve as a basis
for group discussion. Conversely, a summary of group discussion could
serve as the basis for an individual paper. Presentations of group efforts
could generate shared knowledge and create the basis for future research.
The key to successful results and the continuation of motivated research is
the establishment of a communication system between class members and
facilitators of information.
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The Resource Center offers a selection of information sources as first con-
tact points for launching interdisciplinary research projects. In conjunction
with Chapter 1, the individual chapter references, and suggested study pro-
jects, the Resource Center provides a unique linkage to traditional and elec-
tronic resources within the contents of the book. It also assists the user in
accessing outside resources, thereby expanding on the themes of this book.

References appear at the end of each chapter. Electronic references are
listed as chapter references but might reappear in the Resource Center.

The most useful function of the Resource Center is its guidance for
searching and utilizing website information. Searching electronic resources
has become an integral part of conducting modern-day research.

Websites are listed in three categories:

1. Annotated websites: comprehensive sites dealing with the themes of
the book on an international/global basis and providing extensive
links.

2. Topically arranged websites: sites that are grouped under specific top-
ics (such as climate, land use, and population growth) with a focus on
a particular theme or regional and local information. They are detail
oriented and often relate to electronic chapter references.

3. Useful directories and online libraries: sites that provide either one or
a combination of the following services: free access to large library col-
lections online; information network systems providing cross-refer-
enced resources; e-mail addresses, fax numbers, and phone numbers
for contacting experts.
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2000.



The Resource Center does not claim to be all-comprehensive but presents
a carefully selected choice of resources to encourage innovative and moti-
vated research. Its main objective is to make links of information more
transparent. The quality standards of the American Library Association
served as selection criteria. The criteria for evaluating electronically trans-
mitted information sources are outlined in Appendix A.

Annotated Websites

The following websites were selected for their cross-reference linkages sup-
porting the themes of the book, their capacity to provide access to multi-
ple information systems, their timely update practice, and their interna-
tional or global dimension. Many of the sites feature links to each other.
This can prove helpful when a server does not bring the desired site on
screen via its uniform resource locator (URL)—access can be obtained
quite frequently through another site. Some sites refer primarily to envi-
ronmental issues; some refer primarily to health issues. A few sites feature
cross-cutting themes and allow access to environmental and health issues
(i.e., CIESIN, United Nations, World Bank, World Resources Institute).

The first eight URL listings are U.S. government agencies with primary
concerns for the environment and human health. They are followed by two
United States–based sites with strong international links.

The next 10 listings were selected for their specific global and interna-
tional essence and interdisciplinary research goals. The selection starts
with the United Nations site, which has worldwide locations for various
member groups or programs, of which five were selected for annotation.
The remaining four listings are programs sponsored by the International
Council of Scientific Unions (ICSU); all are located in Europe, but they are
globally linked. They constitute a close international research network. The
site functioning as an umbrella for the ICSU-sponsored programs is the
International Geosphere-Biosphere Programme (IGBP), accessible via two
addresses.

The next small cluster of four listings with home pages in the United
States and Europe were chosen for their emphasis on linkages.

The compilation ends with four selections offering services or per-
spectives that reinforce the global and interdisciplinary aspects of environ-
mental research.

U.S. Government Agencies

URL: http://www.epa.gov/epahome/research.htm
Environmental Protection Agency (EPA)
EPA’s mission is to protect human health and the environment. The infor-
mation on this site is extensive and provides access to publications and
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technical documents, ongoing research programs, environmental data and
tools for scientific inquiry, laboratories and research centers, and a host of
links to other resources. As the gateway to environmental information in
the United States, it is linked to other federal and state government sites,
thereby providing the opportunity to cross-reference a vast collection of
available information on a theme. The environmental page of the Depart-
ment of Energy’s Energy Information Administration (EIA, http://www
.eia.doe.gov/energy/environ.html), particularly, features EPA/EIA cross-
cutting references. The EPA site is updated regularly and current within the
span of a month.

URL: http://www.hhs.gov/
U.S. Department of Health and Human Services (HHS)
HHS is the federal government’s principal agency for protecting the health
of all Americans and providing essential human services. The department
includes more than 300 programs, carried out by 13 agencies. Of the 8 pub-
lic health operating divisions, 2 provide particularly appropriate resources
for the themes of this book: Centers for Disease Control and Prevention
(CDC) and National Institutes of Health (NIH). Both are annotated sep-
arately.

URL: http://www.cdc.gov/
Centers for Disease Control and Prevention (CDC)
CDC is located in Atlanta, Georgia, and performs many of the adminis-
trative functions for the Agency for Toxic Substances and Disease Registry
(ATSDR). CDC’s mission is to promote health and quality of life by pre-
venting and controlling disease, injury, and disability. The CDC includes
11 centers, institutes, and offices and produces a wide variety of health
reports. The National Center for Environmental Health (NCEH), the Na-
tional Center for Health Statistics (NCHS), and the National Center for In-
fectious Diseases (NCID) are especially valuable for the researcher of en-
vironmental health issues in providing resource material. They are easily
accessible through the CDC site and feature updated information.

URL: http://www.nih.gov/
National Institutes of Health (NIH)
The National Institutes of Health are the federal government’s medical re-
search centers. NIH provides a large pool of resources such as consumer
health publications, clinical trials, health hotlines, MEDLINE, and the NIH
Information Index (a subject-word guide to diseases and conditions un-
der investigations at NIH). The National Library of Medicine (NLM), a
part of NIH, offers any researcher in a health-related field the most exten-
sive resource collection on health issues. MEDLINE is NLM’s premier
database, covering the fields of medicine, nursing, dentistry, veterinary



medicine, the health care system, and the preclinical sciences and may be
accessed free of charge on the World Wide Web. MEDLINE contains bib-
liographic citations and author abstracts from more than 3,900 biomed-
ical journals published in the United States and 70 foreign countries and
more than nine million records dating back to 1966. NLM can be accessed
over the NIH site or separately at http://www.nlm.nih.gov/.

URL: http://www.nasa.gov/
National Aeronautics and Space Administration (NASA)
NASA has an extensive site that provides the searcher with special search
help, allowing access to HTML, PDF, and Word files. NASA is deeply com-
mitted to spreading the unique knowledge that flows from its aeronautics
and space research and offers extensive information in many formats. The
environmental researcher will find the results and publications from
NASA’s Earth Science projects most helpful, especially the “Global Change
Master Directory” (http://gcmd.gsfc.nasa.gov), which is linked to neo-
net’s ceos-idn (see under “Directories,” below).

URL: http://www.usgs.gov/
U.S. Geological Survey (USGS)
USGS provides reliable scientific information on biological resources,
geology, national mapping, and water resources. Data can be accessed via
the National Geospatial Data Clearinghouse, which is a component of
the National Spatial Data Infrastructure (NSDI). USGS is committed to
the management of water, biological, energy, and mineral resources. A
special program is the USGS Global Change Research Program, anno-
tated below.

URL: http://geochange.er.usgs.gov/
USGS Global Change Research Program
The USGS Global Change Research Program is a component of the U.S.
Global Change Research Program (USGCRP), complementing research
and observations on oceanic, atmospheric, and biological processes in
other federal agencies. USGS global change research examines terrestrial
and marine processes and the natural history of global change. USGS doc-
uments the character of environments in the past and present and the in-
teractions of processes involved in environmental change.

URL: http://www.nsf.gov/
National Science Foundation (NSF)
NSF is an independent U.S. government agency responsible for promoting
science and engineering through programs that invest $3.3 billion per year
in almost 20,000 research projects in science and engineering. NSF part-
nerships with other government agencies and in the private sector are ex-
tensive through the sponsorship of these research projects. NSF is strongly
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involved in environmental research, especially via its cross-cutting pro-
grams. This website is extensive and provides many valuable links.

United States–based Organizations

URL: http://www.ciesin.org/
Center for International Earth Science Information Network (CIESIN)
CIESIN was established in 1989 as a not-for-profit, nongovernmental or-
ganization to provide information for a better understanding of our
changing world and is United States–based, located at Columbia Univer-
sity in New York. CIESIN conducts projects with a broad array of national
and international sponsors. It maintains two major programs: the Global
Change Research Information Office (GCRIO) and the Socioeconomic
Data and Applications Center (SEDAC). In terms of supporting the themes
of this book, CIESIN offers a particularly helpful resource in thematic
guides to key environmental issues, annotated separately below.

URL: http://www.ciesin.org/TG/thematic-home.html
CIESIN Thematic Guides
Thematic guides offer overviews of some of the key topics and issues that
pertain to the human dimensions of global change, including agriculture,
human health, land use,ozone depletion, political institutions, remote sens-
ing, environmental treaties, resource indicators, and integrated assessment
modeling of climate change. Through the use of links within editorial es-
says that provide structure and direction, thematic guides offer online ac-
cess to the full texts of journal articles, book sections and chapters, papers
from proceedings, governmental reports, maps and images, and other rel-
evant materials. The human health guide includes climate change-related
subsections: changes in the incidence of vector-borne diseases attributable
to climate change, potential increases in mortality due to global warming,
and health effects from increased exposure to ultraviolet-B radiation.

URL: http://www.wri.org/
World Resources Institute (WRI)
Founded in 1982 and based in Washington, D.C., WRI is an independent
center for policy research and technical assistance on global environmen-
tal and development issues. The institute’s particular concern is to build
bridges between ideas and action, meshing the insights of scientific re-
search, economic and institutional analyses, and practical experience with
the need for open and participatory decision making. WRI publishes
“World Resources: A Biennial Report on the Global Environment,” a com-
prehensive data source combining a broad array of environmental, eco-
nomic, and social data for 148 countries with supporting essays on key
trends and timely issues. WRI policy initiatives include health and envi-



ronment indicators, climate protection, environmental health education,
reducing pollution in developing countries, and environmental perfor-
mance indicators. The site is updated daily and provides a comprehensive
set of links to other organizations, electronic media, and data sources.

International Organizations

URL: http://www.un.org/
United Nations
The home page of this world organization lists the United Nations’s five
major concerns: peace and security, economic and social development, in-
ternational law, human rights, and humanitarian affairs. Fourteen buttons
serve as pathfinders of which the “UN around the World” is most helpful
in finding specific U.N. programs or affiliations. The click on “Web Sites in
the UN System” produces a world map and a listing of the acronyms of all
U.N. programs and affiliations, whose geographic locations are indicated
by connective lines to the map. Five of these programs were selected to
be annotated for this collection (WHO, The World Bank Group [IBRD,
MIGA], UNEP, FAO, WMO).

URL: http://www.who.int/
World Health Organization (WHO)
WHO was founded in 1948 at the peak of efforts, which had lasted more
than 100 years, to combat worldwide health hazards like cholera, plague,
smallpox, and yellow fever.A specialized agency of the United Nations with
191 member states, the World Health Organization leads the world alliance
for Health for All. WHO has four main functions: to give worldwide guid-
ance in the fields of health, to set global standards for health, to cooperate
with governments in strengthening national health programs, and to de-
velop and transfer appropriate health technology, information, and stan-
dards. WHO’s mission is the attainment of the highest possible level of
health by all peoples, which translates into more than a dozen different ob-
jectives and specialized functions. Health promotion and the environment
is one objective, which has put WHO in research partnerships for gather-
ing current data on conditions and needs, particularly in developing coun-
tries. Information is widely available and accessible through the pages on
“Information Sources” and “Health-Related Sites Hosted by the World
Health Organization.” One of WHO’s regional offices is singled out for
separate annotation (see below).

URL: http://www.paho.org/
Pan American Health Organization (PAHO)
In the historical sequence of efforts culminating in the founding of the
World Health Organization, the Pan American Sanitary Bureau—fore-
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runner of today’s PAHO—was established in 1902; it later became WHO’s
regional office for the Americas. In 1950, PAHO was recognized as a fully
autonomous and specialized inter-American organization, thereby be-
coming a component of the United Nations and the inter-American sys-
tems. It is based in Washington, D.C. PAHO’s mission statements coincide
closely with those of the WHO but concentrate on the Americas. PAHO
has documented the changes and advances in health achieved by the coun-
tries in the region for close to a century, thus providing invaluable infor-
mation resources. PAHO’s country profile database functions as the offi-
cial regional information source on mortality in the Americas. PAHO
issues a quadrennial publication, “Health in the Americas,” as well as the
annual series, “Health Statistics from the Americas.”

URL: http://worldbank.org/
The World Bank Group
The World Bank’s formal relationship with the United Nations is defined
by a 1947 agreement that recognizes the bank as an independent special-
ized agency of the United Nations—as well as a member and observer in
many U.N. bodies. United Nations/World Bank cooperation dates back to
the founding days of the two organizations (1944 and 1945, respectively).
The Global Environment Facility (GEF), launched in 1990, is jointly ad-
ministered by the bank, the U.N. Development Programme (UNDP), and
the U.N. Environment Programme (UNEP). GEF projects are adminis-
tered in four program areas:

1. conserving biodiversity and improving forest, farmland, coastal,
mountain, marine, and wildlife management

2. saving energy and promoting open markets for renewable energy
3. addressing the degradation of oceans, coastlines, lakes, wetlands, and

rivers caused by the loss of habitats and pollution and stopping over-
fishing

4. assisting nations in eastern Europe and the Russian Federation in
phasing out the use of chemicals that deplete the ozone layer

The Environmentally and Socially Sustainable Development (ESSD)
Network enhances and maintains strategic alliances with key partners (gov-
ernments, foundations, regional development banks, bilateral and multilat-
eral agencies, U.N. agencies, nongovernmental organizations, and specific
constituents) to advance environmentally and socially sustainable develop-
ment in client countries. ESSD oversees the integration of economic, envi-
ronmental, rural, and social criteria in World Bank–financed projects.

The bank’s site map lists an index of all development topics and sub-
topics (e.g., environment or health, nutrition and population) that provide
access to specialized information.



URL: http://www.unep.org/
United Nations Environment Programme (UNEP)
UNEP is a comprehensive, always currently updated site addressing far-
reaching environmental issues, including human health and well-being.
Global, national, and regional data on environmental issues are collected
and documented. The Global Environmental Outlook (GEO) facilitates a
comprehensive report on the state of the environment based on the input
of 20 regional centers. The list of environmental issues is organized under
7 headings: access to environmental information, chemicals, environmen-
tal law and enforcement, forest fires, industry and environment, trade and
environment, and youth and environment; together, these include 30 sub-
headings. Part of the UNEP is the United Nations System-wide Earthwatch
(http://www.unep.ch/earthw.html).

URL: http://www.fao.org/
Food and Agriculture Organization of the United Nations (FAO)
FAO was founded in 1945 with a mandate to raise levels of nutrition and
standards of living, improve agricultural productivity, and better the con-
dition of rural populations. It is the largest autonomous agency within the
U.N. system. The organization offers direct development assistance and
acts as an international forum for debate on food and agriculture issues.
FAO is active in land and water development, plant and animal produc-
tion, forestry, fisheries, economic and social policy, investment, nutrition,
food standards and commodities, and trade. A specific priority of FAO is
sustainable development, a long-term strategy for the conservation and
management of natural resources.

Within FAO’s extensive website, three locations are of special interest
in the context of this book’s resource collection: Global Information and
Early Warning System on Food and Agriculture (GIEWS), Emergency Pre-
vention System for Transboundary Animal and Plant Pests and Diseases
(EMPRES), and Sustainable Development (SD) Dimensions Specials. All
three locations can be accessed from FAO’s home page.

URL: http://www.wmo.ch/
World Meteorological Organization (WMO)
WMO is a U.N. specialized agency, founded in 1950. The organization fea-
tures nine major programs: Applications of Meteorology Programme
(AMP), Atmospheric Research and Environment Programme (AREP),
Education and Training Programme (ETR), Global Climate Observing
System (GCOS), Hydrology and Water Resources Programme (HWR),
Technical Cooperation Programme (TCO), World Climate Programme
(WCP), World Climate Research Programme (WCRP), and World Weather
Watch (WWW). All nine programs provide vital information relating to
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the topics of this book. WMO’s programs are frequently cosponsored with
other organizations, especially in regard to climate research, thereby pro-
viding natural links to other websites of this collection.

URL: http://neonet.nlr.nl/ceos-idn/campaigns/IGBP.html
International Geosphere-Biosphere Programme (IGBP)
IGBP is an interdisciplinary scientific activity established and sponsored
by the International Council of Scientific Unions (ICSU) since 1986. The
IGBP secretariat was established at the Royal Swedish Academy of Sciences
in 1987. The program is focused on acquiring basic scientific knowledge
and on the interactive processes of the biology and chemistry of the earth
as they relate to global change. IGBP’s 11 program elements are organized
in 8 broadly discipline-oriented core projects, covering such topics as at-
mospheric science, terrestrial ecology, oceanography, hydrology, and links
between the natural and social sciences. The site is an umbrella for detailed
sites on the 11 program elements, each of which features selective links to
specifically pertinent sites within the program. The following sites have
been selected from the 11 program elements.

URL: http://neonet.nlr.nl/ceos-idn/datacenters/LUCC.html
Land Use and Land Cover Change (LUCC), IGBP
LUCC is a central program element and core project of IGBP, cosponsored
by the International Council of Scientific Unions (ICSU), the International
Human Dimensions Programme on Global Environmental Change (IHDP),
and the International Social Science Council (ISSC). LUCC is an interdis-
ciplinary program aimed at improving understanding of land use and land
cover change dynamics and their relationships with global environmental
change. One LUCC project is in southeast Asia, with teams in Malaysia, the
Philippines, Indonesia, and Thailand. Research assistance is provided by
IGBP and START (see below). The main objective of this project is to gain
better understanding of the driving forces underlying forest conversions in
the region, which will link to an overall scheme on climatic change. En-
largement of the project’s scope in the future will include investigation of
how land cover changes affect human activities. The site is often accessed
more easily via http://www.start.or.th/LUCC/.

URL: http://neonet.nlr.nl/ceos-idn/campaigns/START.html
Global Change System for Analysis, Research and Training,
IGBP (START)
START is a joint project of the International Geosphere-Biosphere Pro-
gram (IGBP), the International Human Dimensions Program (IHDP),
and the World Climate Research Program (WCRP), a U.N. affiliate, devel-
oping the concept of a global system of regional networks of institutions.
START’s mission is



— to develop a system of regional networks of collaborating scientists
and institutions,

— to conduct research on regional aspects of global change,
— to assess the causes and effects of global regional change, and
— to provide relevant information to policymakers and governments.

START has established Regional Research Networks (RRN) with affiliated
Regional Research Sites (RRS) and at least one Regional Research Center
(RRC).

URL: http://neonet.nlr.nl/ceos-idn/campaigns/IHDP.html
International Human Dimensions Programme on Global Environmental
Change (IHDP)
IHDP is an international, interdisciplinary, nongovernmental, social sci-
ence program dedicated to promoting and coordinating research aimed at
describing, analyzing, and understanding the human dimensions of global
change. IHDP links researchers, policymakers, and stakeholders by identi-
fying new research priorities and facilitating the dissemination of research
results. IHDP emphasizes four primary projects: land use and land cover
change, global environment and human security, institutional dimensions
of global change, and industrial transformation. It is involved in other
IGBP core projects. The site also provides access to online working papers,
program updates, upcoming conferences, and other links.

Focus on Linkages

URL: http://www.igbp.kva.se/intergov.html
Intergovernmental Organizations
This site is part of the IGBP address. It lists well-developed links between
IGBP and U.N. bodies on global change issues. The U.S. Global Change Re-
search Information Office is listed with the notation of “offering many
links to related web pages.”

URL: http://www.gcrio.org/
U.S. Global Change Research Information Office (GCRIO)
GCRIO provides access to data and information on global change research,
adaptation/mitigation strategies and technologies, and global change–re-
lated educational resources on behalf of the U.S. Global Change Research
Program (USGCRP). GCRIO’s global change resources include the “Com-
pendium of Global Change Information Resources.”

URL: http://www.usgcrp.gov/usgcrp/GCRPINFO.html
U.S. Global Change Research Program (USGCRP)
The USGCRP was formalized in 1990 by the Global Change Research Act
of 1990. Its mission and goals focus on the scientific study and compre-
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hensive investigation of Earth system processes and their interactions, with
the participation of an extensive community of international scientists
from a wide range of scientific disciplines. USGCRP research is organized
around a framework of observing, documenting, understanding, and pre-
dicting global change, and its activities are coordinated with other related
national and international research programs. Included in the program is
the development of tools and capabilities to conduct integrated assess-
ments to synthesize and communicate the findings of this research.

URL: http://www.gcdis.usgcrp.gov/
Gateway to Global Change Data
This site is one of the tools developed by the U.S. Global Change Research
Program (USGCRP) and Global Change Data and Information System
(GCDIS) to communicate global change data. The site is linked to perti-
nent programs and research conducted in other U.S. agencies and dissem-
inates the latest data and abstracts on new publications.

Reinforcement of Interdisciplinary Perspectives

URL: http://sdgateway.net/noframe/events/en_21980.htm
SD Gateway
SD Gateway integrates the online information developed by members of
the Sustainable Development Communications Network (see IISD under
“Directories,” below). Information is indexed alphabetically and by con-
cept. Its services include the “SD Primer,” with more than 1,600 links, list-
ings of mailing lists, sustainable development news sites, library collec-
tions, and the calendar of events. The latter features past and future events
from May 1997 through the year 2000, thus providing an excellent overview
of current scientific information addressing sustainable development. Fu-
ture services will include collaborative work on sustainable livelihoods, en-
vironmental law, public participation, sustainable cities, and water.

URL: http://www.fni.no/
The Fridtjof Nansen Institute (FNI)
FNI is an independent foundation engaged in applied social science re-
search on international issues concerning energy, resource management,
and the environment. The academic approach is multidisciplinary and col-
laborative with other research institutions in Norway and abroad. FNI car-
ries out its research within several programs and activities, on which the
“Yearbook of International Co-operation on Environment and Develop-
ment” provides extensive information. It combines independent, high-
quality analysis and updated reference material. The “Country Profiles”
section of the yearbook, especially, features comprehensive data on envi-
ronmental research.



URL: http://www.iiasa.ac.at/
The International Institute for Applied Systems Analysis (IIASA)
IIASA is a nongovernmental research organization located in Austria and
is sponsored by scientific “national member organizations” in nations of
Europe, North America, and Asia. The institute conducts interdisciplinary
scientific studies on environmental, economic, technological, and social is-
sues in the context of human dimensions of global change. It has been the
site of successful international scientific collaboration addressing such ar-
eas of concern as energy, water, environment, risk management, and hu-
man settlement. In addition to the research plans, the institute offers the
Young Scientists Summer Program and the Young Postdoctoral Fellows
Program.

URL: http://www.ncar.ucar.edu/
The National Center for Atmospheric Research (NCAR)
NCAR carries out important research activities in several scientific divi-
sions and programs—working with member universities on a broad range
of investigations to better understand our earth’s climate systems. Among
the nine programs, the Environmental and Societal Impacts Group (ESIG)
is mostly concerned with environmental change and the effects associated
with the complex relationship of the atmosphere, environment, and soci-
ety. ESIG is singled out for separate annotation below.

URL: http://www.esig.ucar.edu/
The Environmental and Societal Impacts Group (ESIG)
ESIG provides extensive information and links to related sites in its
quest to document various effects of environmental change. One of its
outstanding services is the listing of publications. ESIG offers a com-
prehensive bibliography of its staff publications by year, selected publi-
cation abstracts, and online newsletters, journals, and web-only publi-
cations.

Topically Arranged Websites

The following addresses are samples of smaller sites with a stronger focus
on a particular theme or regional and local concerns. The updating of these
sites might not always be dependable, but they will serve as excellent in-
formation sources for research inquiries, providing specifics for cross-cut-
ting analyses. A list of the chapters in this book that include URL references
is added for easier access in topically designed research.

Atmospheric Changes—Climate

URL: http://www.pik-potsdam.de/
Potsdam Institute for Climate Impact Research (PIK)
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URL: http://www.igc.apc.org/climate/Eco.html
The Climate Action Network Newsletter

URL: http://www.me3.org/issues/climate/reports.html
Sustainable Minnesota’s Climate Change

Land Use—Agriculture

URL: http://www.mluri.sari.ac.uk/
Macauly Land Use Research Institute

URL: http://www.crle.uoguelph.ca/iale/
The International Association for Landscape Ecology

URL: http://www.ecostudies.org/
The Institute of Ecosystem Studies

Water

URL: http://www.den.doi.gov/wwprac/
Western Water Policy Review Advisory Commission

URL: http://www.hydroweb.com/iaeh.html
International Association for Environmental Hydrology

URL: http://www.irn.org/
International Rivers Network

Population—Urbanization-Migration

URL: http://www.cnie.org/pop/urban.htm
The National Library for the Environment

URL: http://www.state.gov/www/global/prm/
U.S. State Department-Bureau of Population, Refugees, and Migration

URL: http://opr.princeton.edu/
Office of Population Research-Princeton University

Environmental Policies

URL: http://www.ifc.org/enviro/
IFC Environment Division

URL: http://www.econ.ag.gov/briefing/con_env/
Domestic Conservation and Environmental Policies Briefing Room

URL: http://www.heartland.org/
The Heartland Institute



Chapters Listing URLs

— Chapter 1: Information on Issues of Global Change
— Chapter 2: Epidemiological Study Designs
— Chapter 3: Geographic Information Systems
— Chapter 4: The Science/Policy Interface
— Chapter 5: Integrated Assessment
— Chapter 6: Human Populations in the Shared Environment
— Chapter 7: The Changing Chemistry of Earth’s Atmosphere
— Chapter 8: An Earth Science Perspective on Global Change
— Chapter 9: Water Resources Management
— Chapter 12: Malaria and Global Ecosystem Change
— Chapter 13: Global Climate Change and Air Pollution: Interactions

and Their Effects on Human Health
— Chapter 14: Too Little, Too Much: How the Quantity of Water Affects

Human Health

Online Directories and Library Services

The main criteria for listing an information source as a directory are the
volume and comprehensiveness of the information and the presentational
format, that is, compilations of lists and information in digest form lead-
ing to full texts and cross-references. Annotations will give both directo-
ries and library services more specific qualifications for the user.

Directories

URL: http://gcmd.gsfc.nasa.gov
Global Change Master Directory
A comprehensive, always updated directory of information about earth
science data, including broad coverage of the oceans, atmosphere, hydro-
sphere, solid earth, biosphere, and human dimensions of global change.

URL: http://neonet.nlr.nl/directory/index.html
NEONET Directory

— Atmosphere: Atmospheric institutes and meteorological information.
Special topic: Atmospheric chemistry.

— Land: Agriculture, land use, forestry, solid Earth (geodesy).
— People: Who is in remote sensing?
— Water: Water management, coastal zones, research on oceans and cli-

mate change.
— Education and Training: Universities and courses on remote sensing.
— Library: Online periodicals and publications, access to remote sensing

libraries.
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— Organizations: Related remote sensing organizations, European pro-
jects (Committee on Earth Observation Satellites—CEOS) and space
agencies.

— Providers: Links to NEONET providers of information on remote
sensing.

— Technology: About sensors and platforms.

URL: http://neonet.nlr.nl/ceos-idn/
Committee on Earth Observation Satellites—International Directory
Network (CEOS-IDN)
This is the Dutch operating node of the CEOS-IDN. For further informa-
tion refer to the European Coordinating Node at the European Space
Agency’s Earth Observation Informatics Services (ESA/ESRIN) or to
NASA’s Global Change Master Directory. CEOS-IDN contains metadata
references to datasets, datacenters, sensors, projects, and satellites. The
IDN can be searched by performing a keyword search, by browsing
through the page lists, or by browsing through the index tree.

Page lists

— Campaigns (121 entries, 105 new or modified in last update)
— Datacenters (150 entries, 148 new or modified in last update)
— Datasets (7,803 entries, 7,803 new or modified in last update)
— Sensors (114 entries, 30 new or modified in last update)
— Sources (183 entries, 13 new or modified in last update)

URL: http://www.globalchange.org/
Global Change—Electronic Edition
“Global Change” is published by the Pacific Institute for Studies in Devel-
opment, Environment, and Security. The electronic edition provides ex-
tensive current listings of global change information, links to other online
resources, and access to Global Change Archives and the Global Change
Digest Archives. Although the primary focus is on climate and ozone de-
pletion, this source presents a wide spectrum of information on forces con-
tributing to global change.

URL: http://www.ncdc.noaa.gov/
National Climatic Data Center (NCDC)
NCDC is the world’s largest active archive of weather data with multiple
feed-in sources. It is part of the U.S. Department of Commerce National
Oceanic and Atmospheric Administration (NOAA)’s National Environ-
mental Satellite, Data, and Information Service (NESDIS). NCDC’s mis-
sion is global in nature and promotes global environmental stewardship by
describing, monitoring, and assessing the climate and supporting efforts
to predict changes in the earth’s environment.



URL: http://iisd.ca/
The International Institute for Sustainable Development (IISD)
IISD is located in Canada. IISDnet, the home page of IISD, is a state-of-
the-art Internet information server. Users will find the most up-to-date
and extensive resource information on sustainable development, research,
new trends, global activities, and contacts. It features several information
sites (directories) within the institute and is linked to sustainable develop-
ment research centers around the world. Two IISD directories are anno-
tated below.

URL: http://www.iisd.ca/linkages/
Linkages
Linkages is a multimedia resource for environment and development pol-
icymakers. It includes up-to-date information on past, present, and up-
coming U.N. negotiations pertaining to sustainable development, hyper-
text index to all issues of the “Earth Negotiations Bulletin,” links to the
official U.N. documents supporting each of the negotiations, and full text
versions of selected interventions and background documents.

URL: http://iisd1.iisd.ca/ic/
A list of key international sustainable development organizations and
institutes
This list and other information sources from the IISD Sourcebook and
Publication Catalogue can also be accessed through the IISD home page
by clicking “Information Centre.”

URL: http://gssd.mit.edu/Gssd/gssd.nsf?Open
The Global System for Sustainable Development at MIT—Knowledge
Meta-Networking for Decision & Strategy (GSSD)
GSSD is a project of the Global Accords Consortium for Sustainable De-
velopment housed at the Massachusetts Institute of Technology (MIT). It
consists of an evolving, quality-controlled, and highly cross-referenced in-
dex to some of the best resources and materials on sustainability to be
found on the Internet. A set of knowledge management, search, and navi-
gation tools allows users to customize their own site inputs into the system
or tailor specific retrieval queries over the GSSD knowledge base, which
consists of more than 2,500 abstracted, indexed, and cross-referenced sites.
These sites are drawn from more than 250 institutions worldwide. Users
accessing the GSSD knowledge base are assisted by a guide to research out-
lines of 14 core concepts and a sophisticated threefold search mechanism.

URL: http://www.cnie.org/
The National Council for Science and the Environment (CNIE)
The CNIE introduces its services as “The National Library for the Envi-
ronment.”However, CNIE’s information dissemination includes topics be-
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yond library services and takes on the broader scope of a major directory.
A major asset is the inclusion of all Congressional Research Service (CRS)
reports on environmental issues, as well as reference resources generated
by CRS.

Library Services

URL: http://www.nap.edu/
National Academy Press
This online reading room enables users to read more than 1,500 books on-
line. Titles can be accessed via a category browser.

URL: http://www.nlm.nih.gov/
National Library of Medicine (NLM)
NLM has the world’s largest selection of medical literature and documents.
Access through the main address offers overviews to health information
and library services, including specialized services (SIS) and research pro-
grams, as well as a link to MEDLINE.

URL: http://www.ncbi.nlm.nih.gov/PubMed/
PubMed
PubMed is NLM’s search service to access the nine million citations in
MEDLINE and Pre-MEDLINE (with links to participating journals) and
in other related databases.

URL: http://www.idealibrary.com
International Digital Electronic Access Library (IDEAL)
IDEAL is an online library, specializing in professional journals. It cur-
rently offers full-text electronic access to nearly 250 Academic Press, W. B.
Saunders, and Churchill Livingstone journals.





Abbreviations

AAOE Antarctic Atmospheric Ozone Experiment

ADEOS Advanced Earth Observing System (Japan)

Ae. aegypti Aedes aegypti

AIDS acquired immune deficiency syndrome

An. albimanus Anopheles albimanus

An. arabiensis Anopheles arabiensis

An. funestus Anopheles funestus

An. gambiae Anopheles gambiae

An. melas Anopheles melas

An. quadrimaculatus Anopheles quadrimaculatus

atm atmosphere (unit of pressure)

ATSDR Agency for Toxic Substances and Disease Registry

AVHRR advanced very high resolution radiometer

AWMA Air and Waste Management Association

BAD biologically accumulated dosage

BCC basal cell carcinoma

CARB California Air Resources Board

CDC Centers for Disease Control and Prevention (see HHS)

CDR crude death rate

CEC Commission for Environmental Cooperation

CEOS Committee on Earth Observation Satellites

CEOS-IDN Committee on Earth Observation Satellites–International
Directory Network

CFC chlorofluorocarbon

CH4 methane

CHAART Center for Health Applications of Aerospace Related
Technologies (see NASA)

CIESIN Center for International Earth Science Information
Network

CIIT Chemical Industry Institute of Toxicology

CMR crude mortality rate

CNIE National Council for Science and the Environment

CO carbon monoxide

CO2 carbon dioxide

CRS Congressional Research Service

Cx. pipiens Culex pipiens
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DEM digital elevation model

DLG digital line graph

DNA deoxyribonucleic acid

DOQ digital orthophoto quadrangle

dT diurnal temperature difference

DU Dobson unit

EIA Energy Information Administration

EKMA empirical kinetic modeling approach

ENSO El Niño/Southern Oscillation

EOS Earth Observing System (see NASA)

EPA Environmental Protection Agency

ESA European Space Agency

ESIG Environmental and Social Impacts Group (see NCAR)

ESSD Environmentally and Socially Sustainable Development

EUMETSAT European Meteorological Satellite organizations

EUROGI European Umbrella Organisation for Geographical
Information

FAO Food and Agriculture Organization (see U.N.)

FCCC Framework Convention on Climate Change (see U.N.)

FGDC Federal Geographic Data Committee

FNI Fridtjof Nansen Institute

GCDIS Global Change Data and Information System

GCM global circulation model

GCRIO Global Change Research Information Office

GDP gross domestic product

GEF Global Environment Facility

GIS geographic information system

GOME Global Ozone Monitoring Experiment (see ESA)

GPCP Global Precipitation Climatology Project

GPS global positioning system

GSFC Goddard Space Flight Center (see NASA)

GSSD Global System for Sustainable Development

GWP global warming potential

ha hectare

HCFC hydrogenated chlorofluorocarbon

	-HCH 	-hexachlorocyclohexane

HFRS hemorrhagic fever with renal syndrome

HGE human granulocytic ehrlichiosis

HHS Department of Health and Human Services
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HIV human immunodeficiency virus

H2O water

HPS hantavirus pulmonary syndrome

hr hour

IAI Inter-American Institute for Global Change Research

IAM integrated assessment model

ICDDRB International Centre for Diarrhoeal Disease Research,
Bangladesh

ICSU International Council of Scientific Unions

IDEAL International Digital Electronic Access Library

IGBP International Geosphere-Biosphere Program

IHDP International Human Dimensions Programme on Global
Environmental Change

IIASA International Institute for Applied Systems Analysis

IISD International Institute for Sustainable Development

IMAGE Integrated Model to Assess the Greenhouse Effect

IMR infant mortality rate

IPCC Intergovernmental Panel on Climate Change

IPHECA International Program on the Health Effects of the
Chernobyl Accident

IQ intelligence quotient

IR infrared

ISSC International Social Science Council

IUCN World Conservation Union

km kilometer

LPS lipopolysaccharide

LUCC land use and land cover change

mg milligram

MIR mid infrared

mm millimeter

MMTCE million metric tons of carbon equivalents

MMWR Morbidity and Mortality Weekly Report

MODIS moderate resolution imaging spectroradiometer

mPa millipascal

MSF Médecins Sans Frontières [Doctors Without Borders]

MTBE methyl tertiary butyl ether

NAAQS National Ambient Air Quality Standards

NADP National Atmospheric Deposition Program

NAP National Academy Press



NAPAP National Acid Precipitation Assessment Program

NASA National Aeronautics and Space Administration

NCAR National Center for Atmospheric Research

NCEH National Center for Environmental Health (see CDC)

NCDC National Climatic Data Center (see NOAA)

NCHS National Center for Health Statistics (see CDC)

NCI National Cancer Institute (see NIH)

NCID National Center for Infectious Diseases (see CDC)

NDSC Network for the Detection of Stratospheric Change

NE nephropathia epidemica

NGO nongovernmental organization

NHANES National Health and Nutrition Examination Survey

NIH National Institutes of Health

NIR near infrared

NLM National Library of Medicine

NMHC nonmethane hydrocarbon

NO nitric oxide

N2O nitrous oxide

NO2 nitrogen dioxide

NOx nitrogen oxides

NOAA National Oceanic and Atmospheric Administration

nm nanometer

NPP net primary productivity

NRC National Research Council

NSDI National Spatial Data Infrastructure

NSF National Science Foundation

O2 molecular oxygen

O3 ozone

OECD Organization for Economic Cooperation and
Development

OGC Open GIS Consortium

OR odds ratio

ORS oral rehydration salts

OTAG Ozone Transport Assessment Group

P. falciparum Plasmodium falciparum

P. malariae Plasmodium malariae

PAH polycyclic aromatic hydrocarbons

PAHO Pan American Health Organization (see WHO)

PAN peroxyacetyl nitrate

Pb lead
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PCB polychlorinated biphenyl

PCR polymerase chain reaction

PFC perfluorinated compound

Pg petagram

pH potential of hydrogen

pKa acid dissociation constant

PM particulate matter

PM10 particulates smaller than 10 microns

PM2.5 particulates smaller than 2.5 microns

POP persistent organic pollutant

ppb parts per billion

ppbv parts per billion by volume

ppm parts per million

ppmC parts per million of carbon

ppmv parts per million by volume

PSC polar stratospheric cloud

R0 (sometimes R) basic reproduction ratio

RR relative risk

SAMC Southern Africa Malaria Control

SeaWiFS Sea-viewing Wide Field-of-View Sensor

SEDAC Socioeconomic Data and Applications Center

SEM scanning electron microscopy

SO2 sulfur dioxide

SOI Southern Oscillation Index

SPOT Système probatoire d’observation de la terre [System for
Observation of the Earth]

spp. species (plural)

SSH sea surface height

SST sea surface temperature

SSTA sea surface temperature anomaly

START Global Change System for Analysis, Research and
Training (see IGBP)

STD sexually transmitted disease

TIGER Topologically Integrated Geographic Encoding and
Referencing System

TIN triangulated irregular network

TIR thermal infrared

TNRCC Texas Natural Resource Conservation Commission

TOMS Total Ozone Mapping Spectrometer

TSP total suspended particulates



U.N. United Nations

UNCHS United Nations Centre for Human Settlements (Habitat)

UNDP United Nations Development Programme

UNEP United Nations Environment Programme

UNESCO United Nations Educational, Scientific and Cultural
Organization

UNHCR United Nations High Commissioner for Refugees

UNICEF United Nations Children’s Fund

URL uniform resource locator

USGCRP U.S. Global Change Research Program

USGS U.S. Geological Survey

UTM Universal Transverse Mercator

UV ultraviolet

UV-A ultraviolet-A

UV-B ultraviolet-B

UV-C ultraviolet-C

V. cholerae Vibrio cholerae

VC vectorial capacity

VMT vehicle miles traveled

VOC volatile organic compound

WCRP World Climate Research Program

WHO World Health Organization (see U.N.)

Wm�2 Watts per square meter

WMO World Meteorological Organization (see U.N.)

WRI World Resources Institute
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Joan L. Aron, Ph.D., and Mark L. Wilson, Sc.D.

Accelerated global warming: See enhanced global warming.
Aedes aegypti: Species of mosquito that is a vector of dengue virus. See vector.
Air toxic: Any air pollutant, usually a carcinogen or an irritant, whose emissions

are regulated according to guidelines in the U.S. Clean Air Act that are
different from the guidelines affecting criteria air pollutants. Examples are
benzene and mercury. Air toxics may also be called hazardous air
pollutants. See Clean Air Act, criteria air pollutant.

Algae: Plant found mostly in aquatic environments, having no true root or
stem. See phytoplankton.

Algal bloom: Rapid growth and increase of algae. See algae, phytoplankton
bloom.

Anopheles: Genus of mosquitoes containing species that are vectors of malaria.
See anopheline, vector.

Anopheline: A mosquito of the genus Anopheles, usually in reference to a
species that can be a vector of malaria parasites. See vector.

Anthroponosis: Disease of humans caused by an infectious agent that normally
circulates among humans and for which humans are the natural reservoir.
See zoonosis, reservoir.

Bacteriophage: Virus whose host is a bacterial cell.
Basic reproduction ratio: A theoretical value representing the average number

of new infections that arise during the period of infectiousness of a single
infectious individual who has entered a population of totally susceptible
people.

Biome: Regional ecosystem defined by biogeographic and climatic characters.
Tropical rain forest and desert are examples of terrestrial biomes (Allaby
1998).

Biosphere: The part of the earth’s environment where living organisms are
found and interact. The biosphere may also be termed the ecosphere.

Burden of disease: Mortality, morbidity, and disability in a population caused
by a disease. See mortality rate, morbidity, disability.

Carbon cycle: Movement of carbon on a global scale through oceans,
atmosphere, and biological organisms.

Chromophore: Molecule that absorbs solar radiation.
Clean Air Act: Legislation passed by the U.S. Congress to control emissions of

air pollutants and improve air quality in the United States. See criteria air
pollutant, air toxic.

Cold episode: See La Niña.
Confidence interval: A numeric interval, or range, that has a probability

(usually 95%) of containing the true value of the quantity being estimated.
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Criteria air pollutant: Any of six common air pollutants—small particles,
carbon monoxide, sulfur dioxide, nitrogen dioxide, ground-level ozone, and
lead—whose emissions are regulated according to guidelines in the Clean
Air Act that require the preparation of a “criteria document” by the U.S.
Environmental Protection Agency. In the case of ground-level ozone, the
regulation of emissions applies to volatile organic compounds, which are
precursors to the formation of ozone. See Clean Air Act, air toxic.

Dimer: A molecule formed by the combination of two smaller, identical
molecules.

Disability: A restriction of the ability to perform an activity considered normal.
See morbidity, disease.

Disease: Recognized symptoms of ill health. An infectious disease is a result of
an infectious microorganism present in or on the body of the host. See
infection.

Dose: Quantity of material entering an exposed person. Dose is not the same as
exposure. See exposure.

El Niño: A shift in climatic conditions worldwide associated with a warming of
the central and eastern equatorial Pacific Ocean, which typically occurs
every two to seven years. See El Niño/Southern Oscillation, La Niña.

El Niño/Southern Oscillation: Climatic variability that produces warming and
cooling of the ocean and an oscillation in atmospheric pressure in the
equatorial Pacific region. See El Niño, La Niña, Southern Oscillation Index.

Endemic transmission: Relatively stable transmission of an infectious agent in a
human population. See epidemic transmission, enzootic transmission.

Enhanced global warming: Warming of the earth caused by anthropogenic
emissions of greenhouse gases. See greenhouse gas.

Enzootic transmission: Relatively stable transmission of an infectious agent in
an animal population. Enzootic transmission is analogous to endemic
transmission in humans. See epizootic transmission, endemic transmission.

Epidemic transmission: Transmission of an infectious agent in a human
population in excess of that normally observed in a region during a
particular period. See endemic transmission, epizootic transmission.

Epizootic transmission: Transmission of an infectious agent in an animal
population in excess of that normally observed in a region during a
particular period. Epizootic transmission is analogous to epidemic
transmission in humans. See enzootic transmission, epidemic transmission.

Evapotranspiration: Combination of evaporation and transpiration, two
processes that release water into the atmosphere as water vapor.

Exposure: Contact with a material at a potential portal of entry into the
body—the skin, the respiratory tract, or the gastrointestinal tract. Exposure
is not the same as dose. See dose.

Extrinsic incubation period: The development time of an infectious
microorganism in a vector, which is the time interval between the
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acquisition of the microorganism and the attainment of the capacity to
transmit the microorganism. See vector.

Fossil fuel: Coal, oil, and natural gas, which are carbon-based sources of energy
derived from the fossilized remains of dead plants and animals.

Framework convention: Treaty in international diplomacy under which
participating nations agree to work with one another and take action as
necessary in an open-ended arrangement. In contrast, most treaties commit
participating nations to a specific set of rules.

Framework Convention on Climate Change: International agreement for
nations to work together to avoid damage to the global environment caused
by enhanced global warming. See framework convention, global climate
change, enhanced global warming.

Genetic drift: Random fluctuation of gene frequencies in populations because
of chance events, particularly evident in very small and isolated populations
(Allaby 1998). See natural selection.

Global climate change: Natural or anthropogenic changes to the climate of the
earth. Global climate change is often used loosely to mean the consequences
of enhanced global warming. See enhanced global warming.

Global warming: Warming of the earth that may occur due to natural or
anthropogenic forces. Global warming is often used loosely to mean
enhanced global warming. See enhanced global warming.

Global warming potential: A measure of the warming potential of a greenhouse
gas over a period of time relative to the same weight of carbon dioxide. A
time period of 100 years is typically used in reports directed at policymakers.
See greenhouse gas, million metric tons of carbon equivalents.

Greenhouse effect: Warming of the atmosphere induced by greenhouse gases.
See greenhouse gas.

Greenhouse gas: Gas that absorbs infrared radiation emitted from the earth
and warms the atmosphere. See enhanced global warming.

Ground-level ozone: Ozone that is in the lower portions of the atmosphere
near the surface of the earth. See tropospheric ozone, criteria air pollutant.

Hazard: An environmental exposure associated with increased risk of an adverse
health outcome. The term is used in the context of environmental impact
assessment.

Herd immunity: The proportion of a population that is immune to an
infectious agent, or the prevalence of immunity among members of a
population. Sometimes, the term herd immunity applies specifically to a
population whose proportion immune exceeds a particular herd immunity
threshold. See herd immunity threshold.

Herd immunity threshold: The minimum level of herd immunity that prevents
sustained transmission of an infectious agent in a population. The value of
the threshold depends on characteristics of the infectious agent,



characteristics of the host population, and environmental conditions. See
herd immunity.

Host: Any animal or plant that, under natural conditions, provides sustenance
or shelter to an infectious agent. For parasites, primary or definitive hosts
are those where sexual reproduction normally occurs, and all other hosts
are considered secondary or intermediate.

Hydrological cycle: Movement of water molecules on a global scale through
oceans, atmosphere, surface water, and ground water.

Incidence rate: Ratio of the number of new events during a defined time period
to the population at risk of experiencing the event (Last 1995). Incidence is
often used loosely to mean incidence rate. See mortality rate, prevalence
rate.

Infection: The colonization and replication of a parasitic microorganism that
gains sustenance or shelter from the body of a host whether or not that host
experiences ill health. Infection is not the same as disease. See disease.

Killed vaccine: A vaccine prepared from a killed microorganism that can no
longer reproduce but still produces an immune response. See live attenuated
vaccine.

La Niña: A shift in climatic conditions worldwide associated with a cooling of
the central and eastern equatorial Pacific Ocean. See El Niño.

Leptospirosis: An infectious disease caused by bacteria in the genus Leptospira,
usually found in nonhuman animals such as the urban rat.

Live attenuated vaccine: A vaccine made from living, reproducing
microorganisms that have been selected to produce milder effects than the
natural (wild) strain. See killed vaccine.

Metric ton: 106 grams, or approximately 2,205 pounds.
Million metric tons of carbon equivalents: Million metric tons of a greenhouse

gas multiplied by its global warming potential and by 12/44, which is the
fraction by weight of carbon in carbon dioxide. The global warming
potential is calculated using a period of 100 years. See greenhouse gas,
global warming potential.

Morbidity: Any departure, subjective or objective, from a state of physiological
or psychological well-being (Last 1995). See disease, disability, mortality
rate, burden of disease.

Mortality rate: Ratio of the number of deaths during a defined time period to
the number of persons at risk of dying during the period (Last 1995). A
mortality rate is in effect an incidence rate for which deaths are counted
instead of new cases of a disease. See incidence rate.

Multiobjective: Handling multiple objectives, applied to a system for decision
analysis.

Mycobacterium tuberculosis: Species of bacterium that causes human
tuberculosis.
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Natural selection: A complex mechanism by which the genetic structure of a
population changes over time because of survival of particular members
of that population in different environments (Allaby 1998). See genetic
drift.

Net primary productivity: Amount of plant growth produced by photosynthesis
per area per unit of time.

Oral vaccine: A vaccine administered by mouth. See parenteral vaccine.
Ozone: A reactive gas composed of three atoms of oxygen (O3), which is both

harmful in the troposphere (increasing respiratory illness) and beneficial in
the stratosphere (filtering some ultraviolet radiation). See stratospheric
ozone, tropospheric ozone.

Parenteral vaccine: A vaccine administered by injection. See oral vaccine.
Phytoplankton: Aquatic plant life that is free-floating and usually microscopic.

See zooplankton.
Phytoplankton bloom: Rapid growth and increase of phytoplankton. See algal

bloom.
Plankton: Aquatic biological organisms that are free-floating and usually

microscopic. See phytoplankton, zooplankton.
Plasmodium: Genus of malaria parasites. Four species of malaria parasites infect

humans: Plasmodium falciparum, Plasmodium vivax, Plasmodium malariae,
Plasmodium ovale.

Plasmodium falciparum: One species of malaria parasites, which causes the
most severe clinical illness in humans.

Population attributable risk: Proportion of outcomes (cases of disease)
attributable to a specific exposure in a population of exposed and
unexposed people.

Precautionary principle: A rationale for taking action to avoid catastrophic
damage.

Prevalence rate: Ratio of the total number of individuals who have an attribute
or disease at a particular time to the population at risk of having the
attribute or disease at that point in time (Last 1995).

Radical: Chemical species that contains an odd number of electrons and is thus
especially reactive.

Red Book: An influential report entitled “Risk Assessment in the Federal
Government: Managing the Process,” which was produced by the U.S.
National Research Council in 1983.

Remote sensing: Use of electromagnetic radiation sensors to record attributes
of the environment (Patterson 1998).

Reservoir: The host (vertebrate, invertebrate) or substance (water, soil) in which
a parasitic organism normally resides and which is typically requisite for
parasite replication or development. For most human infections, humans or
other vertebrate species serve as the reservoir.

Risk: Probability that an event will occur in a specified period of time. The term



risk is also used loosely as a synonym for risk factor and hazard. See
uncertainty, surprise.

Risk assessment: The use of the factual base to define the health effects of
exposure of individuals or populations to hazardous materials and
situations. Risk assessment has qualitative and quantitative aspects.

Risk factor: An attribute or exposure associated with increased risk of an
adverse health outcome.

Schistosoma: Genus of parasitic worm that causes schistosomiasis.
Sea surface temperature: Temperature of the sea surface. See sea surface

temperature anomaly.
Sea surface temperature anomaly: Difference between sea surface temperature

and average of sea surface temperature over many years, usually calculated
in a particular region. See sea surface temperature.

Southern Oscillation Index: Difference between measurements of sea-level
atmospheric pressure in Tahiti and Darwin, Australia (Tahiti minus
Darwin). El Niño is related to the negative phase of the index. See El Niño,
El Niño/Southern Oscillation.

Steady state: A configuration of a dynamic system in which all of the variables
remain unchanged over time.

Stratosphere: Atmospheric shell around the earth between the troposphere and
mesosphere, in which temperature tends to increase with altitude due to the
absorption of solar ultraviolet radiation by ozone. The stratosphere
typically extends from altitudes of about 7–15 kilometers at the tropopause
up to about 55 kilometers at the stratopause (top of the stratosphere, at
which temperatures reach a local maximum). See stratospheric ozone,
troposphere, and tropopause.

Stratospheric ozone: Ozone in the stratosphere. Stratospheric ozone prevents
harmful ultraviolet light from reaching the earth. See stratosphere and
tropospheric ozone.

Surprise: Situation in which events or outcomes are very different from prior
expectations. See risk and uncertainty.

Thermocline: Zone in a lake or an ocean where the temperature changes rapidly
from warm to cool with increasing depth.

Transovarial transmission: A mode of transmission of an infectious agent from
a female arthropod vector to her offspring via infection of her eggs.

Tropopause: Boundary between the troposphere and stratosphere at which
temperatures in the lower atmosphere reach a minimum. The tropopause
typically occurs at an altitude of about 7–15 kilometers, being higher at the
equator and lower at the poles. See troposphere and stratosphere.

Troposphere: Lowest atmospheric shell around the earth, extending from the
surface of the earth up to the tropopause at altitudes of about 7–15
kilometers. In the troposphere, temperature tends to decrease with altitude.
See tropospheric ozone, tropopause, and stratosphere.

Tropospheric ozone: Ozone in the troposphere. Excessive tropospheric ozone is
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harmful to human health and the environment. See ground-level ozone,
troposphere, criteria air pollutant, stratospheric ozone.

Uncertainty: Situation in which the risk of a specified event or outcome is
unknown. See risk, surprise.

Vaccine: Biological preparation administered to a person to induce immunity to
an infectious agent. See oral vaccine, parenteral vaccine, killed vaccine, live
attenuated vaccine.

Vector: The organism, usually an invertebrate (insect, tick, or snail, for
example), that carries and transmits a pathogen to a host, usually through a
bite or environmental or food contamination.

Vector competence: The inherent, species-specific ability of a vector (most
often applied to a blood-sucking arthropod) to support the development
and transfer of an infectious microbe.

Vectorial capacity: Potential number of parasite inoculations into the human
population by the vector population that are produced from an individual
infective human host per day of infectivity.

Vibrio: Genus of bacterium containing species that cause cholera and some
other infectious diseases.

Vibrio cholerae: Species of bacterium that causes cholera.

Warm episode: See El Niño.
Water cycle: See hydrological cycle.

Zoonosis: Disease of humans caused by an infectious agent that normally
circulates among nonhuman animal reservoirs. See anthroponosis,
reservoir.

Zooplankton: Aquatic animal life that is free-floating and usually microscopic.
Copepods are a major component. See phytoplankton.

Zooplankton bloom: Rapid growth and increase of zooplankton. See
phytoplankton bloom.
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