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Foreword

Ecosystem Change and Public Health: A Global Perspective, edited by Joan Aron and
Jonathan Patz, is one of those books that has long been due. It will quickly find a
place on the shelves and tables of students, teachers, and professionals working in
a broad range of disciplines.

Because the theme—the interface between ecosystem change and public
health—is so extraordinarily complex, relevant literature and information
sources are spread throughout a multitude of different disciplines, from biology,
chemistry, and physics all the way to the social, economic, and behavioral sciences.
As a consequence, students, faculty, and researchers interested in this area have
lacked a primary source of inspiration and reference for their work.

This is no longer the case. A carefully selected list of contributors provides the
reader with the navigation tools needed for successful exploration of this inter-
face. Embracing the principle that less is more, the book avoids the temptation to
become a source of encyclopedic reference for every discipline. It uses instead
modern pedagogical approaches to encourage active learning—where discovery
is more important than passive absorption of text—and acts as a platform from
which to begin investigating the effects of global ecosystem changes on public
health. This innovative approach is undoubtedly good news.

This first textbook on research methods in this area also stresses the combi-
nation of investigations into health outcomes with integrated assessment for pol-
icy development, which generates insights into the uses and limitations of projec-
tions into the future. This is accomplished by structuring the book into three parts,
the different chapters of which, being cross-referenced, can be read in any order:
(1) approaches to the complex topics of the effects of global change on human
health, (2) environmental changes, and (3) case studies, which link facts about the
effects of global change with the methods needed to understand and remedy them.
There is a great need for further research in this area and for innovative approaches
in tackling the complex, multivariate dependent phenomena that are observed—
as illustrated, for example, by the ongoing debate on the influence of global climate
change on the continuing spread of malaria.

As we enter the twenty-first century, the health implications of a destabilized
global ecosystem are an increasing challenge to scientists, physicians, govern-
ments, and the general public. This innovative textbook will undoubtedly become
amajor source of inspiration for those working and researching in this area of such
need.

Carlos Morel

Director

Special Programme for Research and Training

in Tropical Diseases, UNDP/World Bank/WHO, Geneva
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Preface and Acknowledgments

This textbook, published in the year 2001, introduces a new curriculum for stu-
dents and professionals studying linkages between global ecosystem change and
public health. To the extent that these interactions are highly complex and not at
all straightforward, this book could not have been written without the hard work
and dedication of the contributing expert authors, to whom we are most grateful.
This textbook also might not have been written if not for funding support from
the Climate and Policy Assessment Division within the Office of Policy, U.S. En-
vironmental Protection Agency (EPA). Dr. Joel Scheraga, Division Director, has
demonstrated insight and vision in his support for activities that address the wide
gap in our current knowledge of links between ecosystems and public health. Dr.
Scheraga now serves as director of the Global Change Research Program within
EPA’s Office of Research and Development. Project Manager Anne Grambsch, also
originally in the Climate and Policy Assessment Division and now in Dr. Scher-
aga’s new program, was an invaluable help, and her analytical approach ensured a
truly “value-added” product. As an economic and policy analyst, she augmented
our efforts by providing guidance in the policy relevance of our work and kept us
on task to set a new environmental health curriculum for the next millennium.

The key theme of this curriculum is that complex environmental health chal-
lenges of today require an integrated and interdisciplinary approach. Multiple per-
spectives from the standpoint of knowledge and expertise, investigatory methods,
and a variety of databases are required. Therefore, it was necessary to call upon the
advice and review of many physical, ecological/biological, and social scientists in
developing this textbook. We are grateful to these individuals, who participated in
e-mail conferences early in the book’s development. Excluding the chapter au-
thors, these colleagues comprised four ecologists, three infectious disease special-
ists, three epidemiologists, two veterinarians, two international health physicians,
two environmental epidemiologists, and one each from the disciplines of occupa-
tional and environmental medicine, population dynamics, environmental engi-
neering, health policy, climatology, biostatistics, and environmental toxicology.

Our advisory panel played a unique role in seeing that this book does, in fact,
take off where current environmental health teaching stops. Dr. Andrew Pope, of
the Institute of Medicine of the National Academy of Sciences, previously edited
Environmental Medicine: Integrating a Missing Element into Medical Educationand
so could contribute firsthand experience in what had previously been developed
for environmental health education for physicians. Dr. John Balbus, from the
George Washington University School of Public Health and Health Services,
brought a perspective from the field of occupational and environmental medicine
and sees this book as a required new textbook for this medical specialty, as well as
for students in environmental science and public health.

Our senior science advisor, Prof. Alfred Buck, drew upon his extensive expe-
rience in international health and infectious disease epidemiology as a professor
at the Johns Hopkins School of Hygiene and Public Health and as an epidemiol-
ogist at the World Health Organization. To Professor Buck, the need for an inter-

XVii



Xviii Preface and Acknowledgments

disciplinary perspective is not new. In the 1960s, he led a comprehensive health
screening program in Peru that included an epidemiologist, anthropologist, ento-
mologist, sanitary engineer, and public health personnel. In the introduction to
his book about this project, Health and Disease in Four Peruvian Villages, he wrote
that “the team concept facilitates the integration and comprehensive interpreta-
tion of the extensive field data collected by the various specialists.” Our new text-
book follows in the path established by Professor Buck over 30 years ago, incor-
porating new methods of geographic analysis and integrated assessment in the
spirit of his comprehensive approach to public health.

Our specialist in education and the use of technologies for gathering infor-
mation, Erika Feulner, crafted this multiauthored book into a true textbook for
new styles of learning for the twenty-first century. Her mission was to assist us in
structuring the book to encourage self-learning and exploration, and we believe
that she has succeeded even beyond our expectations. We also appreciate the ex-
pertise of graphic artist Mark Nardini, who helped to unify the visual style of the
graphic elements and enhance the visual clarity of the presentation. A great chal-
lenge in any volume, especially one with a diverse set of contributors, is to avoid
distracting the reader with abrupt changes in style and presentation.

During the long process of organizing and writing chapters, many people who
were not contributors or advisors provided valuable reviews, comments, and
sources. We particularly thank Leon Gordis, Mickey Glantz, Mitch Hobish, Steve
Connor, Michael Stoto, Peter Winch, Carl Taylor, Robert Zimmerman, John
Wiener, Janice Longstreth, Pieter Tans, Arnold Gruber, Bob Larson, Cinzia Cerri,
Saskia Nijhof, William Whelan, Haider Taha, Alden Henderson, Carol Rubin, and
John Feulner. Many others provided materials from a variety of sources—books
or articles not yet published, government reports not readily available, graphic el-
ements from reports, photographs—that have enhanced the quality of the book.
They are thanked individually in the appropriate chapters. We apologize to any-
one we have missed.

We also greatly appreciate the patience and excellent guidance of Wendy Har-
ris, the public health editor of the Johns Hopkins University Press. During the long
path toward production of the manuscript, she never lost faith in the project.



Introduction: How to Use This Book

Purpose

The purpose of this textbook is twofold: (1) to raise awareness of changes
in human health related to global ecosystem change and (2) to expand the
scope of the traditional curriculum in environmental health to include the
interactions of major environmental forces and public health on a global
scale. In support of these broad purposes, this textbook incorporates mod-
ern pedagogical approaches to encourage active learning and reduce de-
pendence on the lecture format, taking advantage of electronic informa-
tion accessible on the World Wide Web.

The themes of ecosystem, environment, and ecology appear through-
out this book in the context of concerns about planet Earth that developed
throughout the twentieth century and will continue to emerge in the
twenty-first century. Each of these terms has many meanings in the litera-
ture, sometimes generating confusion as these terms are often loosely used
as synonyms. The title of the book uses ecosystem instead of environment
or ecology because ecosystem is a comprehensive term that refers to a sys-
tem of interacting biotic and abiotic elements applicable to the study of the
human population and planet Earth. Ecosystern conveys a stronger sense of
interactions than does environment, which often emphasizes the world ex-
ternal to the human population, such as toxic agents in air, food, or water.
Ecosystem also conveys a stronger sense of the importance of abiotic ele-
ments than does ecology, which usually emphasizes the biological world.
Admittedly, the distinctions between these terms are not rigid, as usage has
evolved in different ways in different groups; the important message is that
this textbook emphasizes interactions from a variety of perspectives—
biological, chemical, physical, and social.

A global perspective on ecosystem change and public health covers an
extraordinarily large and complex array of information. Global ecosystem
change refers to changes in the earth’s ecosystem that are global in extent,
including changes in local ecosystems caused by pressures of population
and consumption on local resources, which are becoming more wide-
spread. Global changes arise from the interaction of natural and anthro-
pogenic dynamics, involving a variety of factors such as climate and atmo-
sphere, water and land, and the growth and movement of the human
population. The scope of investigation is rather extensive and can fill vol-
umes and volumes in print and electronic media. A global understanding
of how people are injured, become ill, develop a disability, and die—the
core questions in the science of public health—is also a vast subject.

This textbook embraces the principle that “less is more” and avoids any
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XX Introduction

attempt to be an encyclopedic reference for every discipline. As a place to
begin investigations of how public health is and may be affected by global
ecosystem change, the book focuses on the interface between studies of
global ecosystem change and studies of public health. Case studies, overviews
of relevant material from many fields, and pointers to additional informa-
tion help the reader to explore sources of information, develop inquiries,
and identify techniques that need to be learned. The methodological aim
is to enable the student and researcher to arrive at the intricate picture of
interactions among global change and public health by discovery rather
than by the absorption of text. This textbook integrates the contributions
from multiple authors into a handbook that aids interdisciplinary research
and study design (see Appendix A).

The Target Audience

The primary target audience is a master’s-level student in public health, es-
pecially one with a strong interest in environment and health. This book
should be helpful for students in public health seeking to integrate studies
of infectious and noninfectious diseases. The scope of the book includes
but is not restricted to infectious diseases, which are commonly taught sep-
arately from environmental health issues that focus on the toxicity of
chemical and physical agents. Another target audience is master’s-level stu-
dents and upper-level undergraduate students in a variety of disciplines—
environmental science, climatology, ecology, geography, and social science.
This book will foster the development of interdisciplinary courses that
bring together students with diverse backgrounds. Guidance on integrat-
ing multiple disciplinary perspectives avoids excessive technical jargon and
technical notation comprehensible only to specialists within a narrow
field. This book can be used as a primary or supplementary text for a
course, as well as for independent study. The common element must be a
desire to learn more about the study of global change and public health.

Multiple Ways to Use the Chapters

In this book Part I develops approaches for research, Part IT describes en-
vironmental changes, and Part III provides case studies linking ecosystem
change and public health. Although all three parts are interdependent and
cross-reference each other, one strategy for using the book is to focus on
one part at a time.

Part I: Approaches. Chapters 1-5 present a diverse selection of per-
spectives and research strategies for approaching complex topics on the
effects of global change on human health. Examples illustrate successful
applications of various methods, thereby assisting the new researcher in
selecting appropriate approaches to research problems.

Part II: Environmental Changes. Chapters 6—10 present a selection of
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vital issues of today’s global change with special emphasis on atmospheric
changes and the hydrological cycle. Applying the principle of “less is more,”
this part of the book does not intend to be complete; rather, it provides se-
lected specific topics on changes in the planet’s environment and ecosys-
tems.

Part I1I: Case Studies. Chapters 11—14 are case studies that emphasize
the influences of global change on human health. The examples chosen
represent different environmentally related health effects in different geo-
graphic areas. Within the context of real-life situations, the case studies link
factual knowledge of the effects of global change and methods that are
needed to understand and remedy the situation.

An alternative view of the chapters sets them in a web of interconnec-
tions. Each successive chapter does not require a thorough comprehension
of all preceding chapters, and so the chapters do not have to be read in a
linear sequence. All of the chapters cross-reference each other, and differ-
ent parts of the book may serve as starting points for a course or for inde-
pendent reading. One option is to start with an overview of the human di-
mension of global change (Chapter 6) in Part II before using Part I to
develop specific approaches for research. Another option is to start with a
specific disease, such as the case study on malaria (Chapter 12) in Part III,
and then examine linkages with the changes described in Part II; Chapter
12 refers to every chapter in Part II. Yet another option is to start with the
case study on global climate change and air pollution (Chapter 13) in Part
I1I and then examine how the issue of global climate change appears in
other chapters; Chapter 13 refers to Chapters 6,7, 9, 10, 11, 12, and 14 in
an overview of the potential pathways of the effects of global climate
change on public health. A course with a primary interest in water issues
may focus in depth on water resources management (Chapter 9) and on
water-related health problems (Chapter 14); references in these chapters
lead to information in Chapters 2, 4, 5, 8, 10, and 11. Readers with a back-
ground in research on global change may want to learn about study de-
signs in epidemiology (Chapter 2), whereas trained epidemiologists may
want to concentrate on applying techniques for remote sensing to global
change (Chapter 3); both of these chapters refer to Chapter 1 for an
overview of information on global change. Another group may want to fo-
cus on approaches for linking scientific data to the development of public
policy affecting environment and public health (Chapters 4 and 5). And
SO on.

Electronic References and Information Literacy

Electronic references are references to uniform resource locators (URLs)
on the World Wide Web. Although each chapter includes the traditional
format of references to published books and articles, most chapters also re-
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fer to some URLs. The references to URLs are used like any citation but are
set in a different typeface. For example, the notation (Environmental Pro-
tection Agency 2000) points to a traditional list of references at the end
of the chapter, but the notation (Environmental Protection Agency 2000)
points to a separate list of electronic references at the end of the chapter.
These URLs provide links to reference material that would add consider-
ably to the size of the printed book, including some color images that
would be relatively expensive to put in print. Since the information at
URLs can be updated regularly, references to URLs help the book to main-
tain currency. Of course, the addresses of URLs can and do change, but
each electronic reference includes details about the owner of the website
and the title of the page, which should make it possible to search for new
links.

Besides the URLs in individual chapters, Appendix B provides annota-
tion of major websites and a list of online directories and libraries that may
serve as gateways into new sources of information. Online libraries may
contain copies of traditional print publications, as either abstracts or full-
text documents; it is also useful to consult the website of the organization
that produces a publication of interest. Another feature of Appendix B is a
list of topically arranged websites that are smaller than the annotated web-
sites and have a stronger focus on a particular theme or regional and local
concerns. These topically arranged websites are samples of the diverse
sources of information available on the World Wide Web that may be of use
in interdisciplinary research.

With a plethora of information directly accessible via electronic
means, investigators need to develop and apply skills in information liter-
acy. Appendix A contains general guidelines for information literacy in the
world of the Internet. Chapter 1 suggests how to search for information
about issues of global change, with explicit recognition of information
from multiple disciplines. For every theme, Chapter 1 refers to chapters in
this book and selected URLs as starting points for inquiry.

The Format of Suggested Study Projects

Each of Chapters 2—14 suggests three study projects that invite the reader
to reflect upon the material in the chapter and to extend inquiry beyond
the chapter and the book. All chapters explicitly cross-reference other
chapters, thereby helping the reader to make full use of the book. The study
projects may lead to a variety of written, oral, and multimedia presenta-
tions that could be completed by individuals or teams; various combina-
tions may be used to enhance interactivity and communication among
course participants (see Appendix A). Since suggested study projects may
involve rather extensive research, they should be viewed as options rather
than as a set of exercises to be completed to demonstrate knowledge of de-
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tails in the chapter. The objectives listed for the suggested study projects
are useful aids to navigation and help an instructor make use of the chap-
ter in a formal course. However, the list of projects is not comprehensive.
Instructors and independent readers may be motivated to design other
projects tailored to specific needs.

Conclusion

The problems of global ecosystem change and their effects on public health
constitute a growing challenge to scientists, physicians, governments, and
the general public. This textbook provides an innovative structure that
permits a diversity of approaches to a complex and important subject. The
hope is that this book will motivate more and better studies of global
change and public health.






PART

Part I develops approaches for interdisciplinary research on global ecosys-
tem change and public health, beginning with an examination of infor-
mation on global change from the perspective of multiple disciplines
(Chapter 1). A sample site on the World Wide Web is part of the informa-
tion on each of the major forces of natural and anthropogenic dynamics.
The next step is to focus on establishing links with public health through
epidemiological analysis that builds on basic concepts of study design—
ecological, cross-sectional, case-control, and cohort (Chapter 2). The
methodological examples also serve to illustrate a variety of health hazards
(e.g., filariasis in Egypt, trachoma in Tanzania, air pollution in China, ra-
diation-induced illness from the Chernobyl nuclear accident, and mortal-
ity in refugees from Iraq and Rwanda). More sophisticated tools for the
analysis of geographic information can be incorporated into epidemio-
logical studies, taking advantage of relatively new forms of global infor-
mation from Earth-observing satellites (Chapter 3). The discussion ad-
dresses sources of information available on the World Wide Web, including
criteria for the evaluation of the quality of datasets.

Empirical studies become part of a process of assessing risks to human
health and developing policies to protect the environment and human
health. The experience of air pollution in the United States demonstrates
four essential concepts of risk assessment—hazard identification, dose-re-
sponse assessment, exposure assessment, and risk characterization (Chap-
ter 4). Traditional risk assessment is expanded into integrated assessment,
which is a broader examination of social, economic, and environmental
factors that provides insights into decisions (Chapter 5). The aim is to en-
courage interdisciplinary research that combines mathematical models of
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the consequences of different policies with a perspective on integrated as-
sessment as a participatory process.

A multifaceted strategy for research emerges from Part I. Its scope
ranges from empirical observations of what has already occurred and what
is occurring to the process of integrated assessment that requires anticipa-
tion and analysis of possible events in the future. The rationale for this or-
ganization is to encourage more and better research in empirical studies,
in the analysis of decisions about complex ecosystems, and in the devel-
opment of better connections between these two areas.

See Part II for background on environmental changes on a global scale.
See Part I1I for case studies on global ecosystem change and public health.



Information on Issues
of Global Change

Erika G. Feulner, M.A.

The issues of global change are numerous, of great complexity, and, despite
their appearance in diverse settings, strongly interrelated. Information re-
sources on issues of global change are matching this complexity by stretch-
ing across different disciplines and geographic borders, especially in the
wake of electronic transmission and access. These new demographics of
information access and retrieval are having a profound effect on contem-
porary research strategies. New criteria for selecting and evaluating infor-
mation are emerging (see Appendix A), and the researcher and student
bear a greater responsibility for making the choices among information
sources for their research projects.

This chapter will assist the reader in constructing road maps for find-
ing and using appropriate information for documenting environmental
and ecosystem changes. It is the natural precedent to the following four
chapters, which present appropriate methods for studying the influence of
these changes on human health. The complexities of issues of global
change demand from the researcher a clear vision in determining the na-
ture of his or her study, knowledge of multiple research infrastructures and
information sources, and dexterity in navigating the Internet. Three spe-
cific pitfalls in approaching complex research areas are to get overly in-
volved in the details of one issue; to lose sight of its connection to other,
equally important issues; and to fail to recognize that all such issues con-
tribute to a larger picture—in this case, global change.

Chapters 6—14 of this volume open windows to the total landscape of
complex facts and interacting agents of global ecosystem changes. This
chapter gives a bird’s-eye view of the information essential to the study of
these interacting forces. Projecting the sequential order of chapter head-
ings and subheadings into a cluster with interconnecting lines represents

3
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issues of global change as an intricate web of interactions. Using the visual
elements of website development, one can produce a site map (Fig. 1.1) to
illustrate the interactions that make up global change (see also Fig. 13.3).

The Interaction of Natural and
Anthropogenic Dynamics

Eons before the advent of Homo sapiens, our planet was shaped by the dy-
namics of natural forces, which affected the quality of air and water, the
formation or loss of land, and the decline or creation of natural resources.
As the twenty-first century begins, natural forces are still at work, with the
added positive or negative influence of the anthropogenic forces of our
global civilizations and cultures. The complexities of studies of global
change are rooted in the increase and variety of interactions between nat-
ural and anthropogenic dynamics underlying ecosystem change.

Interactions of natural and anthropogenic dynamics can be observed
in a great variety of specific instances of change across the globe, and usu-
ally the causes of change are not fully clear. Such situations often present
themselves as puzzles to the informed and uninformed inquirer alike,
thereby inviting potentially dangerous reactions—inertia, rash conclu-
sions, uninformed decision making, and political influence based on lack
or misinterpretation of knowledge.

The new possibilities of accessing information through the Internet,
which are still evolving and contributing to an escalating information
overload, have put stringent demands on a structured approach to infor-
mation retrieval and evaluation (see Appendix A). Determining the causes
of change in a specific situation calls on the researcher’s ingenuity and abil-
ity to construct an organized approach to the utilization of information
within a new technological environment, from retrieving, correlating, and
analyzing information found in different sources to integrating new in-
formation into sound conclusions.

The goal of an organized approach to information retrieval in the con-
text of this book is the creation of a deeper understanding of ecosystem
changes on a global scale. The diagram in Figure 1.1 should be approached
like a site map on the World Wide Web that uses this chapter’s outline to
present a schematic overview of the information and information point-
ers contained in this book. While the connecting lines in the diagram il-
lustrate the interactive dynamics of natural and anthropogenic forces, the
boxes contain selected keywords leading to sources of information about
specific phenomena or interactions in a situation of global change.

In the following text, a short paragraph will introduce each force con-
tributing to global change and focus on linkages shown in the diagram.
These linkages are supported by information found in this book and in
other sources. In each case, the description of one uniform resource loca-
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Figure 1.1 Interacting dynamics of global change and selected keywords for infor-
mation searches. The solid lines indicate interactions, and the broken lines indicate that
natural disasters are subsets of the major classifications of the dynamics of natural re-

sources.

tor (URL) provides an opportunity for the reader to perform a search on
the World Wide Web. In this fashion, the design of a road map to infor-
mation sources will be started for the reader to augment and continue.
Extending beyond individual chapter references and the Resource Center
of this book (Appendix B), the road map can lead to any available and
applicable information.

Research Infrastructures

The global environment is not static. Our planet’s interacting and interde-
pendent life systems, including human life, have been forced to adapt or
change from their very beginning, millions of years ago. Innate character-
istics of resiliency, adjustment, and survival in all life forms cope with
change to varying degrees. These characteristics are tested severely when
change occurs with increased speed and severity.

Human wellness depends on the intricate balance of environmental
forces, which are governed by the cyclical exchange of life-sustaining
chemical compounds from the sea to the stratosphere. In planet Earth’s at-
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Figure 1.2 Pathways of transport and accumulation of continental pollutants.
Source: Redrawn with permission from Commission for Environmental Cooperation
1997, Figure 1.

mosphere a delicate interchange and reconstitution of compounds—ni-
trogen, oxygen, sulfur, argon, and other trace gases—takes place (Warneck
1992). Transboundary pollutants disturb the cycle of chemical exchange
and subsequently upset the environmental balance (Fig. 1.2). The distur-
bance of this interchange is the backdrop of all environmental changes, re-
gardless of whether they are caused by natural or anthropogenic sources.
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Therefore, the overarching concern of studies of global change is the in-
teraction of natural and anthropogenic dynamics and their contribution
to environmental and global ecosystem changes.

The rate of these changes during the late twentieth and early twenty-
first centuries can be represented by an acceleration curve showing the ef-
fects of changes, which vary in severity, on ecosystems and human health
in different regions of the globe. To assess these effects, to observe the rates
of resiliency, adjustment, and survival, to evaluate the increasing body of
information, and to find measures for mitigating adverse consequences
requires research of greater scope and on a larger scale—interdisciplinary
research on the global ecosystem.

Interdisciplinary research depends on access to larger bodies of com-
prehensive data and the ability to integrate individual research efforts into
an expanded scenario. This larger picture of the global environment com-
prises a multitude of factors derived from scientific studies at local, re-
gional, and global levels. Open-mindedness and acknowledgment of the
validity of different professional perspectives are prerequisite for the in-
terdisciplinary researcher. The complexity of environmental research has
already invited investigations by researchers from different disciplines of
the environmental sciences, but greater participation of the social and in-
formation sciences is needed for reaching an in-depth understanding of
the complexities involved.

In modern-day research, the information specialist, in particular, must
become part of any research project. Different modes of research and in-
formation evaluation have to be understood and applied (see Appendix A).
What used to be the librarian’s venue alone—research assistance based on
the collection of, reference to, access to, and evaluation of information—
is now largely in the hands of each individual researcher. A researcher
needs to absorb the information specialist’s skills, especially when access-
ing and evaluating information from electronic sources, to create a wider
perspective in retrieving, cross-referencing, and integrating information as
part of the research project (see Appendices A and B).

The purpose of studies of global change is to arrive at a clearer picture
and to yield more precise data on the interaction between natural and an-
thropogenic dynamics that are changing our global ecosystem. The key
word is interaction, which adds a new dimension to research performance.
There is a fundamental difference between the infrastructures of research
in the natural and biomedical sciences versus research in the social sci-
ences. Scientific research has become an increasingly specialized investiga-
tion of well-defined phenomena designed to produce measurable results.
Researchers in the social sciences, based strongly on historical values, are
taking the approach of interpreting facts from various points of view by a
process of analysis and questioning; arriving at answers by deductive rea-
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soning and reaching consensus define the research results (Barzun and
Graff 1985).

The interdisciplinary researcher must be familiar with these two re-
search infrastructures and be able to apply a variety of research approaches
during the planning of an initial research strategy (see Chapter 2). The
more comprehensive the perspective in approaching a research problem,
the easier the selection of methods for shaping the research strategy (see
Appendix A, Mental Skills Development).

The Decline of Natural Resources

Different institutions will attach different denotations to the term natural
resources. It is important to consider this fact when evaluating sources on
natural resources. The four categories of natural resources regarded as the
basic life-sustaining elements of our planet are air, water, land, and energy.
These resources are intertwined and in constant interaction with each
other. Drastic changes often occur through heightened activities in one do-
main or another (e.g., volcanic eruptions, earthquakes, floods, storms),
which we accept as natural disasters and as a part of our planet’s evolution
and growth.

Recently, as Figure 1.1 illustrates, anthropogenic activity has developed
into an additional formidable force affecting the primordial life-sustaining
cycles of interaction, destruction, renewal, and restoration of our natural
resources. Anthropogenic activity has reached a level of interference with
natural dynamics that forces researchers to conduct new assessments and
include anthropogenic factors in the equation of restoring and safeguard-
ing the interaction of the life-supporting elements on our globe. All chap-
ters in this volume refer to interactions of natural and anthropogenic
dynamics.

In this chapter, the four essential natural resources are discussed se-
quentially. Many references to information sources are found within this
book and should be consulted first. Additional references to outside
sources augment the perspective of the intricate web of interactions and
relationships that shape our global ecosystem. Among the four natural re-
sources mentioned above, greater emphasis is placed on air and water than
on land and energy, mainly in correspondence to the four case studies in
Part IIT, which emphasize the environmental factors in air and water that
affect ecosystem change.

Air and Climate

A strong focus on atmospheric changes emerged in the scientific commu-
nity during the late twentieth century. Climate change, stratospheric ozone
depletion, and transboundary air pollution have become leading topics in
environmental research (see Chapters 7 and 13). In this context, global cli-
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mate change is quite often used as the generic term for all environmental
changes, indicating that all changes in the air caused by pollutants or
weather fluctuations are intricately linked to changes in the biosphere and
the hydrological and energy cycles (see Chapter 8). The focus on air actu-
ally means observing and measuring a multitude of interactions and chem-
ical reactions occurring from the ocean to the stratosphere and beyond.

Nearly all chapters refer to some aspect or effect of climate change,
thereby emphasizing this particular issue of global change. Chapter 7 fea-
tures a description of the intricate patterns of chemical changes in our at-
mosphere and demonstrates that the four global change phenomena—
stratospheric ozone depletion, acid deposition, urban air pollution, and
enhanced global warming—are anthropogenically induced. The author
argues that, for the “first time in geological history, humanity has changed
the earth’s environment on a global scale.”

Chapter 8 presents an added perspective by establishing links to ter-
restrial ecosystems and the water, carbon, and energy cycles. The author’s
outlook on the “global system” as a whole and the focus in Chapter 6 on
human activities and their relationship to environmental changes provide
a valuable complement to the content of Chapter 7 for understanding the
intricacy of interactions.

Chapter 13 concentrates on air pollutants, greenhouse gas emissions
from the burning of fossil fuels, and the formation of ground-level
ozone—a particular atmospheric disturbance likely to be exacerbated by
global climate change. Chapter 13 also stresses the health effects of atmo-
spheric disturbances, noting specific results of global climate change.

Our example URL on this topic (http://climon.wwb.noaa.gov/) be-
longs to the Network for the Detection of Stratospheric Change (NDSC),
a major component of the international effort to conduct research on the
upper stratosphere that has been endorsed by national and international
scientific agencies. The NDSClists addresses and telephone numbers of ex-
perts who can be contacted for further information.

Water

Water is the signature element of planet Earth. The availability, shortage,
pollution, and quality of water are growing concerns of scientists, policy-
makers, and the public. The hydrological cycle, as information on air and
climate reveals, is an integral part of the cyclical exchange of life-sustain-
ing chemical compounds and is the main support of life as we know it (see
Chapters 8 and 9). Water is an indispensable resource of the ecosystems of
our planet and is closely linked to climate change, as documented in cases
of intense rainfall, floods, sea-level rise, and water contamination (see
Chapter 9). Many reports on infectious diseases whose appearance or reap-
pearance is traced to ecological change implicate a body of water whose
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contamination is the primary cause for the onset of the illness or whose
presence provides a breeding ground for a disease vector (see Chapters 6,
8,10,11, 12,13, and 14).

As water is the essential environment for sustaining life, it has also be-
come the essential arena for changes in the relationship between infectious
agents and their hosts due to altered environmental conditions. Global
change phenomena are frequently first noticed in water-related effects.

Chapters 9 and 14 are focused on water. Chapter 9 covers every aspect
of the management of water resources—the hydrological cycle, the avail-
ability and quality of water, the links between water and climate change,
groundwater exploitation, and human intervention in the terrestrial water
cycle. With its references Chapter 9 provides an excellent information base
for further water-related inquiries. Chapter 14 presents four geographic
examples of how the quantity of water affects human health. Water’s eco-
logical effects include its scarcity as a result of forced migration, the effects
of the diversion of water in the Aral Sea Basin and the Great Basin of Cal-
ifornia, and the effects of excess water, with a focus on flooding in Brazil.

Our example of a URL on water (http://water.usgs.gov/) belongs to
the U.S. Geological Survey, whose mission is to assess the quality and quan-
tity of the natural resources of the United States and to provide informa-
tion that will assist resource managers and policymakers at federal, state,
and local levels. Assessment of water quality is an important part of this
mission. The website covers all aspects of water resource management on
the national level and is frequently updated. Several programs are moni-
tored, and publications as well as links are available for additional infor-
mation.

Land

In the interactive chain of natural resources, land is quite frequently the
first place where wider audiences observe environmental changes and be-
come more astutely aware of global change. Plants, animals, and humans
are visibly in contact with land, food chains and food production are un-
derstood in terms of land use, and anthropogenic activities disturbing
the interactive cycles of natural resources are started mostly on land. Land
features its own complexities in the formation and interdependence of
different terrestrial layers—unweathered rock, saturated and unsaturated
weathered rock, soil and subsoil cover, and forest cover—components of
the ecosphere that play a major role in the dynamics of our ecosystems (see
Chapter 8).

Plant growth and food production depend on the quality and health
of the soil system. The study of soil systems has grown into its own science,
pedology. Soil systems, the pedosphere, develop from a dynamic interaction
among the atmosphere, biosphere, lithosphere, and hydrosphere.
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Many environmental scientists are interested in land use, with special
focus on land degradation, desertification, biological diversity, freshwater
resources, deforestation, and the spread of infectious disease. Land use de-
notes human activities on the land and will be addressed more specifically
under “Economic Development.”

Our example of a URL on land (http://www.soils.rr.ualberta.ca/
Pedosphere/contents.htm) is an online textbook, “The Pedosphere and Its
Dynamics—A Systems Approach to Soil Science,” which was created and
is maintained by Dr. Noorallah G. Juma, Chris Harland, and Craig Nickel
at the University of Alberta, Canada. E-mail addresses are available at the
website.

Energy

There are two distinct categories of natural resources for energy, the sun
and carbon-based fuels. The primal source of energy is the sun, which in-
teracted with water, air, and land before human evolution and is thereby
an intrinsic element of the natural resource. Natural resources for energy
are utilized by human intelligence for survival and development.

The sun is fundamental to all life on earth. Viewed from different per-
spectives, solar energy has been supporting the development of all aspects
of human evolution. Chapter 8 explains in simple terms the natural energy
cycle—the balance between incoming solar radiation and outgoing infrared
radiation. Plentiful references to photovoltaics—the technology that con-
verts light or solar energy into direct current electricity without creating
pollution—are usually found under keywords like solar energy, solar energy
systems, passive solar energy, and alternative energy.

The foremost debates on energy, however, concern the natural re-
sources found in the biosphere and lithosphere and converted into energy
only by human intervention. Our energy resources have been mostly car-
bon-based: wood, coal, oil, and natural gas. Their exploitation for human
purposes has affected the carbon cycle (see Chapter 8) and caused severe
imbalances in the interactive web of natural resources supporting healthy
life on Earth (see Chapters 6, 7,9, and 13).

The URL selected as an example (http://www.pvpower.com/) was de-
veloped and has been maintained by Mark Fitzgerald, Science Communi-
cations, Inc., with assistance from the photovoltaic industry and govern-
ment information resources. The most recently updated pages are a history
of photovoltaics with a timeline from 1839 to the present.

Population Growth

The impact of human activity on the environment is closely linked to the
size and rate of growth of the human population. During the second half
of the twentieth century, the entire human population grew to unprece-
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dented levels at unprecedented rates, adding, toward the century’s end, 90
million people each year to the world total. The cause of rapid growth was
areduction in the death rate due to improved health conditions worldwide
(Cohen 1995, Chap. 4). The per capita rate of growth has slowed somewhat
from its peak in 1965-70 as fertility rates have declined in several popu-
lous, less-industrialized nations, but the youth of a large proportion of
the world population provides momentum for population growth into
the twenty-first century (Cohen 1995, Chapters 4 and 17). The growth of
the world population is not expected to stabilize until the middle of the
twenty-first century (World Resources Institute [WRI] 1994). Population
projections are based on the assumption that, in the long term, the fertil-
ity rate will come down where it is high and life expectancy will rise where
it is low. This assumption, however, is based on assumptions about future
human behavior, which cannot always be predicted (WRI 1994).

A larger population puts greater stress on the environment, natural re-
sources, physical infrastructures, and governments and therefore plays a
major role in the analysis of threats to ecosystems and human health. This
relationship has directed scientists’ attention—as stated in Chapter 6—to
more specific contemporary changes in the human environment, such as
urbanization and migration, which are often linked to patterns of eco-
nomic development affecting industrialization and agricultural develop-
ment (see below).

The effects of anthropogenic activities on the environment are extra-
ordinary. As stated in the World Resources Report for 1994—-95 (WRI
1994), “of the many human-induced changes that have occurred over the
past several centuries, two are especially noteworthy: habitat alteration
and pollution.” Estimating the rate of anthropogenic change, however, is
extremely difficult and opens arenas of much-needed research on specific
interactions between the natural forces shaping our environment and an-
thropogenic forces (WRI 1994).

Urbanization
Human settlement patterns dictate to a large extent the wealth and health
of a society (see Chapter 6). Historically, cities have been driving forces in
economic and social development and world centers of affluence and po-
litical power. Urbanization is associated with overall improvement of the
quality of life and has been the nurturing ground for benefits like access to
information, diversity, creativity, and innovation (WRI 1996). Demo-
graphic shifts estimated by the United Nations project the development of
megacities—that, by the year 2015, there will be 26 urban areas of 10 mil-
lion inhabitants or more, all but 4 of which will be in less-industrialized
nations (see Chapters 6 and 9).

The benefits of urban development are counteracted by the stress to



Information on Issues of Global Change 13

the environment and human health caused by urbanization (WRI 1998).
Urban environmental problems include lack of access to clean drinking
water (see Chapter 9), urban air pollution, and greenhouse gas emissions
(see Chapter 13). Chapter 6 is the central information source within this
book on anthropogenic changes in our environment; direct and indirect
references to urbanization can be found in Chapters 7, 9, and 11-14 (the
four case studies).

Our example URL on urbanization (http://royal.okanagan.bc.ca/
mpidwirn/urbanization/urbanization.html) is part of a Canadian site,
“Living Landscapes, Thompson-Okanagan: Past, Present, and Future.” It
presents an excellent summary of the environmental impacts and benefits
of urbanization, a treatise on sustainable urban development, and a case
study on urbanization and the Okanagan Valley, thereby providing the
elements, keywords, and links for extended studies on urbanization.

Migration

Migration—the movement of human populations—increased consider-
ably during the late twentieth century (see Chapter 6). There are several
types of migration: rural-to-urban, urban-to-rural, urban-to-urban, and,
in some countries, rural-to-rural flows have been recorded (WRI 1996).
The causes for migration differ widely, from forced migration due to al-
teration in the habitat, to the search for economic stability or opportunity,
to the avoidance of political, religious, or ethnic discontent. Migration has
become a worldwide phenomenon and drawn international attention,
which has spurred the establishment of institutions like the International
Organization for Migration.

Issues related to migration involve concerns of population growth for
individual countries (WRI 1994), immigration and emigration laws, and,
above all, the effects of large population movements on health. (See Chap-
ters 2, 6, 10, 11, and 14.) It is stated in Chapter 6 that

contemporary large-scale population movement is obviously a factor that is
changing the balance between human beings and microorganisms. Migrants
and refugees frequently live in marginal and unsanitary areas of the world and
have poor access to clean water, sufficient food, or health services. Crowded,
unsanitary refugee camps are ideal locations for the propagation and spread
of diseases such as cholera and typhoid. . . . Thus, future large population
movements present serious health risks affecting both migrant populations
themselves and recipient countries.

The URL selected as an example for migration issues (http:/
migration.ucdavis.edu/mda/mdtxt.htm) is the product of a not-for-profit
organization, Migration Dialog, which prepares and distributes timely in-
formation on international migration. The organization also sponsors an
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annual three-day seminar for American and European opinion leaders and
maintains a list of speakers willing to discuss migration issues.

Economic Development

While population growth is an anthropogenic phenomenon that raises
questions of environmental sustainability, the conservation of resources,
and appropriate health services, economic development has a decidedly
twofold effect on the environment. On the one hand, it can contribute to
high rates of consumption, thereby eroding natural resources and causing
environmental ills; on the other hand, it has the potential to find solutions
to environmental problems, thereby contributing to restoring the balance
of global ecosystems. The direction of economic development depends on
policy decisions worldwide and is ultimately a question of human behavior.

High rates of consumption have become a growing concern of scien-
tists, policymakers, and citizens. The need for energy, arable land, and
transportation in pursuit of a higher-quality lifestyle has eroded natural
resources through modern-day mining practices, deforestation, desertifi-
cation, construction, and poor waste management. Economic develop-
ment is the driver of commercial interests, but policy decisions must take
into account both economic and environmental interests. Economic
growth with consideration of environment protection and sustainability
has yet to be worked out.

Chapters 4, 5, 6, 7, 9, and 10 refer specifically to the need for consci-
entious decision making in balancing economic and environmental inter-
ests. WRI reports provide excellent statistics on and summaries of these is-
sues (WRI 1994, 1996, 1998). Two major forces are determining factors in
economic development: industrialization and agricultural development.

Industrialization
Industrialization is, in broad terms, a process that entails the transition of
human labor skills to operating skills for new tools, new machinery, and
inventions or innovations that enhance faster production. This process has
along history and is substantiated by the ideas of world philosophers and
experts in many fields. It reached its mark of public recognition in the eigh-
teenth century with the industrial revolution (Drucker 1993). The indus-
trial revolution irrevocably changed society by introducing new relation-
ships into the work force and new definitions of productive work, which
rather rapidly changed the physical infrastructures of Western society. The
emergence of modern technology has affected society and human thought
continuously to the present.

The industrialization process at the beginning of the twenty-first cen-
tury has a worldwide dimension. The development of industrialization is



Information on Issues of Global Change 15

responsible for vast improvements of many nations’ physical infrastruc-
tures, has produced the knowledge society, has fostered higher standards
for quality of life, and is—in its negative aspects—in ideological conflict
with environmental sustainability. Researching industrialization issues in
relation to global change requires a historical perspective and a detailed fo-
cus on geographically diverse examples. In terms of information sources,
the industrialization process is usually embedded in discussions of urban-
ization and economic development (see references above).

The issues of industrialization, economic development, and a growing
awareness of global change appear quite often in the context of complex
strategies of community economic development. Hence, the URL selected
as an example (http://www.uwex.edu/ces/cced/learn.html) is the Univer-
sity of Wisconsin—Cooperative Extension’s Center for Community Devel-
opment. The center creates, applies, and transfers interdisciplinary knowl-
edge to help people understand community change and identify
opportunities. It offers a variety of resources, data resources, publications,
and expert contact.

Agricultural Development

The influence of industrialization on agricultural development inspired
the heading “agricultural and industrial revolutions” in history texts and a
host of publications on the industrialization of agriculture (see the selected
URL below as an example). Agricultural development has a specific posi-
tion in the cross-section of industrial modernization and the preservation
of natural resources. The increasing needs of the human population exert
pressure on the rate and quantity of food production, but food production
also depends to a large extent on healthy ecosystems. Because agricultural
practices are a major part of land use or land conversion, our awareness of
the consequences of deforestation, desertification, reduced biological di-
versity, the limits of freshwater resources, and land degradation has grown.

Chapter 6 presents an overview, supported by several references, of
“Food Production and Health in the Less-Industrialized World,” pointing
to the consequences of deforestation and subsequent health effects. Forest
conversion is especially associated with higher incidences of certain infec-
tious diseases, including malaria and leishmaniasis (WRI 1998; see also
Chapter 12). Other references related to land use issues are found in Chap-
ters 8,9, 10, 12, and 14.

The URL selected as an example for agricultural development
(http://www.agribiz.com/newsind.html) is part of the “News and Arti-
cles” within AgriBiz, which provides information for the global agricul-
tural community. The site lists publications, sometimes with abstracts, and
extended sources on the industrialization of agriculture.
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Conclusion

Global ecosystem changes and environmental issues are drawing increas-
ing attention across disciplinary boundaries. These themes have become
concerns of natural scientists, social scientists, educators, medical profes-
sionals, policymakers, and citizens. The information sources addressing
these issues are mushrooming and exhibit great diversity. Individual
sources cover concerns from local to global levels but are often limited by
a parochial view and presentation.

The bird’s-eye view of information on issues of global change pre-
sented in this chapter is a road map to information contained in this book
and other locations. This book’s Resource Center (Appendix B) lists out-
side information sources selected through an evaluation process described
in Appendix A. The nature of a bird’s-eye view is to present ideas and facts
in a summary or overview style, but—in the case of an overview of infor-
mation sources—it will lead to more in-depth information for further
exploration.

It is essential at the start of any research to evaluate the authenticity of
the information sources used to substantiate facts, hypotheses, and future
developments in the interdisciplinary field of global change. The selection
of information sources in this chapter and in the Resource Center (Ap-
pendix B) is intended to serve as a guide for anyone approaching the task
of information collection for a research project.
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Epidemiological
Study Designs

Alfred A. Buck, M.D., Dr.P.H., and Joan L. Aron, Ph.D.

Epidemiology is the basic scientific discipline of public health. Since Frost’s
first definition of epidemiology 70 years ago, there have been many mod-
ifications (Lilienfeld 1978; Last 1995). They reflect the expanding applica-
tion of epidemiological methods to the study of changing human health
problems. A generally accepted version defines epidemiology as the study
of the distribution and determinants of health-related states and events in
specified populations and the application of this study to the control of
health problems (Last 1995; Gordis 1996). An essential objective of epi-
demiological investigations is the assessment of the magnitude and cause
of changes of the health status of people over time and space. This objec-
tive may be summarized in terms of the W questions: What, Who, When,
Where, and Why (see Box 2.1).

The systematic study of global change (see Chapter 1) and health pre-
sents several organizational complexities. The populations of interest are
large, diverse, and distributed all over the globe. Health effects of global
change comprise acute and chronic diseases. The long time scale for chronic
diseases to emerge makes them more difficult to study and therefore more
likely to be neglected (see Box 2.2). The importance of chronic conditions
combined with the long time scale for global change means that studies of
global change and health require long periods of observation. Global
change also affects infectious diseases along with noninfectious diseases
and injuries, areas of specialization that are often separated (see Box 2.3).
The collection of sufficient data on multiple health risks to which people of
different geographic areas have been exposed concomitantly is obligatory
as the basis for in-depth studies. Research in global change and health re-
quires multidisciplinary expertise. In addition to a team of medical spe-
cialists, comprising epidemiologists, clinicians, medical laboratory scien-
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W Questions for Epidemiology examine what has already happened or
what might happen in the future.

What? Where?

Changes in the distribution of a health- Geographic location of the changes. The
related state or event related to disease, scale may range from global to local (see
injury, disability, or death. Table 2.2).

Who? Why?

Population affected by the changes. The Determinants of the changes. Determi-
population is specified in terms of a variety ~ nants may include any factors in the global
of characteristics, such as age, gender, resi- ecosystem, ranging from the biomedical,
dence, or occupation. such as genetic characteristics and exposures

When? to infectious agents, to the social, such as

Timing of the changes. Investigations may economic development.

tists, entomologists, and statisticians, the input of other disciplines, including
geography, geology, meteorology, social and behavioral sciences, demog-
raphy, environmental engineering, and veterinary medicine, is essential.

The epidemiological study designs appropriate for global change and
health are observational rather than experimental. In experimental stud-
ies, the investigator controls one or more factors affecting a group of peo-
ple by randomly assigning them to different levels of the factor or factors.
For example, in a clinical trial of a new vaccine, the investigator randomly
assigns subjects to receive either the vaccine or a placebo. The purpose of
randomization is to define groups that are known to be similar except for
exposure to factors in the study. Observational studies, which are con-
ducted without randomized comparisons, are required for large-scale en-
vironmental changes because precise control of exposures is neither feasi-
ble nor ethical. However, observational study designs can take advantage
of variation caused by natural processes or by human activity to set up con-
trasts that can be quite powerful in addressing the basic epidemiological
questions (see Box 2.1). For example, in an observational study of mortal-
ity in different time periods, the investigator compares time periods with
many deaths and time periods with few deaths.

Observational studies of global change and health also have limita-
tions simply because the events in the studies have already occurred. The
integrated assessment of changes in the global ecosystem and their link-
ages with public health requires anticipation and analysis of possible
events in the future, activities fraught with uncertainty (see Chapter 5).
The challenge is to develop stronger linkages between observational stud-
ies and the process of integrated assessment in order to improve the over-
all process. To achieve that aim, it is essential to understand how to con-
duct and interpret epidemiological studies.



Chronic Diseases

The growing prevalence of disabling
“chronic diseases” presents a special chal-
lenge to studies of global health because
such diseases seem to be particularly sensi-
tive to environmental changes and yet are
too often unrecognized and underreported
in many developing countries. Chronic dis-
abling conditions may be due to a wide spec-
trum of infectious causes, such as river blind-
ness and histoplasmosis, and noninfectious
causes, such as malnutrition and accidents.
These chronic conditions are often the un-
derlying causes of premature death but do
not appear in mortality statistics. Some of
the chronic infectious diseases require ani-
mal hosts and invertebrate vectors for their
transmission and persistence (see Chapter
10), so that their geographic distribution and

Infectious and Noninfectious
Agents of Disease

The complexity of interactions between po-
tential risk factors for health conditions in
the intricate triad of environment, human
host, and causative agents of disease (bio-
logical, chemical, and physical) has played a
major role in the development of epidemiol-
ogy as the basic scientific discipline of public
health. However, trends in health risks
throughout the twentieth century have en-
couraged the separation of studies of infec-
tious and noninfectious agents of disease.
While infectious diseases remained major
causes of mortality and morbidity in the
least developed countries, infectious diseases
were replaced by noninfectious conditions in

prevalence are highly dependent on the lo-
cal environment, economy, and cultural char-
acteristics of the people. In each area where
endemic disease is prevalent, there is a sensi-
tive equilibrium that is highly susceptible to
environmental change. Increases of the level
of endemicity of a disease may remain unno-
ticed for many years because of the long pe-
riod of clinical inapparency between the
time of infection and the delayed develop-
ment of symptoms, which may require lo-
cally unavailable laboratory tests for defini-
tive diagnosis. Unlike the easy recognition of
rapid changes in incidence in an outbreak of
an acute disease, the insidious spread of
chronic infections and diseases

after natural or anthropogenic changes of
the environment is poorly recognized and
remains grossly underreported.

economically more advanced countries. The
decline of infectious diseases from 1930 to
1980 has invited extrapolations from the suc-
cess of single disease-control programs to
unrealistic forecasts for eliminating others.
As the twenty-first century begins, however,
the worldwide emergence of new and old
infectious diseases, together with the in-
creasing industrialization and urbanization
of developing countries, requires a more bal-
anced, holistic approach to environmental
epidemiology by considering the health ef-
fects of biological, physical, and chemical risk
factors together (Last 1995). Therefore, stud-
ies on global change and health need to be
designed for a broad range of health condi-
tions.
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Descriptive Measures of Health Status

Descriptive measures of health status provide a starting point for epi-
demiological analysis. This section presents basic definitions and sources
of data. For studies of global change and health, it is especially important
to search for data hidden in obscure locations (see Box 2.4) and to com-
bine multiple sources of data.

The health status of a population is measured in terms of the occur-
rence of health-related states and events in the population. A health-related
state refers to morbidity, which is any departure, subjective or objective,
from a state of physiological or psychological well-being (Last 1995). A
health-related event can be the onset of morbidity, a vital event such as
birth or death, an event related to the cause of an illness such as an expo-
sure to a health hazard, or an event related to the effect of an illness such
as a hospitalization.

An incidence rate and a prevalence rate are the two fundamental mea-
sures of health status of a population. An incidence rate is the rate at which
new events occur in a population, defined as the ratio of the number of
new events in a defined period to the population at risk of experiencing
the event (Last 1995). In applying this measure to morbidity, the event is
typically a new case of a disease or injury. For example, the National Cen-
ter for Health Statistics (NCHS) reports U.S. influenza statistics for 1994
as 35 new cases of influenza per 100 persons per year, which represents 90.4
million new cases (Adams and Marano 1995). A prevalence rate is the ra-
tio of the total number of individuals who have an attribute or disease at
a particular time to the population at risk of having the attribute or dis-
ease at that point in time (Last 1995). For example, NCHS reports U.S.
asthma statistics for 1994 as 56.1 per 1,000 persons, which represents 14.6
million cases (Adams and Marano 1995). A prevalence rate combines cases
that are quite recent in origin and cases that have persisted for years.

Another important measure of the health status of a population is the
mortality rate, which is the ratio of the number of deaths during a speci-
fied period to the number of persons at risk of dying during the period
(Last 1995). A mortality rate is, in effect, an incidence rate for which deaths
are counted instead of new cases of a disease. When the entire population
is aggregated, the result is called a crude death rate (CDR) or crude mor-
tality rate (CMR). For example, NCHS reports the U.S. CDR in 1995 as
880.0 deaths per 100,000 population, which represents 2,312,132 deaths
(Anderson et al. 1997). Mortality rates for specific age groups, with the ex-
ception of infants, are calculated in the same format. When calculating an
infant mortality rate (IMR), the ratio is the number of deaths of children
less than one year of age in a given year to the number of live births in the
same year (Last 1995). For example, NCHS reports the IMR for the United



Hidden Data Sources
and Climate Change

Many hidden data sources from past investi-
gations and local health statistics can be use-
ful for preparing retrospective studies on en-
vironmental health. The development of an
epidemiological database for the Onchocer-
ciasis Control Program in 11 West African
countries began in 1973 with special efforts
to trace the many unpublished records hid-
den in small health centers or kept in the
files of individual investigators. Relevant in-
formation from a total of 2,407 communities
with an estimated population of three mil-
lion individuals became available. The data
were upgraded to include the exact geo-
graphic coordinates of each village, their

census population, and the number and pro-
portion of residents who were examined for
onchocerciasis. The statistics were adjusted
to account for changes in the methods of di-
agnosis (see text). Mapping of the communi-
ties according to the prevalence of onchocer-
ciasis made clear that prevalence was greater
when a village was closer to areas of river
turbulence, which are the breeding sites for
the blackfly that transmits the disease. West
Africa is subject to climatic variability that af-
fects rainfall and river discharges in the re-
gion (Tourre et al. 1999). Because of the sig-
nificance of environmental factors in the
natural history of onchocerciasis, the disease
can serve as an indicator of the health im-
pact of climate change in Africa.

States in 1995 and 1996 as 7.586 and 7.215 infant deaths per 1,000 live
births, respectively (Ventura et al. 1997). The IMR is often used as a gen-
eral indicator of health conditions in international comparisons. Mortal-
ity statistics are also usually provided for specific causes of death that are
coded according to procedures given in the International Classification of
Diseases, now in its 10th revision (Last 1995). For example, NCHS reports
the U.S. rate of mortality from malignant neoplasms in 1995 as 204.9 per
100,000 population, which represents 538,455 deaths due to cancer (An-

derson et al. 1997).

Most countries maintain morbidity and mortality statistics. Some of
these cover decades and even a century. These health data are based on the
reports of specific diseases, deaths, surveillance programs (see Box 2.5),
military and occupational health records, and an array of insurance and
private collections. The diagnostic criteria and case definitions used in
these statistics have changed over time because of upgrades of case defini-
tions and requirements for reporting the underlying causes of mortality.
There are large variations in the quality of health statistics between coun-
tries and between sophisticated urban centers and medically understaffed
rural areas. These variations reflect crude differences in diagnostic capac-
ity and competence. Because of these limitations, the use of these health
data is often disregarded, although they may be the only available source
of urgently needed baseline information for the design of a new study.
Sometimes it is possible to verify the existing data in a relatively inexpen-

sive validation or calibration study.



Disease Surveillance

Surveillance is the continuing scrutiny of all
aspects of occurrence and spread of a dis-
ease that are pertinent to effective control
(Last 1995). Surveillance is fundamental for
guiding decision makers in the development
of effective programs for disease prevention
and control in specific ecological settings.
The scrutinized control activities comprise
health education, avoidance and reduction
of environmental health risks, and medical
interventions (e.g., vaccinations).
Surveillance can be either passive or ac-
tive. In a passive system, the data available
on reportable diseases can be used to moni-
tor changes in their frequency, distribution,

and associated mortality rates in different
areas or groups of people. While passive sur-
veillance is relatively cheap and easy to de-
velop, underreporting is very likely, espe-
cially for diseases and health conditions that
require sophisticated diagnostic procedures
for case detection and reporting. Active sur-
veillance includes case finding, interviews of
patients and of their physicians, search of
medical records, travel histories, and sentinel
health information systems, in which a lim-
ited number of health practitioners report
on a specific list of conditions. Maintenance
of surveillance programs requires coopera-
tion and communication among all con-
cerned parties.

EXAMPLE: Adjusting for Changes in Diagnostic Criteria

The evolution of the highly successful Onchocerciasis Control Program
began in 1973 with a search for existing epidemiological data from the
Volta River Basin in West Africa (see Box 2.4). The adult parasitic worms
that cause onchocerciasis, also known as river blindness, live mainly in and
below the skin, where they form visible nodules in which one or more pairs
of worms are coiled. Before 1972, the search for the presence of the char-
acteristic skin nodules was the method of choice in prevalence surveys of
the disease. Although nodules are a frequent and characteristic clinical sign
of onchocerciasis, persons with mild and early infections remain unde-
tected, making the method less sensitive than the skin snip. The skin snip
can detect microfilariae, which are the embryos produced by the female
worm. The search for data in local unpublished health statistics and scat-
tered publications from the area made it possible to obtain results from 44
of the 2,407 villages, comprising a population of 13,113 people to whom
both diagnostic tests were applied independently. All pairs of these tests
were plotted to adjust the observed prevalence based on the presence of
nodules alone to the expected frequency of onchocerciasis if skin snips

were taken (see Fig. 2.1).

Even with competent diagnostic capacity, cases of a disease may be un-
derreported. Rather than ignore such information, it may be useful to
combine multiple sources of data.
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Figure 2.1 Relationship between two measures of the prevalence of onchocerciasis.
The percentage with nodules and the percentage with microfilariae in skin biopsies
were taken from 44 villages (13,113 inhabitants) in the Volta River Basin of West Africa
around 1972. Source: Reproduced with permission from United Nations Development
Programme/Food and Agriculture Organization/International Bank for Reconstruction

and Development/World Health Organization 1973, Figure 4.1.

ExAmPLE: Combining Complementary Sources of Data

The United States has two types of data on the epidemiology of hepatitis
A infection (Shapiro et al. 1992). The Centers for Disease Control and Pre-
vention (CDC) is responsible for maintaining a surveillance system (see
Box 2.5) for reporting the incidence of hepatitis A disease (i.e., new cases).
The reporting of new cases may be accompanied by descriptive informa-
tion about individual cases, making the system a valuable resource for ex-
amining the distribution and sources of infection. However, the surveil-
lance system does not capture all cases, in part because many infections
remain clinically inapparent. Another epidemiological portrait of hepati-
tis A in the U.S. population is obtained using the level of specific antibod-
ies for case definition. Specific antibodies mark a history of infection with
the hepatitis A virus regardless of the clinical outcome. The National
Health and Nutrition Examination Survey measures the prevalence of he-
patitis A antibodies, termed seroprevalence, at one point in time in a sam-
ple representative of the U.S. population. Seroprevalence surveys provide
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a complete picture at any time but cannot identify when infection occurred
in the past. The two sources of data taken together complement each other.

The fundamental measures of health status are expressed as per capita
rates for a population at risk instead of absolute counts of cases of disease
or deaths. The use of per capita rates adjusts for different population sizes
when making comparisons of the health status of populations across time
and space. Rates rather than absolute counts are important for under-
standing the determinants of disease. For example, during John Snow’s
classic 1854 study in London, which demonstrated a high rate of cholera
deaths in districts served by the water supply of the Southwark and Vaux-
hall Company, the aggregate number of cholera deaths was higher in other
districts of the city simply because they had many more residents (Gordis
1996).

The measurement of an appropriate population at risk is therefore as
important as counts of cases or deaths for avoiding distortions in the cal-
culated rates (see measurement bias under “Systematic Error,” below). A
rate may be too high if the population denominator is too low or, con-
versely, the rate may be too low if the population denominator is too high.
If the degree of population accuracy varies across time periods or across
locations, comparisons of rates may be misleading. Even if population
counts are accurate, contention may arise in trying to ensure that the pop-
ulations are those individuals who are truly at risk of developing the dis-
ease of interest. Although some adjustments, such as excluding males from
rates of ovarian cancer, are straightforward, the estimation of populations
exposed to particular environmental hazards may be difficult. Population
censuses are usually aggregated by political subdivisions (country, province,
state, city, etc.) that may not correspond to risks presented by environmen-
tal hazards. Special subpopulations defined by socioeconomic status, hous-
ing conditions, age, or chronic disease may actually be the group at risk.

Simple comparisons of rates for aggregated populations of heteroge-
neous composition may be very misleading. For example, since mortality
is strongly affected by age as well as general health conditions, simple com-
parisons of mortality rates may not reveal the influence of general health
conditions. Despite better health conditions in the United States, it has a
slightly higher CDR than Egypt does because the United States has an older
population (see Box 2.6). Consequently, mortality rates in populations are
routinely adjusted to remove the distortion caused by different age distri-
butions. The direct method of adjustment is to calculate the mortality rates
for specific age groups in each population and apply these rates to a single
standard age distribution (Gordis 1996). An example of the direct method
of adjustment in Table 2.1 shows that the annual age-adjusted mortality
rates of 15 per 1,000 and 30 per 1,000 accurately reflect the doubling in



Aggregated Population Statistics
May Be Misleading

United States

Egypt

Crude death rate in 1995
Infant mortality rate in 1996

8.80 per 1,000 population?
7.2 per 1,000 live births®

7.61 per 1,000 population®
57 per 1,000 live birthsd

aAnderson et al. 1997.
bUnited Nations Development Programme (UNDP) 1999a.

A comparison of crude death rates and in-
fant mortality rates for the United States
and Egypt illustrates the problems in inter-
preting differences between aggregated
population statistics. The crude death rate
aggregates the entire population and is af-
fected by the age distribution of the popula-
tion as well as general health conditions. The
risk of mortality is more properly compared
within the same age group. The infant mor-

“Ventura et al. 1997.
dUNDP 1999b.

a good measure of the overall health status
of a population. The infant mortality rate is
much lower in the United States. The crude
death rate of the United States is slightly
larger than that of Egypt because the effect
of an older population in the United States
outweighs the effect of its better health con-
ditions. The aggregated crude death rate is,
in effect, comparing the mortality rates of
older Americans and younger Egyptians.

tality rate, in particular, is widely regarded as

mortality rates across all age groups, whereas the unadjusted rates decline
from 21 per 1,000 to 18 per 1,000. It is also good practice to examine the
rates in each age group separately because the effects may not be the same
across all age groups. Unfortunately, information to adjust for the distri-
bution of age and other factors is not always available.

Analytical Approaches

To address the basic epidemiological questions of investigation (see Box
2.1), we must analyze relationships between health status and other factors
in a population. The determinants of changes in health are often called risk
factors. It is important to search for a variety of sources of information on
possible risk factors (see Box 2.4). Most countries have basic data on
weather and climate, including temperature, rainfall, wind directions,
force, and type (e.g., sandstorm or snowstorm), hours of sunshine, and in-
versions. Many agricultural areas maintain annual reports about seasonal
river flow and related irrigation patterns. Data may exist on the geographic
distribution of disease vectors, which are animal species necessary to main-
tain the transmission of certain infectious diseases (see Chapter 10). Tra-
ditional sources of data may be augmented with new databases generated
by advances in geographic information systems and satellite-based remote
sensing technology (see Chapter 3). A systematic search for information
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Table 2.1 Age-Adjusted Mortality Rates in Hypothetical Populations

on issues of global change requires some familiarity with a variety of dis-
ciplines (see Chapter 1).

The application of epidemiological methods to the study of global
change and health must combine a wide range of information about expo-
sure to concurrent natural and anthropogenic health hazards, varying in
scale from global to individual (see Table 2.2). In general, it will not be pos-
sible to estimate the health effects of global change without an understand-
ing of how those effects are influenced by exposure patterns operating at
smaller scales. For example, atmospheric problems of greenhouse gases,
outdoor air pollution, and indoor air pollution occur together (see Box 2.7).

Four major approaches are described below with examples of applica-
tions and methodological difficulties: ecological, cross-sectional, case-
control, and cohort. Special issues for studies of infectious diseases are also
briefly discussed. The presentation of the approaches is followed by a sum-
mary of potential sources of error in epidemiological studies.
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Table 2.2 Geographic Scale of Environmental Health Hazards

Ecological Studies

In an ecological study, the units of analysis are populations or groups of
people, rather than individuals (Last 1995). Ecological studies provide a
relatively easy way to compare populations in different geographic areas or
in the same area over different time periods because they usually rely on
data already available, such as incidence rates or mortality rates. Ecologi-
cal studies also provide a way to compare populations when the informa-
tion that can be collected is extremely limited. However, the lack of data
on an individual’s exposure to environmental health hazards is a source of
concern when interpreting the relationship between environment and dis-
ease (see ecological fallacy under “Systematic Error,” below). The phrase
ecological study is also used more generally for studies about ecology, the
relationship between living organisms and their environment (see Chap-
ter 10). In this broader context, no particular study design is implied.

A related phrase is population-based study, for studies on general pop-
ulations in defined areas, such as a city. This usage includes the epidemio-
logical concept of an ecological study. Other types of study designs may also
be population based, depending on how the study population is selected.

ExAMPLE: Heat Wave—Associated Mortality in the United States
In 1980, the United States experienced a summer heat wave when temper-
atures reached record levels in much of the nation (Kilbourne 1997). In



Multiple Levels of Air Pollution
Effects in China

China is undergoing rapid industrialization
and a subsequent escalating demand for en-
ergy, primarily from coal (World Resources
Institute [WRI] 1998). Air pollution occurs at
multiple geographic levels: indoor, local, re-
gional, and global. Air pollution in China
also demonstrates the multiple nature of
effects on human health, vegetation, and
global climate.

Domestic use of coal for cooking and
heating can generate high levels of particu-
late matter that have been documented to
cause high rates of lung cancer among non-
smoking women. Ambient air pollution in
China’s large cities arising from energy, in-
dustry, and motor vehicles includes high lev-
els of sulfur dioxide (SO,) and particulates.
The result has been increasing rates of mor-
tality and hospital admissions from respira-
tory illness (see text).

Regionally, acid rain affects about 40 per-
cent of China’s agriculture, according to a
survey by the National Environmental Pro-
tection Agency (World Bank 1997; Downing
et al. 1997). In southeastern China, the an-
nual mean pH of rain is below 4.0, or highly
acidic. A study in the southwestern provinces
of Sichuan and Guizhou found that approxi-

mately two-thirds of the agricultural land in
the region is subject to acid precipitation; 16
percent of the crop area suffers significant
damage and reduced crop yields as a result.
China accounts for 65 percent (22 million
tons of SO, per year) of total emissions in
Asia. Although most of this is deposited
within China, 35 percent and 39 percent of
the sulfur deposited in North Korea and
Vietnam, respectively, originates from Chi-
nese emissions.

Coal burning produces more greenhouse
gases, primarily carbon dioxide, than the use
of any other fossil fuel. Coal accounts for
about 75 percent of China's commercial en-
ergy needs, compared with 17 percent in Ja-
pan and 27 percent as the world average use
of coal (WRI 1998). Demand for coal is pro-
jected to increase by 6.5 percent annually
(Downing et al. 1997) and is expected to
burn 1.5 billion metric tons annually in the
year 2000 (WRI 1998). China’s share of global
carbon emissions has increased from 5.2 per-
cent in 1970 to 11 percent in 1990. Projec-
tions are for China’s primary energy demand
to increase another sevenfold by the year
2050. An increase in emissions of greenhouse
gases has raised concerns about global cli-
mate change, with possible adverse effects
on human health, agriculture, and other sec-
tors (see Chapters 7 and 13).

July of that year, there were some 5,000 deaths in excess of the number ex-
pected in the absence of a heat wave. Interestingly, only about 1,700 of
those deaths were classified as heat related. An analysis based only on death
certificates that list heat as a cause of death systematically underestimates
the effect of a heat wave on mortality. A great deal of attention in epi-
demiological studies is directed at identifying systematic measurement
errors (see measurement bias under “Systematic Error,” below).

From a public health perspective, it is important to identify subpopu-
lations that are most at risk from heat-related death. Heat waves are asso-
ciated with an increase in deaths in people with preexisting heart disease,
among elderly persons and, to a lesser extent, among very young persons,
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and in areas of low socioeconomic status. Several studies have also noted
that more women than men suffer heat-related mortality. However, such
observations have been made in populations where there are many more
women than men among the elderly. When comparisons are made within
the same age groups, males are actually at somewhat greater risk than fe-
males. The apparent effect of gender seen initially was incorrect because
another factor, age, was affecting heat-related mortality and relatively more
females were in the high-risk age groups. In this situation, age is called a
confounding variable. A central methodological concern in the interpreta-
tion of epidemiological studies is the possible influence of a confounding
variable that has not been measured (see under “Confounding”). The
comparison of mortality by gender is essentially the same statistical prob-
lem as the comparison of mortality by country when the comparison
groups have very different age distributions (see Box 2.6).

ExAmPLE: Mortality in Refugees from Iraq and Rwanda
A complex emergency describes situations that cause significant excess
mortality in large civilian populations because of a combination of war,
food shortages, and population displacement (Toole 1997). Mortality rates
are specific indicators of the health status of populations affected by emer-
gencies. Since routine reporting mechanisms are not in effect, the number
of deaths is estimated from hospital and burial records, community-based
surveys, and 24-hour burial-site surveillance. The effect of refugee status
on mortality is commonly made by comparing the CMR in the refugee
population with the CMR in their country of origin, representing the rate
as deaths per 1,000 population per month. For example, the CMR in Iraq
of 0.7 per 1,000 per month is compared with the CMR of 12.6 per 1,000
per month for 400,000 Kurdish refugees near the border with Turkey from
March through May 1991. Under even harsher conditions (see Chapter 14),
Rwandan refugees who fled into the Democratic Republic of the Congo
(formerly Zaire) in July 1994 experienced a CMR of 102.0 per 1,000 per
month, over 50 times higher than the baseline of 1.8 per 1,000 per month.
There are, of course, serious methodological concerns with data col-
lected under emergency situations. CMRs must be handled cautiously to
avoid misleading comparisons (see Box 2.6). It is not possible to determine
how well the statistics from the country of origin actually reflect the expe-
rience of the refugee population before they fled. It is possible that the dis-
placed population is not representative of the country of origin in terms
of age or other factors affecting mortality in the country of origin (see mi-
gration bias under “Systematic Error,” below). However, the reported
CMRs in refugee populations tend, if anything, to be underestimates be-
cause deaths are usually undercounted and population size is often exag-
gerated (see measurement bias under “Systematic Error”).



30 Alfred A. Buck and Joan L. Aron

Table 2.3 Households Burning Smoky Coal and Lung Cancer
Mortality in Xuan Wei, Yunnan Province, China

EXAMPLE: Air Pollution and Respiratory lliness

and Mortality in China

In China, households using coal for domestic cooking and heating are es-
pecially at risk for indoor air pollution, since coal can generate a high level
of particulate matter smaller than 2.5 microns. Concentrations in these
households can reach levels more than 100 times the proposed U.S. stan-
dard for ambient air quality (World Resources Institute [WRI] 1998). Per-
haps the most compelling example of the health effect of indoor air pollu-
tion is the association between lung cancer mortality and the percentage
of households burning smoky coal in Xuan Wei, in Yunnan Province (Table
2.3). Fuel for cooking and domestic heating was burned in shallow, un-
ventilated pits, resulting in high levels of indoor air pollution. Indoor air
pollution is a likely etiologic agent, since the association between smoky
coal and lung cancer mortality was especially strong in women, who rarely
used tobacco in this setting (Mumford et al. 1987).

Air pollution in several of China’s megacities, such as Shanghai and
Shenyang, ranks as among the worst in the world for sulfur dioxide (SO,)
and particulates (WRI 1998). In 1995, more than half of the 88 cities mon-
itored for SO, were above World Health Organization (WHO) guidelines,
and 85 cities far exceeded WHO guidelines for total suspended particulates
(TSP). The cities of Taiyuan and Lanzhou had SO, levels nearly 10 times
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the WHO guideline. According to an epidemiological study in Beijing,
the risk of mortality was estimated to increase by 11 percent with each
doubling of SO, concentration and by 4 percent for each doubling of
TSP. Mortality from chronic obstructive pulmonary disease increased 38
percent with a doubling of TSP and 29 percent with SO, doubling. In
Shenyang, estimated total mortality increased by 2 percent with each 100
micrograms per cubic meter increase in SO, and by 1 percent for each 100
micrograms per cubic meter increase in TSP. Overall, it is estimated that
178,000 premature deaths could be avoided each year if China met its air
pollution standards (World Bank 1997).

In addition to mortality, urban air pollution in China has resulted in
6.8 million emergency room visits and 346,000 extra hospital admissions
for respiratory illness annually. Also, 4.5 million person-years are lost due
to illness associated with air pollution (World Bank 1997). Although the
energy and industrial sectors are now the largest contributors to urban air
pollution in China, their role may soon be surpassed by the transportation
sector. The number of motor vehicles has tripled since 1984, reaching 9.4
million in 1994. By 2020, the urban vehicle fleet is expected to be 13-22
times greater than today. A recent study in Beijing showed that all air-
monitoring stations within the downtown area exceeded the national
standards for carbon monoxide. Also, the levels of nitrogen dioxide have
nearly doubled over the past decade. During the summer, concentrations
of ground-level ozone repeatedly exceed national standards. Compound-
ing this urban pollution problem is the fact that most Chinese cars are fu-
eled by leaded gasoline (WRI 1998).

Ecological studies can demonstrate the effects of air pollution indoors
and outdoors (see also Box 2.7). However, it is difficult to sort out the con-
tribution of each to the etiology of disease when both indoor and outdoor
air pollution occur at very high levels.

ExAMPLE: Ultraviolet-B Radiation and Incidence

of Skin Cancer in the United States

The principal concern raised by stratospheric ozone depletion is that more
ultraviolet-B (UV-B) radiation from the sun will reach the ground (see
Chapter 7). One of the potential biological consequences of an increase in
UV-B radiation is an increase in the incidence of nonmelanoma skin can-
cer. The relationship between UV-B radiation and the incidence of skin
cancer can be analyzed by comparing different latitudes. In moving from
the equator to higher latitudes, the midday sun is lower in the sky and UV-
B radiation passes through a longer path of stratospheric ozone. Therefore,
higher latitudes experience lower levels of UV-B radiation on the ground.
A direct relationship between UV-B radiation and the incidence of non-
melanoma skin cancer leads to a prediction of a steady decline in incidence
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at higher latitudes (see Fig. 7.5). The incidence of nonmelanoma skin can-
cer observed among the white population in several U.S.locations in 1971—
72 and 1977-78 also reveals a steady decline at higher latitudes (see Fig.
7.5). Within the temperate latitudes of the United States, a shift southward
of 1.8 degrees (approximately 400 kilometers) appears to cause a 10 per-
cent increase in incidence.

Since nonmelanoma skin cancer takes years to develop, a simple
analysis of incidence by latitude is reasonable if the underlying UV-B con-
ditions have not changed much in a given location. The use of age-ad-
justed incidence rates is also reasonable under these conditions (see Table
2.1). In recent decades, there has been a general increase in the incidence
of skin cancer due to behavioral changes in exposure to the sun. There-
fore, incidence at a later period is generally higher, but the comparison of
relative changes across latitude is similar within each period of observa-
tion. A strength of the study is a comparison within a racial group, the
white population, since the incidence of skin cancer varies by race. The
presentation of results by gender also demonstrates that males are at
higher risk than are females. A weakness of the study is a lack of behav-
ioral data that might indicate that residents at lower latitudes spend more
time outdoors (see under “Confounding”). In fact, the latitudinal effect
appears to be a little steeper than predicted on the basis of UV-B alone,
although this effect is not formally analyzed. This study design is also vul-
nerable to distortion caused by migration of people across latitudes.
Where a person is diagnosed with skin cancer may be quite different from
the location of exposures to UV-B early in life (see migration bias under
“Systematic Error,” below).

EXAMPLE: Rodents and Hantavirus Pulmonary Syndrome

in the United States

Hantavirus pulmonary syndrome (HPS) recently has been recognized as
an emerging disease in the United States. The causative agent, the sin nom-
bre virus, is closely related to other viruses transmitted from infected ro-
dents to humans (see Chapter 10). Ecological evidence of the relationship
between rodents and cases of HPS has been provided in the southwestern
United States, where large numbers of cases brought the problem to na-
tional attention in 1992—-93. During this period, populations of deer mice
increased as much as 10-fold in some locations in the area. In late 1993,
there was a decline in the number of cases of HPS about the same time as
a decline in the populations of deer mice. The increase in the populations
of deer mice has been related to the effect of unusually heavy rainfall in the
area (Engelthaler et al. 1999), which suggests an association with the climatic
pattern known as El Nifio (see Chapter 8).
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As with many ecological studies, the connection between the supposed
risk factor and human cases is indirect. The populations of deer mice had
been observed as part of a long-term study at a field station in New Mex-
ico, south of where the cases had been observed. However, the linkage has
provided the basis for other studies, such as a case-control study (see un-
der “Case-control Studies,” below). The linkage is likely to be complex. The
association between cases of HPS and heavy rainfall was strong for the El
Nifo of 1997-98 (Hjelle and Glass 2000) but not for the El Nifio of 1991—
92 (Glass et al. 2000). This example demonstrates the importance of long-
term studies for identifying trends.

Cross-sectional Studies

Cross-sectional studies are useful to determine the prevalence and distri-
bution of diseases and health conditions in a population. Epidemiological
data can be obtained by cross-sectional studies of representative popula-
tion samples, defined risk groups, or sentinel sites and are especially help-
ful in areas without good surveillance programs or vital records. In a cross-
sectional study, associations between health conditions and possible risk
factors may be difficult to interpret in terms of cause and effect because all
of the data are collected at the same time. Moreover, the prevalence of dis-
ease can be increased not only by new cases, but also by longer duration of
disease (e.g., because of a new treatment that prolongs survival without
curing), in-migration of cases, or out-migration of healthy people (see mi-
gration bias under “Systematic Error,” below).

However, cross-sectional studies can be more powerful with data on
other related time elements. For example, it is possible to synchronize age-
specific population data with the approximate calendar time of events that
have affected the health status of a community. Measurements of past ex-
periences and illnesses can also be estimated by interviews and medical his-
tories, by relating historical events to the occurrence of illness in the life
history of a person, and by establishing age-specific antibody profiles that
demonstrate past exposures to specific infections. Cross-sectional studies
may be repeated in the same population and, if identifiers are available to
link records from the same person appearing in multiple surveys, may
form the basis of cohort studies (see “Cohort Studies,” below).

In some situations, it is appropriate to describe a health condition
quantitatively instead of merely in terms of presence or absence. For ex-
ample, the concentration of a chemical in the blood might be expressed in
parts per unit of weight or volume, especially when there is no established
level that permits a classification into normal or healthy versus abnormal
or unhealthy.
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eExAMPLE: Vitamin C Deficiency and Scurvy in Refugees

from Ethiopia

Although scurvy is rare in stable populations in developing countries, it
has been reported in displaced populations. Cross-sectional surveys of
Ethiopian refugees in Somalia and Sudan were performed in 1986—87
(CDC 1992). The prevalence of scurvy was as high as 45 percent among fe-
males and 36 percent among males; prevalence increased with age. The
prevalence of scurvy was associated with the period of residence in camps
and the time exposed to rations lacking in vitamin C.

This study overcomes the inherent limitation of cross-sectional stud-
ies by collecting information about past events related to residence in
camps and consumption of rations lacking in vitamin C. Extensive med-
ical knowledge about vitamin C deficiency and scurvy also provides con-
fidence in critical data obtained retrospectively.

EXAMPLE: Fish Consumption and Mercury in Canada

Industrial activities in North America generate airborne mercury that can
circulate far from its source (Commission for Environmental Coopera-
tion [CEC] 1997). Eastern Canada is particularly affected. Residents of the
Upper Saint Lawrence River basin in the Canadian province of Quebec
were tested for blood levels of mercury (Mahaffey and Mergler 1998). This
area contains two major lakes that are popular for fishing. Increased con-
sumption of lake fish was associated with higher concentrations of blood
mercury. The study concluded that screening for blood mercury should
be conducted more often among people who eat more than 100 grams of
fish from contaminated lakes per day. Typical of studies of toxic chemi-
cals, the outcome variable was a quantitative variable (concentration of
mercury in the blood) and not simply the presence or absence of a con-
dition.

ExAMPLE: Water Contact and Parasitic Disease in Chad

Similar environmental hazards may have quite different effects on the
health conditions of individual communities and households, even among
those located in the same area or village (Buck et al. 1970). Figure 2.2 is a
map of a village in Chad where the pattern of the locally endemic diseases
differed significantly between different groups of houses. The cluster of
families living next to the perennially flowing river (group 1) had very high
prevalence rates of onchocerciasis, also known as river blindness, because
they were close to the breeding sites of the local blackfly vector (Simulium
damnosum) of the disease. By contrast, all other households (groups 2—4)
fetched their water from Mbongo Creek, which ran parallel to the road.
Among these families, the prevalence rate of intestinal schistosomiasis
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Figure 2.2 Clusters of houses with different sources of water in the village of Ouli
Bangala in Chad. Source: Reproduced with permission from Buck et al. 1970, Figure 4.11.

(Schistosoma mansoni) was three times higher than that found in the clus-
ter near the river. This difference was due to infections acquired by daily,
intimate contact with the snail vectors of the parasite while people fetched
water from the creek. Another form of schistosomiasis (Schistosoma hema-
tobium) was co-endemic in the village but showed no difference between
the two groups of families because people were infected with equal fre-
quency outside of the village while fishing in the large Logone River. In ad-
dition to these three types of infection, malaria was hyperendemic in the
community. This example shows two frequently ignored situations of rural
communities in developing countries (i.e., a considerable degree of mi-
croepidemiological diversity and concomitance of target diseases that are
sensitive to environmental change).

EXAMPLE: Water Usage and Trachoma in Brazil

Trachoma, the leading infectious cause of blindness in the world, had ap-
parently been eradicated in the Brazilian state of Sao Paulo by the late
1960s. However, in 1982, new cases of inflammatory trachoma, an early
stage of the disease, were found in preschool children in Bebedouro, a mu-
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nicipality in the state. In 1985, a cross-sectional study was conducted to de-
termine the prevalence of disease and the risk factors associated with dis-
ease (Luna et al. 1992). Households with children 1-10 years old were cat-
egorized according to the presence or absence of inflammatory trachoma
among those children. Of the total 1,166 households, 84 had cases of in-
flammatory trachoma. Several household characteristics were associated
with the presence of cases. An outdoor source of water, either a pipe out-
side the doorway or no pipe at all, was an important risk factor. Low wa-
ter consumption was also a risk factor, even after water source, socio-eco-
nomic status, and sewage facilities were considered. A large number of
children in a household placed it at greater risk. Other risk factors were the
lack of daily garbage collection and a head of household without any for-
mal schooling. This kind of study is useful in identifying households for a
disease control program.

EXAMPLE: Seroprevalence and Malaria Control Evaluation

in Afghanistan

In 1970, after a 10-year uninterrupted program of malaria control in
Afghanistan, the country was considered free of the disease and no new
cases were reported. During the same year, a cross-sectional survey of mul-
tiple diseases was carried out in ecologically contrasting communities of
the country (Buck et al. 1972). Among the routinely applied diagnostic
methods was a test for the presence of residual malaria antibodies. It was
assumed that the results of the study would reflect the success of the con-
trol program. It was anticipated that children born during the 10 years of
malaria control would have escaped infection and, therefore, would have
no antibodies, while significant numbers of adults would show persistent
antibody levels reflecting the precampaign level of endemicity. The find-
ings are summarized in Figure 2.3.

In the village of Sayedabad, the results confirmed the concordance be-
tween the prevalence of antibodies in persons over 10 years of age and their
absence during the corresponding period of malaria control. In contrast,
they indicated that a considerable proportion of children in the village
of Bula Quchi had acquired infections that produced antibodies to the
malaria antigen during the same time. Because of the presumed absence of
malaria in the previously large endemic region near the Amu Darya River,
the new clinical cases had remained undiagnosed and unreported. Eigh-
teen months after the survey and after a period of unusually heavy rain-
falls, an extensive malaria ( Plasmodium vivax) epidemic occurred in a large
band of fertile land along the big river, including the village of Bula Quchi.
The example demonstrates the usefulness of cross-sectional surveys to pro-
vide valuable information for disease surveillance and follow-up studies.
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Figure 2.3 Prevalence of antibodies to malaria by age group in the villages of Sayed-
abad and Bula Quchi in Afghanistan. Hemagglutinin tests with Plasmodium knowlesi
reagents were used to detect antibodies to Plasmodium vivax. Source: Data from Buck
et al. 1972, Chapter 4, and Buck’s unpublished records.

EXAMPLE: Incidence Estimates of Late Stages

of Trachoma in Tanzania

Trachoma, caused by repeated infections with Chlamydia trachomatis, pro-
gresses slowly from inflammatory infections of the eye in early childhood
to the late stages of conjunctival scarring, trichiasis (inturned eyelashes),
and corneal opacities seen in adults. Estimates of the magnitude of inci-
dence rates of late stages of trachoma are useful for planning needed health
services and for providing clues to the progression of disease. Unfortu-
nately, it is difficult to estimate incidence rates directly by following the
same people over years and decades. However, cross-sectional data on the
prevalence of signs of trachoma, which are more readily obtained, can be
used to provide estimates of incidence.

Cross-sectional data on the signs of trachoma were collected in 1988
from 4,898 women 18 years and older in several villages in central Tanza-
nia. The increase in prevalence of signs of trachoma with age was used to
infer the probability of developing particular signs of trachoma with age
in this population (Munoz et al. 1997). For example, the probability of de-
veloping trachoma-induced corneal opacities over a period of 10 years
reached its peak of 2.80 percent in women aged 45—54 years, the oldest
group for which estimates were calculated. Such a probability may be in-
terpreted as a 10-year incidence rate (see under “Rates and Risks,” below).
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The use of age-specific cross-sectional data to construct incidence es-
timates requires assumptions that should be carefully considered. The
most important assumption is that the epidemiological patterns are stable
enough that the health status of younger people reflects the experience of
the older generations when they were younger, at least for a particular dis-
ease. Other assumptions are that a disease state does not disappear natu-
rally, that migration is not related to the disease, and that the particular
sign of disease does not cause people to die. In this study, excess mortality
associated with blindness related to corneal opacities could mask the true
incidence; this effect of mortality was judged to be minor after an analysis
of estimates of adult mortality rates and studies linking blindness with in-
creased mortality. Sometimes, as in the study in Tanzania, even the age of
the individual must be estimated. The variety of assumptions required to
infer incidence estimates from cross-sectional data means that, despite
their utility in an area with very limited information, they should not be
confused with data obtained from direct observation of new signs and
symptoms (see under “Cohort Studies,” below).

Case-control Studies

In a case-control study, people with a specific disease (cases) are compared
to people without the disease (controls) for differences in their history of
exposure to specific environmental factors. Case-control studies are espe-
cially suitable for diseases that are relatively rare or that have a long period
of latency from exposure to diagnosis of disease. The selection of cases and
their control partners can be based on different sources (e.g., hospital
records, occupational health statistics, results of cross-sectional studies).
In some settings, households with cases and households without cases may
be compared in the roles of cases and controls, respectively. A demonstra-
tion that history of exposure to a factor is more common among the cases
provides some evidence that the factor causes the disease.

However, cases and controls may also differ in characteristics other
than the specific target of the study. For example, the cases might be older
or poorer on average than the control group. If these other characteristics
are related directly or indirectly to the development of the disease in ques-
tion, they represent confounding variables that distort the effect of the fac-
tor of interest (see under “Confounding,” below). Matching each case with
a control person for the exact age, sex, and other important characteristics
likely to cause confounding eliminates the effect of those characteristics
in the comparison. Matching can also be applied at the group level so that
the proportion of the control subjects with a particular characteristic is
the same as the proportion of the cases with that characteristic. The case-
control study design is a powerful tool for sorting out multiple determi-
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nants of disease, although the selection of the cases and controls is the
source of much debate (see selection bias under “Systematic Error”).

EXAMPLE: Rodents, Human Behavior, and Hantavirus

Pulmonary Syndrome in the United States

In May 1993, an outbreak of HPS in the southwestern United States was
associated with a regional increase in the number of small rodents (see un-
der “Ecological Studies,” above, and Chapter 10). A case-control study was
conducted to determine the risk factors of individual cases (Zeitz et al.
1995). Seventeen people who had developed HPS were compared with un-
infected controls from each patient’s own household (98 household con-
trols), uninfected members of neighboring households (70 near controls),
and uninfected members of randomly selected households in the commu-
nity (80 far controls). Children under the age of 10 years were excluded as
possible controls. More small rodents were trapped at the case’s household
than at other households. Comparing within the same household, the case
was more likely to have hand plowed or to have cleaned feed storage areas.
The comparison with near controls showed that cases were more likely to
have planted. The comparison with far controls showed that cases were
more likely to have cleaned animal sheds. Compared with any control
group, the cases were more likely to have trapped rodents around their
household and to have handled dead mice. Therefore, the risk factors as-
sociated with HPS are an increased number of small rodents around the
house, the conduct of cleaning activities outside of the house, and partic-
ipation in agricultural activities. This study demonstrates the interaction
between ecological change affecting rodent populations and individual
activities that place a person at risk of infection.

EXAMPLE: Sun Exposure and Skin Cancer in Australia

Concern about increasing levels of solar UV-B radiation has sparked in-
terest in studies of the effects of sun exposure and skin cancer (see Chap-
ter 7). Basal cell carcinoma (BCC), which is the more common of the two
types of nonmelanoma skin cancer, has been associated with sun exposure.
But the specific details of exposure in relation to cancer risk are important
for risk assessment (see Chapter 4). A case-control study of BCC in west-
ern Australia permitted a more detailed investigation of patterns of expo-
sure for individuals (Kricker et al. 1995). Lifetime residence and occupa-
tional histories provided a structure for questions about sun exposure in
each year of life. The anatomic site of sun exposure and the development
of skin cancer were considered. The investigators also collected data on mi-
grant status, age at arrival in Australia, ethnic origin, and pigmentation be-
cause these factors have been associated with skin cancer. Risk increased
with total lifetime exposure in those who tanned well but not in those who
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tanned poorly. The target skin cells may be receiving more solar radiation
in people who do not tan well than in those who do tan well. This pattern
is consistent with other indications that sun exposure beyond a certain
level does not further increase the risk of BCC.

However, the effect of sun exposure in this study is not conclusive. The
associations were probably affected by measurement error in detailed his-
tories of sun exposure (see under “Random Error,” below) and possibly
even differential abilities of cases and controls to recall exposure (see recall
bias under “Systematic Error”). A history of skin cancer was not consid-
ered because of poor records of skin cancer diagnosis and treatment in this
population. It is possible that a previous history of sun-related skin disease
caused individuals to reduce their sun exposure, leaving individuals with
high exposure at apparently low risk.

EXAMPLE: Polychlorinated Biphenyls and Low Birth Weight

in Sweden

Polychlorinated biphenyls (PCBs) emitted from industrial processes have
dispersed far from their sources and have become particularly concen-
trated in the tissues of marine animals (CEC 1997). Rylander et al. (1998)
examined the effects of exposure to PCBs in Sweden, where a main route
of exposure is through the consumption of fatty fish from the Baltic Sea.
The design of this study was a built-in or “nested” case-control study us-
ing the accumulated data of an ongoing cohort study of low birth weight
among infants born to wives of fishermen (see under “Cohort Studies,” be-
low). A first analysis of this nested case-control study demonstrated an in-
creased risk of low birth weight among infants born to mothers with high
levels of fish consumption.

The next phase was to associate the increased risk with exposure to
PCBs. In 1995, samples of blood were collected from 192 women who had
given birth during the period 1972—-91 and were wives or ex-wives of fish-
ermen from the Swedish east coast, which lies on the Baltic Sea. The 57
cases of low-birth-weight infants were matched with 135 normal-birth-
weight infants on gender, calendar year of birth, and parity of the mother.
Maternal age and smoking habits were also considered because they affect
birth weight. A slightly more than doubled risk of low birth weight was as-
sociated with elevated blood levels of a chemical recognized as a biomarker
for exposure to PCBs. Two estimations of increased risk considered chem-
ical concentrations above 300 or 400 nanograms per gram of lipid weight,
suggesting that chemical levels above a threshold level were required to
cause adverse health effects. The effects of limited exposures to a health
hazard are an important component of risk assessment (see Chapter 4).
This study demonstrates the power of a case-control study to estimate the
effects of environmental exposures on adverse health outcomes.
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EXAMPLE: Schistosomiasis and Bladder Cancer in Egypt

Cases of bladder cancer in Alexandria, Egypt, from 1994 to 1996 were com-
pared to controls selected from people admitted to the hospital for acute
conditions unrelated to cancer or the urinary tract (Bedwani et al. 1998).
Individuals were questioned about a variety of factors, including educa-
tion, occupation, area of residence, smoking, and consumption of coffee.
A history of urinary, intestinal, and lymph node schistosomiasis was col-
lected, including age at first diagnosis. A higher proportion of the cases of
bladder cancer had a history of urinary schistosomiasis. The association
was stronger with a younger age at first diagnosis of schistosomiasis. Smok-
ing and certain industrial occupations were also associated with bladder
cancer. Nevertheless, a clinical history of urinary schistosomiasis ac-
counted for some 16 percent of cases of bladder cancer in this Egyptian
population. This study demonstrates the relationship between a chronic
noninfectious disease (bladder cancer) and a chronic infectious disease
(schistosomiasis) whose transmission is strongly influenced by environ-
mental factors (see Chapter 10). This study also demonstrates the impor-
tance of analyzing concomitant exposures from infectious diseases, indus-
trial occupations, and personal habits.

Cohort Studies

A cohort study begins with people free of disease (a cohort) who are clas-
sified according to their exposure to a possible risk factor for disease. Cases
of the disease are then recorded when they are newly diagnosed as the
cohort is followed over a period of time. The incidence of disease among
people with the exposure is compared to the incidence of disease among
people without the exposure. Data on other factors that could affect dis-
ease are also acquired over time (see under “Confounding”). This study
design may also be applied to monitor the development of symptoms in
people who already have a health condition.

A strong advantage of a cohort study is that information about the
causation and development of disease is acquired over a period of time in-
stead of by recall, as with the case-control study (see recall bias under “Sys-
tematic Error”). A cohort study is also less likely to be subject to selection
bias (see selection bias under “Systematic Error”). However, a cohort study
is more expensive to conduct. The advantages of cohort studies and case-
control studies may be combined in a nested case-control study. Nested
studies can be inserted at any time into prospective cohort studies when-
ever sufficient numbers of new cases have been observed. The control
group is selected from the rest of the cohort. The method has also been ap-
plied to cases whose diagnosis has required past examinations of biologi-
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cal specimens (blood, stool, urine). When adequately preserved aliquots of
such specimens have been kept, previously unavailable new tests can be ap-
plied to these posterity samples for a retrospective analysis of emerging
health conditions, especially those with long preclinical or subclinical con-
ditions. This approach has provided useful data on emerging diseases. Its
potential value for long-term studies has been impressively demonstrated
by the retrospective identification of different types of human immuno-
deficiency virus infections in deep-frozen serum samples from different
parts of Africa (Quinn et al. 1986; Nzilambi et al. 1988).

Another method to take advantage of historical data is the construc-
tion of retrospective cohort studies on exposures and health conditions.
Such information can be obtained from health interviews, medical
records, and morbidity and mortality statistics. The data can then be syn-
chronized with past environmental changes (e.g., natural catastrophes,
weather extremes, agricultural development, migration and resettlement).

The basic design for a cohort study often needs to be expanded to ad-
dress a variety of environmental and health conditions. Some issues are
that the incidence of disease may be strongly affected by multiple factors
and that health impairment or environmental risk factors may be mea-
sured quantitatively rather than by their presence or absence (see Box 2.8).

ExAMPLE: Health Consequences of the Chernobyl Accident

In 1986, a large radiation accident occurred at the power plant of Cher-
nobyl in the Ukraine. The expected health effects after the explosion of the
nuclear reactor covered a broad spectrum of acute and chronic conditions
in the populations of large geographic areas in Belarus, the Russian Feder-
ation, and Ukraine. Because of the differences in exposure to radiation and
in the administration and proficiency of the local health services, a Col-
laborative International Program on the Health Effects of the Chernobyl
Accident (IPHECA) was created under the auspices of WHO (WHO
1995). The two major objectives of IPHECA were (1) the comprehensive
assessment of the health effects of the accident and (2) the planning for op-
timal emergency responses for future accidents of a similar nature. Differ-
ent types of epidemiological studies were designed to assess the full extent
of the health effects in the three countries.

Radiation Sickness. Exposure to radiation had both immediate and
chronic health consequences. Among the 444 people who were exposed to
large amounts of radiation at the reactor site, 131 (29.5%) were diagnosed
as having acute radiation sickness.

Thyroid Cancer. Thyroid cancer required immediate study because
the effect on the thyroid gland of long-term exposure to radiation was
known from previous experience. Radioactive iodine (iodine-131), with
a half-life of eight days, was the most important risk factor during the first



Expanding the Cohort Study
Design

The basic design of a cohort study involves
classifying individuals according to exposure
to a possible risk factor for disease and fol-
lowing those individuals as new cases of the
disease are diagnosed. However, many im-
portant environmental health problems re-
quire more complex elements of study de-
sign.

It is especially difficult to study a risk fac-
tor like exposure to air pollution in the pres-
ence of another major risk factor. A cohort
study in the United States followed 8,111
adults in six cities over a period of 14-16
years to determine the effect of urban air
pollution on mortality from lung cancer
(Dockery et al. 1993). Data obtained on indi-
vidual smoking habits were critical because
mortality was most strongly associated with
smoking. The residual effect of urban air
pollution was that the rate of dying was 26
percent higher in the most polluted city than
in the least polluted city.

The risk of developing hantavirus pul-
monary syndrome (HPS) in the southwestern
United States has some association with
heavy rainfall and the growth of rodent
populations (see text). In advance of the El
Nifio event of 1997-98, which was expected
to bring heavy rainfall to the region (see
Chapter 8), Hjelle and Glass (2000) prepared
to monitor cases of HPS along with local pat-
terns of precipitation and questionnaires
about activities that may have led to infec-
tion of the cases. This study found an associ-
ation between HPS and locally heavy rainfall
and determined that most exposures oc-
curred in or around the home.

Measurements of health impairment may
require quantitative measures. A study of a
cohort of children born in and around the
lead-smelting town of Port Pirie, Australia,
associated measurements of lead concentra-
tions in blood with a decline in measure-
ments of intelligence (Tong et al. 1996). The
cohort design could determine that the ef-
fect of exposure to lead in the first seven
years of life persisted into later childhood.

few weeks after the accident. The absorption of radioiodine in the thyroid
gland was enhanced because many residents of the affected areas lacked
iodine in their daily diet. Preventive action to reduce the intake of the ra-
dioactive isotope took the form of distributing (nonradioactive) iodine
tablets to the population at risk. However, many children did not receive
the tablets, leaving them at a higher risk of developing thyroid cancer. An
epidemiological assessment has related the risk of thyroid cancer to the
dose of radiation absorbed by children (see Table 2.4). The studies are
continuing.

Leukemia. Leukemia, like thyroid cancer, required immediate study
because the effect of long-term exposure to radiation was known from pre-
vious experience. Cohort studies were designed to detect and treat cases of
leukemia in a target population of 270,000 people in the affected areas of
the three countries. Based on advanced diagnostic methods for finding
cases, the preliminary results have not yet shown a significant increase in
the incidence of leukemia that could be linked to the effects of radiation.
Presently, case-control studies are under way to investigate associations be-
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Table 2.4 Risk of Thyroid Cancer in Children Born between 1971 and 1986 in Parts
of the Former Soviet Union

tween individual exposure doses and leukemia. The major radionuclide
(radioactive element) released by the Chernobyl accident was cesium-137.
It can enter the body through the consumption of contaminated fresh veg-
etables, milk, and drinking water or by direct external exposure to contam-
inated soil and clothing.

Brain Damage in Utero. The risk of brain damage to fetuses of moth-
ers exposed to radiation during the critical developmental stage of preg-
nancy was studied in 4,210 infants born within a year after the accident.
Of these, 2,189 of the newborns were delivered by mothers exposed to ra-
diation. They were compared with 2,021 infants whose mothers resided in
nonradiation areas. The two groups were matched for age, socioeconomic
status, type of residence, and educational level. The study protocol in-
cluded assessment of mental retardation, measures of neurological and en-
docrinal aberrations, and brain mapping by computerized analysis of elec-
troencephalograms. Preliminary results of this cohort study suggest an
increased incidence of mental retardation and behavioral disorders in the
exposed group. In addition to verification of the preliminary results, the
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objectives of the ongoing studies include determining the degree of inter-
ference by confounding caused by psychological factors related to the ac-
cident (see under “Confounding,” below) and performing a detailed dosi-
metric follow-up of exposure and disease (see Fig. 4.4).

Special Issues for Studies of the Transmission

of Infectious Disease

The fundamental distinction of infectious diseases is that the spread of an
infectious agent in a population affects the risk of infection to others. For
contagious processes, the susceptibility or immunity of individuals in a
population is a major determinant of risk. Environmental factors then in-
fluence the contagious process and interact with the dynamics of trans-
mission. If no infectious agent is present, environmental factors cannot
cause infectious disease; if many infectious agents are present, environ-
mental factors may affect the ability of each to be transmitted. Increasingly,
researchers have recognized that it is important to construct studies that ex-
plicitly examine the chain of transmission of an infectious agent. On a small
scale, the investigation of a disease outbreak attempts to reconstruct the his-
tory of exposure and transmission. On a larger scale, the analysis of the dy-
namics of infection in a population may include the levels of infection and
immunity of the population as part of the risk factors. The special issues re-
lated to the transmission of infectious diseases are discussed in Chapter 10.

Risks and Rates
Some epidemiological terms for risks and rates can cause confusion. Inci-
dence rates and mortality rates measure the frequency of events in a pop-
ulation over a specified period of time. Risk is the probability that a per-
son will experience an event in a specified period of time. When the risk is
small, the incidence rate may be almost identical to the risk of the health
condition in the specified period of time. For example, if the incidence rate
for a disease is 1/100 per year, then the probability of someone’s develop-
ing that disease in a year is about 1 percent. However, a rate may increase
without bound and a probability cannot exceed 100 percent. The term risk
itself is also used loosely as a synonym for risk factor and hazard. A risk fac-
tor is generally an attribute or exposure associated with increased risk of a
disease, but hazard is used more specifically in environmental impact as-
sessment. The term prevalence rate demonstrates an alternative meaning of
rate as ratio or proportion; in this context, ratio is often substituted for rate
to reserve the latter for expressing changes over time.

The quantification of risk is conceptually straightforward in a cohort
study (see Fig. 2.4). The risk of developing disease over a period of time is
calculated for people who are exposed to a possible risk factor and people
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Figure 2.4 Calculations for relative risk and odds ratio.

who are not exposed to that factor. The most common way of expressing
the comparison is in terms of the relative risk, which is the ratio of the two
risks (of people exposed and of people not exposed). If the potential risk
factor is associated with disease, then its relative risk is larger than 1. For
example, if 2 percent of exposed people develop disease and 1 percent of
unexposed people develop disease, the relative risk is 2.

In a case-control study, it is not possible to estimate the relative risk di-
rectly because cases rather than exposures are the starting point for the
study. However, another method produces a result that is similar to the rel-
ative risk (see Fig. 2.4). If an exposure is associated with disease, then the
cases are more likely than the controls to have a history of exposure. For
example, 50 percent of the cases might have a history of exposure in com-
parison with only 10 percent of the controls. In epidemiological practice,
it is standard to convert the proportion with exposure into the odds of ex-
posure. The odds are defined as the ratio of the probability that something
is so to the probability that something is not so (Last 1995). In a case-
control study, the odds of exposure are calculated as the ratio of the pro-
portion (or number of people) with a history of exposure to the proportion
(or number of people) without a history of exposure. For example, if 10
out of 60 people have a history of exposure, then the odds of exposure are
10:50, or 1:5. The odds ratio is the ratio of the odds of exposure for cases
and the odds of exposure for controls. For example, if the odds of cases
having a history of exposure are 1:5 and the odds of controls having a his-
tory of exposure are 1:10, then the odds ratio is 2. An odds ratio larger than
1 indicates that the potential risk factor is associated with disease, in direct
analogy with the relative risk. If a disease is relatively rare, such as cancer,
then the odds ratio from a case-control study is actually a good estimate of
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the relative risk. In fact, odds ratios are sometimes (incorrectly) labeled as
relative risks in publications.

In environmental impact assessment, the relative risk of disease from
an exposure is combined with the probability of exposure in a population
to construct the population attributable risk (see Chapter 4). This risk mea-
sures the proportion of the disease incidence due to the particular expo-
sure and therefore indicates the cases of disease that could be eliminated if
the exposure were eliminated.

Potential Sources of Error in Epidemiological Studies
Epidemiological studies require numerous measurements on people and
the environment. Unfortunately, errors can be introduced into measure-
ments, affecting the outcome of a study. A random error represents the role
of chance and is considered nonsystematic error. Systematic error, or bias,
affects measurements in a particular direction. A related problem is one of
confounding, in which a factor in a study may have an association with a
disease but not be a cause of that disease. In this situation, the true cause
lies elsewhere in an unmeasured variable that happens to be associated
with the studied factor in question (see “Confounding,” below). Good
study design can minimize the possible effects of errors. It is also good
practice to rely on more than one study in demonstrating any association.

The general remarks below are intended as a guide for consultation
with a statistician during study design and analysis. Textbooks on epi-
demiological methods also provide a wealth of information (e.g., Gordis
1996; Beaglehole et al. 1993).

RANDOM ERROR. Random error of a measurement may be due to individual
biological variation or an inherent lack of accuracy in a measuring instru-
ment. Measuring instruments include everything from devices that mon-
itor particulates in the air to questionnaires about animal bites. Even if in-
dividual measurements are precise and accurate, a sample of individuals
from a population may not reflect the composition of the population. Such
sampling error may arise even if the individuals were truly selected at ran-
dom. Any kind of random error can lead to an observed association (or
lack of association) that is not true (i.e., a factor that seems to cause a dis-
ease does not or a factor that seems to be unrelated to a disease actually
causes it). Careful attention to individual measurements and the selection
of larger samples can reduce random error. Larger sample sizes reduce the
chance of missing real associations.

SYSTEMATIC ERROR. Measurement bias is one type of systematic error that
arises from inaccurate measurements. If the measurement problems have
no particular direction, then measurement error is a type of random error,
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as just described. If the measurements tend to be consistently too high or
too low, then the error is systematic. Measurement may also involve the
classification of individuals, as in the diagnosis of a disease. In this context,
measurement bias is called classification bias. The inability to recall infor-
mation accurately in an interview can introduce measurement bias. If, in
addition, the inability to recall information is different in different parts of
the study population, the effect produces recall bias. For example, people
who have been diagnosed with cancer may be more likely to report expo-
sures than are people selected as controls for comparison.

Selection bias is caused by a systematic difference between the people
selected for a study and those who are not. Selection bias is related to sur-
veillance bias, in which some groups of people or events may be more likely
to come to the attention of investigators. For example, children who attend
school may be healthier or wealthier than children who do not. The selec-
tion of controls in case-control studies is often a point of debate even if the
selection of cases is not. Migration bias is another way in which the selec-
tion of individuals can distort associations between factors and disease.
The characteristics of people who migrate from an area may not be repre-
sentative of the source population, an important issue in monitoring
health conditions among migrants. Migration into and out of an area may
be associated with the factors and disease under study.

The ecological fallacy, or ecological bias, is relevant to ecological study
designs that rely on group measurements. Group associations may not be
the same as associations based on individual data (if such data were avail-
able). For example, studies of air pollution usually rely on monitors to
sample outdoor air at very few locations. The measurements of pollutants
may be higher in one city than in another city, but an individual selected
in the first city does not necessarily have a higher personal exposure than
an individual selected in the second city. The ecological bias is also called
the aggregation bias.

Potential biases should be assessed in reports of other studies and in
the design of new studies. Great efforts should be made to reduce or elim-
inate biases.

CONFOUNDING. Even after random errors and biases are considered, a fac-
tor may have an association with a disease and yet not be a cause of that
disease. The problem is the existence of a confounding variable that affects
disease and is unequally distributed among the other factors in the study.
In the example on mortality during heat waves, old age was a confound-
ing variable in a study that produced an apparent risk due to being female.
Elderly persons are well documented to be more affected by heat waves
and, in many populations, more women than men are likely to be elderly
persons. Confounding is a potential problem for any study design, al-
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though it may be worse for ecological studies because fewer data on con-
founding variables may be available.

For confounding to be controlled, possible confounding variables
must be recognized. Comparisons can be made within groups, or strata,
defined by levels of the confounding variables. For example, the discussion
about heat wave mortality refers to studies of mortality of males and fe-
males within the same age group (i.e., stratified by age). In case-control
studies, cases and controls may be matched on a possible confounding
variable, such as age or smoking, to eliminate its effect from the analysis of
other factors. Sophisticated statistical procedures to adjust for the effect of
confounding variables may be required when data are too limited for direct
approaches of stratification and matching.

The Sequential Application of
Epidemiological Methods

The sequential application of different epidemiological methods is re-
quired for the solution of global health problems with strong environ-
mental determinants. The following example of a parasitic disease in Egypt
demonstrates the process of adapting and combining epidemiological
methods, both classical and technically advanced. When new results from
a previous study became available, new questions broadened the scope of
the investigations. Their scale combined micro- and macroepidemiologi-
cal situations for which answers were needed to develop an effective pro-
gram for disease prevention and control. The methods included clinical
observations, cross-sectional investigations of selected population sam-
ples, case-control studies, and ecological inquiries (ecological in the
broader sense used in Chapter 10). These were followed by technically
more sophisticated studies using satellite imaging and the development of
a geographic information system (GIS) (for details, see Chapter 3).

The disease of concern was lymphatic filariasis, caused by the thread-
like worm Wuchereria bancroftia. The disease is characterized by acute
episodes of fever with infections and swelling of the peripheral lymphatic
vessels and lymph nodes, most frequently involving the legs and, in males,
the scrotum and testicles (hydrocele). The chronic stage of the disease
causes chronic disability due to severe lymphatic obstructions and ele-
phantiasis. The life cycle of filariasis depends on mosquito vectors that are
adapted to a wide range of habitats, including canals and ditches heavily
contaminated with human and animal wastes. Introduced by mosquito
bites into the human host, the worm develops from its larval stages into
adults that dwell inside the lymphatic vessels, where the female produces
large numbers of mobile larvae, or microfilariae, which circulate in the
blood of infected individuals and are ingested by biting mosquitoes. After
further development in the vector, the life cycle is completed when the in-
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fective microfilariae enter the human host with a new mosquito bite. Fi-
lariasis is a cumulative infection; the parasite load, measured as the num-
ber of worms, increases with the time of exposure in an endemic area.

The gold standard of the diagnosis (i.e., the best available diagnostic
criterion) is the microscopic recovery of the microfilariae in small samples
of blood. However, many persons with advanced clinical symptoms have
no microfilariae in their blood. Therefore, population-based studies of the
disease have to include both parasitological and clinical examinations for
case detection. The situation is further complicated by the nocturnal peri-
odicity of circulating microfilariae in the peripheral blood (microfilaremia).
For this reason, population-based studies must be carried out at night,
between 10:00 p.m. and 2:00 A.m., when the circulation of microfilariae
reaches its peak.

Filariasis has been endemic in the Nile delta of Egypt since time im-
memorial. Between 1950 and 1965, a large-scale program of filariasis con-
trol in the endemic areas included the creation of safe water systems, waste
disposal, and improved irrigation practices. The temporary effects of wide-
spread application of insecticides against agricultural pests for higher
yields of crops for the rapidly increasing human population also helped to
reduce the vector population of Culex pipiens. Based on surveillance data
from 500,000 persons, the WHO Expert Committee on Filariasis con-
cluded that filariasis was a disappearing disease of no public health signif-
icance (WHO 1984). However, at the same time, spot surveys, which are
cross-sectional studies conducted rapidly on small populations, and clin-
ical reports indicated that the steady downward trend of filariasis had been
reversed. For this reason, the Ministry of Health created a new surveillance
program in the southern Nile delta, including population samples from
314 villages with a total of 350,000 persons. The results revealed a dramatic
reemergence of the disease with a highly focal distribution. A map of the
results is presented in Figure 2.5.

The findings prompted the epidemiologists to ask the W questions:
What happened, who was affected, when and where did it occur, and, most
of all, why did it happen? (See also Box 2.1.) The previous program of fi-
lariasis control had been terminated in 1965. Since then, significant envi-
ronmental and demographic changes had had a profound effect on the
reemergence of filariasis. The Aswan High Dam of the Nile was closed, in-
terrupting the annual flooding of the Nile. The dense network of irriga-
tion channels increased in all of the Nile River valley and its delta region.
The river water reaching the coast became heavily polluted by agricultural
and industrial runoffs and by human and animal waste. In addition to
these anthropogenic changes, geological shifts will continue gradually to
alter the physical nature of the Nile delta (Stanley and Warne 1993). The
sea level is expected to rise, salinization of agricultural land will increase,
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Figure 2.5 Geographic distribution of the prevalence of filariasis in communities in
the southern Nile delta. Source: Reproduced with permission from Harb et al. 1993,
Figure 3.

the ground water will be polluted, and the input of fresh water from the
Nile River will be reduced. The estimated growth rate of the population
in the affected area is 2.65 percent per annum (see also Chapters 6 and 9).
The resulting extension of agricultural irrigation has led to poor drainage
of ditches and to the creation of heavily polluted pools and wastewater
puddles in which mosquitoes breed. At the same time, the extensive use
of pesticides has introduced resistance to pesticides among mosquito
vectors.

The observations of the uneven geographic distribution of filariasis
led to additional studies comparing villages and households with and
without the disease to identify risk factors of exposure. The rationale for
conducting a case-control study originated from observations that the
cases were unevenly distributed in villages, with clusters in certain family
compounds. The study objectives aimed at the identification of those fac-
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Table 2.5 Risk Factors of Filariasis

tors (environmental, behavioral, genetic) that were responsible for the dif-
ferent infection rates (Dorgham et al. 1994).

Based on a census, there were 525 young females in the age group of
10-19 years, of whom 468 (89%) participated in the study. Of these, 41
(8.8%) had a history of filariasis. The age distributions of the case and con-
trol groups were similar. The frequencies of exposure to selected environ-
mental and behavioral risk factors were then compared between the case
and control groups. Exposures showing significant differences between the
two groups were then examined in a logistic regression analysis, a statisti-
cal procedure that permits the calculation of odds ratios when multiple
risk factors are considered simultaneously; the odds ratios are used to de-
termine the ranking in importance of health risks (WHO 1978). The re-
sults are shown in Table 2.5. Significantly more households of cases than
those of controls used the animal sheds in their compounds in lieu of la-
trines. The animal shelters of the family compounds provide favorable
conditions for the year-round indoor breeding of the vector Cx. pipiens.
Use of these quarters for defecation and urination increases the exposure
to bites by vectors and, thus, to the transmission of disease. The observed
difference between cases and controls regarding the frequency and dura-
tion of television watching was an unexpected finding. Television watch-
ing is mostly done in the evening when family members and their neigh-
bors join in this recreational activity. They may attract large numbers of
Cx. pipiens, the abundant mosquito vector in the area.
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A comparison of households with and without infection also showed
that the location of households near stagnant irrigation ditches and their
discharge channels or adjacent to standing pools of water constituted a
major environmental risk factor for filariasis. However, exceptions to this
finding required further study. Detailed entomological examinations in
households with multiple cases not situated close to outdoor breeding sites
led to the surprising detection of indoor breeding of mosquito vectors
throughout the year. The mosquito larvae are breeding in small accumu-
lations of water created and fed by water gently dripping from clay con-
tainers on top of the kitchen sinks.

Other investigations were conducted to find causes for the large dif-
ferences in the infection rates between villages of the same district. Ex-
tensive water seepage leading to heavy exposure to mosquito bites was de-
tected as a major environmental hazard. In the lower-lying parts of
villages built on clay soil, the bedrooms, kitchens, and toilets of many
houses were flooded and their mud-brick walls were soaked. In a large vil-
lage with 1,250 houses, of which 520 were located in a depression less than
20 meters below the level of the surrounding land, 146 houses were seri-
ously damaged.

Follow-up investigations to assess the causes of water seepage were car-
ried out by environmental engineers. Their study included drilling of an
auger hole to explore the soil condition, groundwater table, and aquifer
system. They found differences in the topography between the affected vil-
lages and the surrounding irrigated land. Geologically, there is a thick layer
of clay with poor permeability, leading to accumulations of stagnant pools
of water and seepage. The water flow of canals and channels for discharge
and drainage is intercepted in the depression. In recent years, many houses
have been connected to a piped water system without adequate provisions
for sewage and wastewater disposal.

A by-product of the epidemiological studies was the awareness of an
increase of other vector-borne diseases transmitted by Cx. pipiens, the
mosquito vector for filariasis. There is also evidence that children living in
the villages affected by water seepage have more frequent episodes of diar-
rhea and acute respiratory infection than do those living nearby.

These epidemiological findings spurred the planning of a new pro-
gram of filariasis control. The various components of the program com-
bine environmental improvements for source reduction of mosquito
breeding, health education to improve sanitary habits and minimize ex-
posure to mosquitoes, and mass treatment. An important task is the de-
velopment of a surveillance system to monitor program results. Children
from different villages who attend the same school make up ideal sentinel
samples (see also Box 2.5 on sentinel health information systems) to mon-
itor the incidence of new infections by annual examinations. Since school
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Figure 2.6 Diurnal temperature differences in the southern Nile delta on August 16,
1990. Observations are from the National Oceanic and Atmospheric Administration’s
Advanced Very High Resolution Radiometer. Source: Thompson et al. 1996, figure on
p. 234. Courtesy of Donald F. Thompson, Tulane University Medical Center, New Orleans,

Louisiana.

attendance is obligatory, they provide a cohort for six years of continuous
observation. The children serve as index cases to track the location of new
infections in their villages. The widening scope of health conditions af-
fected by the changing environmental conditions demanded that the an-
nual examinations should also include other diseases of local public health
importance (e.g., schistosomiasis, intestinal nematodes and protozoa, and
arthropod-borne virus infections). For ethical reasons and to increase
compliance in the surveillance program, prompt treatment has been given
whenever a specific condition is found.

Many communities in the Nile valley and delta at a potential risk for
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the reemergence of filariasis have not yet been covered by the program. In
an effort to narrow the scope of the mass examinations of new communi-
ties for filariasis, two new methods were introduced to identify areas of
high risk: remote sensing by satellites and the development of a GIS (see
Chapter 3). Remotely sensed data based on thermal scanning radiometry
were analyzed for diurnal temperature differences (dTs) that indicate sur-
face and subsurface moisture in the soil, including standing water (see Fig.
2.6). The coordinates of each village together with their digitized data on
the prevalence of filariasis were superimposed onto the dT map. There was
a high degree of correlation between the remotely sensed dT values and the
locally corresponding data on the prevalence of disease in the communi-
ties on the ground (Thompson et al. 1996). Hand-held Global Positioning
System satellite navigators are now being used to increase the precision of
the original village coordinates, which were extracted from available maps,
most with a scale of 1:10,000 (see Chapter 3 for more details). It is expected
that further studies will confirm the predictive value of the dT determina-
tions to establish priorities for selecting communities with high environ-
mental risks of filariasis and other vector-borne diseases to be included in
a countrywide surveillance program.

Conclusion

This chapter has introduced basic epidemiological study designs for un-
derstanding the linkages between global change and health. This presenta-
tion is intended to be a starting point for study designs, since they will in-
evitably have to be adapted to address unanticipated problems. Advances
in science and technology, especially in the area of geographic analysis,
provide new tools to strengthen epidemiological analysis (see Chapter 3).
Epidemiological analysis in turn must be linked to a larger process of as-
sessing future risks to human health and designing interventions (see
Chapters 4 and 5). The process of adapting epidemiological methods to
meet new challenges has occurred throughout the history of the discipline.
It is hoped that researchers from a variety of disciplines will be motivated
to adapt these concepts in new ways.

Suggested study projects provide a set of options for individual or team
projects that will enhance interactivity and communication among course
participants (see Appendix A). The Resource Center (see Appendix B) and
references in all of the chapters provide starting points for inquiries. The
process of finding and evaluating sources of information should be based
on the principles of information literacy applied to the Internet environ-
ment (see Appendix A).
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PROJECT 1: Observational Study Designs

PART A. DESCRIPTIVE MEASURES OF HEALTH STATUS. This part of the project
will strengthen the ability to find statistics on various health topics, famil-
iarize the student with statistics centers, and reinforce the understanding
of rates and risks.

Task 1. Find data on a selected health topic by investigating incidence,
prevalence, and mortality rates. Use both morbidity and mortality statis-
tics, if available. Describe the sources, which could include unpublished re-
ports, and the usefulness and credibility of the particular statistics found.

Task 2. On the basis of the section on risks and rates, find examples of
cohortand case-control studies to demonstrate the concepts of relative risk
and odds ratio.

PART B. ANALYTICAL APPROACHES. The objective of this part of the project is
to demonstrate an understanding of a variety of analytical approaches as
they are applied in different study designs.

Task 1. Find sources citing examples (not used in this chapter) for

ecological studies
cross-sectional studies
case-control studies
cohort studies

a0 T

Task 2. Finalize results in written form.

PROJECT 2: “What, Who, When, Where, Why” (see Box 2.1)
The objective of this project is to develop, practice, and refine research
skills required for multidisciplinary studies. It comprises seven tasks.

Task 1. Identify and describe one to three examples of changes in the
distribution of a health-related state or event related to disease, injury, dis-
ability, or death. (WHAT)

Task 2. Describe the population(s) of the example(s) in terms of avail-
able statistics on age, gender, occupation, and location. (WHO)

Task 3. Over what period of time have the changes in the population(s)
been observed? Do observations lead to future projections? (WHEN)

Task 4. Describe the global-local changes in the geographic location(s)
of the example(s). (WHERE)

Task 5. Examine reasons for the changes in the population(s). List and
describe the possible environmental determinant(s) of the example(s).
(WHY)

Task 6. For this task, more than one example must be available. Com-
pare the findings of at least two different examples. Note similarities and
dissimilarities.
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Task 7. Summarize.

a. What did you discover?
b. What new question(s) were arrived at?
c.  What study design(s) would you use for further research?

PROJECT 3: Sequential Application of Research Methods
The objective of this project is to reinforce the importance of multiple
studies in addressing environmental problems.

Task. Design and present an example for sequential application of re-
search methods as described and documented in this chapter.
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Geographic
Information Systems

Joan L. Aron, Ph.D., and Gregory E. Glass, Ph.D.

Geographic information systems (GISs) are, in the broadest sense, manual
or computer-based sets of procedures that permit users to capture, store,
manipulate, retrieve, analyze, and display data with spatial characteristics
(Aronoff 1989). The advent of computer hardware and software with the
power and storage capabilities to manipulate and analyze large databases
has driven the development of computerized GISs during the past 25 years.
Compared with manual systems, computerized GISs store and retrieve
data at greater speeds and at a lower cost per unit of data. Greater com-
puting power has been accompanied by greater ease of use and greater ac-
cess to computer technology in general. GISs are now being applied in di-
verse fields that use spatial or georeferenced data, and the number of
applications of GISs in the field of public health continues to grow (Briggs
and Elliott 1995; De Savigny and Wijeyaratne 1995; Clarke et al. 1996; Vine
et al. 1997; National Aeronautics and Space Administration (NASA)/Ames
1999a; Agency for Toxic Substances and Disease Registry [ATSDR] 2000;
Beck et al. 2000). A GIS incorporates many technologies and procedures
for manipulating multiple types of spatial data and integrating them into
a single analysis. Thus, a GIS can be critical in evaluating change and de-
veloping planning scenarios and decision models involving spatial data.
Spatial patterns of disease distributions often provide important evi-
dence related to underlying disease processes. Mapping has been standard
epidemiological practice since the field’s inception (Pyle 1979). Traditional
maps include pin maps, on which pins identify locations of cases of a dis-
ease, and choropleth maps, on which areas are shaded according to rates
of disease incidence, mortality, or other measures of the health status of
populations (see Chapter 2). John Snow’s map of community water pumps
and the deaths due to an outbreak of cholera in London in 1854 remains
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a classic visual presentation of evidence (Tufte 1997, 31). For practical rea-
sons, these early methods were applied to the study of epidemiological pat-
terns associated with one or at most a few environmental factors.

Public health issues related to ecosystem change are complex, however,
and depend on data at many geographic scales. For example, in West
Africa, the risk of onchocerciasis, a parasitic disease causing blindness, de-
pends on proximity to areas of turbulence in a river, which in turn are af-
fected by regional variation in rainfall and changes in the global climate
system (see Chapters 2, 7, and 8). Exposure to radiation also varies geo-
graphically, as demonstrated by the risk of thyroid cancer in relation to ra-
dioactive fallout that spread from the Chernobyl nuclear accident and the
risk of skin cancer in relation to ultraviolet (UV) radiation flux modulated
by latitude and stratospheric ozone depletion (see Chapters 2 and 7). The
ability of GISs to use numerous strata of data from various sources simul-
taneously means that a GIS can be an important tool for understanding
and responding to complex ecosystem changes that may adversely affect
public health.

This chapter provides an overview of the basic components of a GIS,
including related technologies for remote sensing, the global positioning
system (GPS), and geographic base file systems. The description of the
functions of GISs places emphasis on methods for spatial data analysis and
criteria for data quality. Critical issues in the implementation of a GIS are
system specification and cost, with aspects related to data sources, com-
puter technology, and human resources.

The Basic Components of Geographic
Information Systems

A Generalized Thematic Mapping System

The origins of GISs lie in thematic cartography, in which maps are con-
structed to display data describing characteristics of geographic features
(Clarke 1998). A particular aspect of the descriptive data is referred to as
an attribute or, more traditionally, a theme, from which comes the name
thematic cartography or thematic mapping. One example of thematic map-
ping is a display of the rate of incidence of a disease on a choropleth map
(see under “Map Generation,” below). The core of a modern GIS is a gen-
eralized thematic mapping system that integrates computer hardware,
software, and databases to capture, store, manipulate, retrieve, analyze, and
display data (Table 3.1).

Vector and Raster Data Formats

The standard model of geographic space partitions a mapped landscape
into features, which can be points, lines, or areas (Clarke 1998). A point on
the map is a feature with location but no extent, such as a stationary de-
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Table 3.1 Six Basic Functions of a Geographic Information System

vice to monitor pollution. A line on the map is a feature with one dimen-
sion, such as a road. An area on the map is a feature with two dimensions,
such as a census tract. The scale of the map affects the classification of fea-
tures. For example, a city may be represented as a point on a world map
and as an area on a local map.

GIS tools represent spatial data in vector format or in raster format.
Most GIS software programs have raster-to-vector and vector-to-raster
conversion algorithms that permit users to convert data to the more suit-
able form for a particular application. In either format, spatial information
is referenced with respect to a standard geographic coordinate system, such
as latitude-longitude, and projected to a plane with Cartesian x-y coordi-
nates. If spatial data are collected from multiple coordinate systems or pro-
jections, the data must be converted to a common locational reference sys-
tem before they are combined for spatial analysis (see Dana 1997, 1999 and
“Sources of Data,” below).

In vector format, the precise locations of points, lines, and areas are
specified in space. Lines are constructed as a series of line segments con-
necting points. Areas are constructed as polygons (i.e., regions enclosed by
line segments). All of the area in the interior of a polygon is assumed to be
uniform, to some specified level of accuracy, for the theme (attribute) be-
ing represented. For example, data in vector format show sites in Dade
County, Florida, where Black Creek Canal virus was present or absent in
populations of cotton rats (Fig. 3.1). Data in vector format can represent
quantitative levels at sampling sites by using symbols in different sizes, as
shown by a study of chemical and biological water pollution in Puerto Rico
(Hunter and Arbona 1995). Data in vector format can also show statistics
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Figure 3.1 Sampling sites of cotton rats in Dade
County, Florida, 1994, classified according to the
presence (black circle) or absence (white circle) of
rats infected with Black Creek Canal virus. Source:
Redrawn with permission from Glass et al. 1998,
Figure 1.

for a given area, such as a state, county, or census tract (see under “Data
Display,” below). Mapping in vector format is appropriate for land use
data, cadastral data (property records), census data, precise positional data,
and transportation networks.

In raster format, spatial data are represented by a regular rectangular
array of square cells. Borrowing terminology from digital satellite imagery,
a cell is often called a pixel, which is a shortened form of picture element.
A row number and column number define the location of each cell in
space. The value of an attribute is assigned to a cell, so the accuracy of po-
sitioning is determined by the size of the cell (see under “Spatial Accuracy
and Resolution,” below). Data in raster format can show the distribution
of forest habitat in Baltimore County, Maryland, which has been analyzed
in relationship to the locations of the residences of people who were diag-
nosed with Lyme disease (see Fig. 3.2 and under “Map Overlay and Com-
parison,” below). Data in raster format are typical in natural resource GISs
and maps developed using techniques from remote sensing (see under
“Remote Sensing,” below) (Burrough and McDonnell 1998; Clarke 1998).
In raster format, it is possible to represent fuzzy boundaries between nat-
ural resource features, such as the edges of forest. Data in raster format are
useful for constructing surfaces that assign a thematic (attribute) value to
all geographic points without assuming homogeneity within predeter-
mined district boundaries (see under “Methods for Spatial Data Analysis,”
below).

Each format has advantages and disadvantages. Data in vector format
generate maps similar to hand-drawn maps, which are considered to be
more pleasing to the eye. In addition, a map in vector format can usually
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Figure 3.2 spatial distribution of forest habitat,
1989-90, and the locations of residences of people
diagnosed with Lyme disease, 1991, in Baltimore
County, Maryland. Source: Redrawn from Glass
2000b, Figure 9.8. Reprinted with permission from

Aspen Publishers, Inc.

be stored more compactly. A system using vector format is usually more
efficient at encoding topological relationships, such as lines connecting
points, because a system using raster format usually identifies a theme (at-
tribute) at each cell (pixel) in the map regardless of whether the theme
changes between adjacent cells. However, management of data in raster
format may be more efficient than management of data in vector format
if a theme exhibits great spatial variability. Moreover, alternatives to scan-
ning raster data row by row can result in faster rates of data processing
(Goodchild 1997). Modern GISs employ features of both formats.

A Relational Database Management System

Nonspatial database systems are tools for managing the data in GISs. A re-
lational database management system is the most common user interface,
although programmers may use a variety of nonspatial database ap-
proaches (Meyer 1997). Relational database systems permit complex
queries but are easier to use than are programming languages. The basic
element is a data record, which is also called a tuple in mathematical treat-
ments of the subject. A set of data records defines a relation that may be
represented as rows of data records in a table. A data record is divided into
fields. One or more fields may be used as a key if their values uniquely iden-
tify a row. For example, a simple cross-sectional survey of people in a
province (see Chapter 2) might generate a data record with three fields:
unique identification number (key), place of residence, and history of
malaria. Relational database management systems can join two relations
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(tables) if they share a key field. For example, a survey on malaria and a
survey on anemia could be joined through a common key field to analyze
how anemia is related to a medical history of malaria. The ability to join
two or more relations (tables) by shared key fields provides tremendous
flexibility for performing inquiries in response to issues that arise after the
initial study design.

Related Technologies

Remote Sensing

Remote sensing refers to the use of electromagnetic radiation sensors to
record attributes of the environment (Patterson 1998). The most common
types of remote sensing in studies of ecosystem change and public health
use instruments on satellites and aircraft. Since the first scientific sympo-
sium on satellite-based remote sensing of the environment at the Envi-
ronmental Research Institute of Michigan in 1962, the remote sensing
community has grown to include at least six civilian satellite systems for
land remote sensing (Morain 1998). Earth-observing sensors on satellites
have deservedly gained attention as a monitor of environmental change on
a truly global scale. The origins of techniques for satellite-based observa-
tions lie in aerial photography, which continues to make unique contribu-
tions to information about the earth.

SENSORS ON SATELLITES. Remote sensing from satellites relies on a techno-
logical perspective of using electromagnetic radiation from Earth to ob-
serve environmental change in contrast with a scientific perspective of
studying the effects of electromagnetic radiation on the global environ-
ment (see Chapters 7 and 8). Of course, scientific and technological per-
spectives are interrelated, since advances in technology depend on gains in
scientific knowledge and vice versa.

Features of Earth’s land, water, and atmosphere generate variations on
the basic concept of energy from the sun warming the earth so that it too
radiates energy back to space. According to the theory of black body radi-
ation, the sun and Earth radiate energy at different wavelengths (see Fig.
7.9). Energy from the sun is in the UV, visible, near infrared (NIR), and
midinfrared (MIR) portions of the electromagnetic spectrum, while en-
ergy radiated from the earth is in the thermal infrared (TIR) portion of the
electromagnetic spectrum (Table 3.2).

However, some solar radiation is not absorbed but is instead reflected
by objects in the atmosphere, on land, and on sea (Conway 1997; Short
1999). Objects vary in their spectral signatures, which are the fractions of
electromagnetic radiation reflected away from the surface at different
wavelengths. The most common techniques for satellite-based remote
sensing focus on the identification of objects based on electromagnetic
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Table 3.2 Portions of the
Electromagnetic Spectrum

radiation reflected in the visible, NIR, and MIR portions of the electro-
magnetic spectrum. Instruments on satellites also monitor temperature
through the TIR portion of the spectrum. The primary warming of the
earth’s surface generated by the absorption of solar radiation is supple-
mented by a mechanism of secondary warming known as the greenhouse
effect (see Chapters 7 and 8). Under this mechanism, Earth’s atmosphere
absorbs infrared (IR) radiation emitted from the surface of the earth and
then emits IR radiation of its own, further warming the earth (see Fig.
8.1a). The atmospheric concentrations of gases responsible for the green-
house effect have been increasing since the onset of the industrial revolu-
tion, raising concerns about accelerated global warming accompanied by
scientific uncertainties about this phenomenon (see Chapters 7, 8,and 13).
Heat flow from the interior of the earth also contributes to surface heat in
some locations, such as active volcanoes and hot springs, but heat from the
interior has a negligible effect on the global energy budget (see Fig. 8.1a).

Sensors vary according to their spatial and temporal resolutions. For
sensors on Earth-observing satellites, spatial resolution measures the
smallest area that can be observed and temporal resolution measures the
time interval between repeated observations of the same area (see under
“Temporal Accuracy and Resolution,” below, for other aspects of temporal
resolution). Spatial and temporal resolution for some common remote
sensing instruments are shown in Table 3.3. Landsat and Systeme proba-
toire d’observation de la terre (SPOT) provide greater spatial resolution,
whereas the advanced very high resolution radiometer (AVHRR), the
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Table 3.3 Spatial and Temporal Resolution for Some Common
Remote Sensing Instruments

moderate resolution imaging spectroradiometer (MODIS), and Meteosat
provide more frequent observations. In general, there is a tradeoff between
the degree of spatial detail and the frequency of observation. Images de-
rived from any sensor require digital processing to enhance features and
remove distortions, such as incorrect relative positioning of objects caused
by viewing different objects at different angles (Jensen 1996; Jensen and
Schill 1998).
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Figure 3.3 a:Landsat Thematic Mapper image
of the study area in Chiapas, Mexico, acquired on
July 8, 1991, during the wet season; the image is
a multiband composite of Landsat 5. The spatial
resolution of the data is 28.5 meters. The dark
gray tones are bare soil, water, or urban; the
other shades represent various vegetation and
crop types. The diagonal edge represents the
coastline along the Pacific Ocean; the Sierra
Madre foothills, located in the upper right, have
been masked out because the mosquito Anophe-
les albimanus, the primary vector of malaria in
the region, is not found there. b: Landsat The-
matic Mapper image of the study area acquired on March 4, 1992, during the dry sea-
son; the image is a multiband composite of Landsat 5. The bright areas represent irri-
gated agriculture, such as tree crops and banana plantations, with the darker tones
representing bare soil, water, and burned areas. ¢: Land cover classification generated

Reflected radiation and thermal radiation are both useful in applica-
tions to public health. For example, patterns of reflected radiation detected
by Landsat’s thematic mapper were the basis of a classification of land
cover in a region of southern Mexico; statistical associations between types
of land cover and the abundance of mosquitoes that transmit malaria led
to the identification of villages in the region at high risk for malaria (Fig.
3.3) (see Beck et al. 1994, 1997; NASA/Ames 1999b; and Chapter 12). An-
other application of the thematic mapper has demonstrated an association
between multiple bands of wavelengths and the risk of hantavirus pul-
monary syndrome in New Mexico; however, the study did not find strong
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by combining four bands—bands 3, 4, 5, and 7, which range from visible red to midin-
frared in the spectrum—from each of the images used in a and b. In all, 11 categories
of land cover were mapped: mangrove, secondary forest, transitional swamp, riparian
vegetation, managed pasture, unmanaged pasture, annual crop, banana plantation,
water, burned areas, and cloud/shadow. The white circles represent 1-kilometer buffers
surrounding the 40 villages sampled for the abundance of the An. albimanus mosquito.
Within this 1-kilometer radius, the female mosquito must find blood meals, resting sites,
and breeding habitat. The proportions of land cover types within the buffers and the
mosquito data were used in statistical analyses to relate land cover to mosquito abun-
dance. d: An example of a village (center of the circle) and its surrounding land cover
classes. For the purposes of display, the 11 classes were grouped into 7, as shown in the
key. Both transitional swamp and unmanaged pasture were found to be predictive of
the abundance of An. albimanus. Source: All of these photographs are courtesy of By-
ron Wood of NASA/Ames Research Center, Brad Lobitz of Johnson Controls, and Louisa

Beck of California State University/Monterey Bay.

evidence linking the effect to a pathway of increased spring precipitation
and increased vegetation growth (see Glass et al. 2000 and Chapters 2 and
10). In other studies of land use and land cover, Landsat and SPOT satel-
lites have provided images of deforested land in the Amazon basin and ur-
ban land in the United States (Wood and Skole 1998; Moran and Brondizio
1998; Cowen and Jensen 1998).

Thermal radiation sensors on the AVHRR can reveal diurnal temper-
ature changes; large diurnal temperature changes at locations within the
Nile delta indicate the presence of surface and subsurface moisture con-
tained in the soil and plant canopy, which is associated with breeding sites
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for the mosquitoes that transmit filariasis (see Fig. 2.6). Studies have also
combined thermal radiation and reflected radiation measured by the
AVHRR (operated by the U.S. National Oceanic and Atmospheric Admin-
istration [NOAA]) and thermal radiation measured by Meteosat (operated
by the European Space Agency). In a study of the transmission of malaria
in Africa, AVHRR’s reflectance and thermal data from land were the
sources of estimates of vegetation state and land surface temperature, while
Meteosat’s thermal data from clouds were the sources of estimates of rain-
fall; all of these environmental variables affect the populations of mosqui-
toes that transmit malaria (see Thomson et al. 1997 and Chapter 12). The
sensors on AVHRR and Meteosat have also provided data for the Famine
Early Warning System of the U.S. Agency for International Development
on the detection of vegetative and rainfall anomalies likely to be associated
with crop stress (Hutchinson 1998). Greater frequency of data collection
at lower cost is a major advantage of AVHRR and Meteosat, especially in
developing countries.

Other types of remote sensing instruments can contribute to the study
of ecosystem change and public health. Some public health problems are
directly related to conditions in aquatic environments. Measurements of
the color, temperature, and height of the ocean are important applications
of remote sensing (see Box 3.1). An estimate of the amount of plankton
may be inferred from the reflectance of chlorophyll detected by ocean color
scanners (see Fig. 11.4), although such estimates should be viewed with
some caution because the underlying computational algorithms may not
properly distinguish between chlorophyll and other substances in the wa-
ter, particularly in coastal regions (NASA/Goddard Space Flight Center
[GSFC] 2000a). Plankton in the marine and estuarine environment has
been linked to the transmission of the vibrio organism that causes cholera
(see Chapter 11). The transmission of cholera also seems to be associated
with sea surface temperature (SST) as measured by AVHRR (see Fig. 11.5),
which in turn is related to the El Nino/Southern Oscillation climatic
anomaly (Chapter 8). The reflection of radar signals can be used to mon-
itor surfaces of water, with possible implications for public health (Epstein
1998).

Some public health problems are affected by changes in global pro-
cesses that are not easily summarized by a measuring instrument. Oppor-
tunities exist to link public health data to environmental characteristics
that are derived from multiple sources of data and various algorithms. For
example, the Center for International Earth Science Information Network
(CIESIN) provides a tool for visualizing estimates of the flux of UV radi-
ation at the surface of the earth; these estimates are based on mathemati-
cal models and on observations by NASA-sponsored projects that study
the loss of stratospheric ozone (see Chapter 7 and CIESIN 2000). The



Oceanography and Remote
Sensing Satellites

Oceanography has distinct requirements for
remote sensing. Sensors on satellites are
used to measure ocean color, sea surface
temperature (SST), sea surface height (SSH),
and wave height (National Aeronautics and
Space Administration [NASA]/Goddard Space
Flight Center [GSFC] 2000a).

Ocean color is used to study organic and
inorganic particulate matter in the ocean.
The coastal zone color scanner was flown
aboard the Nimbus-7 satellite and collected
ocean color data intermittently from Novem-
ber 1978 to June 1986 with a spatial resolu-
tion of 825 meters (NVASA/GSFC 2000b). The
sea-viewing wide field-of-view sensor (SeaW-
iFS) was launched on August 1, 1997, as a
public-private partnership between NASA
and Orbital Sciences Corporation (NASA/
GSFC 1999). SeaWiFS scans approximately 90
percent of the ocean’s surface every two
days, with a spatial resolution of 1,130 me-

ters. The moderate resolution imaging spec-
troradiometer (MODIS) will extend ocean
color data sets (see Table 3.3).

SST is useful for observing currents and
circulation in the oceans and is of particular
interest in the study of the El Nifio/Southern
Oscillation (ENSO) climatic anomaly (see
Chapter 8). SST is obtained from the ad-
vanced very high resolution radiometer’s
thermal measurements (see Table 3.3).
MODIS will extend SST data sets (see Table
3.3).

Wave height and SSH are obtained by al-
timetry, which measures the reflection of a
radar signal sent from a satellite (Short
1999). SSH indicates large-scale patterns of
ocean circulation and is important in the
study of ENSO (see Chapter 8). Wave height
indicates the influence of storms and regions
of high variability. Wave height and SSH are
monitored by the satellite TOPEX/Poseidon,
which is operated jointly by NASA and
France's Centre National d’Etudes Spatiales.

Global Precipitation Climatology Project produces data on monthly mean
precipitation using multiple sensors on satellites and rain gauges on the
ground (NOAA 2000a).

Investigators should be aware of the limitations of data collected by
sensors on satellites. Several studies of global change have revealed appar-
ent trends later found to be spurious because of various factors, such as
changes in the orbital geometry of a satellite, degradation of a sensor over
time, and flaws in the algorithms for processing data (Rasool 1999). Those
who use data from satellites should have some idea of how and how often
a sensor is calibrated, as well as how computer algorithms process the raw
data. The plan for the validation of the Tropical Rainfall Measuring Mis-
sion provides an illustration of the concerns (NASA/GSFC 2000c). NASA’s
Center for Health Applications of Aerospace Related Technologies has an
introduction to the evaluation of sensors, with a focus on use by the pub-
lic health community (NASA/Ames 1998b).

The amount and quality of remote sensing data will continue to grow.
Landsat 7 (see Table 3.3) was launched on April 15, 1999, and routine ac-
quisition of data began on June 29, 1999. Landsat 7 provides high-spatial-
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resolution images of one-quarter of the earth’s land mass every 16 days, us-
ing cloud predictions from the National Weather Service to avoid cloudy
areas. MODIS (see Table 3.3) was launched on the Terra satellite on De-
cember 18, 1999, and routine acquisition of data began on February 24,
2000. MODIS is the premier instrument in NASA’s Earth Observing Sys-
tem (EOS) for conducting research on global change. MODIS views the
earth’s land, oceans, and atmosphere in the visible and IR portions of the
spectrum every two days and extends the datasets of AVHRR and of ocean
color (NASA/GSFC 2000d ). NASA plans a series of launches of new EOS
satellites with a variety of instruments over the coming years (NASA/GSFC
2000e). NASA’s EOS is part of interagency and international networks to
develop remote sensing for research on global change (see Table 3.4 and
under “Sources of Data,” below). Another trend in environmental remote
sensing is increasing investment by the private sector, following earlier
trends toward the commercialization of communication satellites (Stoney
1999). However, the financial costs of the acquisition of remote sensing
data could be high, thereby limiting their use in applications to public
health.

AERIAL PHOTOGRAPHY. Aerial photography is a more traditional component
of remote sensing that remains important. Aerial photography is superior
to satellite imagery when very high spatial resolution (less than 1 square
meter) is needed to create digital elevation models (DEMs), respond to
emergencies, identify built infrastructure (e.g., buildings, property lines,
transportation, utilities), assess the demand for energy, or monitor envi-
ronmental change (Cowen and Jensen 1998; World Bank 1996). As with
other forms of remotely sensed data, aerial photographs usually require
considerable processing before they are interpreted (Short 1999; Estes et al.
1999; Monmonier 1996). In response to the problem that the measurement
of distances between objects is distorted if the objects are not directly be-
low the camera, the U.S. Geological Survey (USGS) produces digital or-
thophoto quadrangles (DOQs), which are digitized aerial photographs
that display features in true ground position (Foote and Lynch 1999). How-
ever, aerial photographs are not typically updated as frequently as are
images derived from satellites.

The Global Positioning System

The GPS uses signals from satellites to determine the precise position of a
GPS receiver in three dimensions at a precise time (Dana 2000). The sys-
tem is available 24 hours a day anywhere on or above the earth. The space
segment of the system consists of 24 GPS satellites controlled by the U.S.
Department of Defense. Any civilian can use the standard positioning ser-
vice without charge or restriction. Until May 2, 2000, the standard posi-
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Table 3.4 Principal Participants in Research on Global Change

tioning service provided an intentionally degraded signal that was usually
accurate to 100 meters horizontally and 156 meters vertically. As of May 2,
2000, the standard positioning service provides a signal that should be ac-
curate to about 22 meters horizontally and 27.7 meters vertically, the pa-
rameters of the precise positioning service. The U.S. military restricted the
global use of greater levels of precision because of the security threat posed
by information used in guidance systems for missiles, but newer technol-
ogy now permits the degradation of the signal on a regional basis (Intera-
gency GPS Executive Board 2000). Civilian receivers are relatively inexpen-
sive, although capabilities for data processing and file storage add to the
cost. A GPS receiver uses information from at least four GPS satellites si-
multaneously to calculate position and time. An unobstructed path be-
tween a GPS receiver and GPS satellites is critical, since signals from GPS
satellites are blocked by most materials, such as buildings, metal, moun-
tains, or trees.

In public health research, GPS is useful for adding geographic posi-
tioning information to datasets, especially in locations lacking accurate
digital maps. A study in Egypt started to use hand-held GPS to refine the
maps of villages where health surveys had been conducted on filariasis (see
Chapter 2). Techniques for differential GPS attempt to improve accuracy
by comparing signals between a receiver and a base station at a known po-
sition. Differential GPS has been used in a field study of malaria in Kenya
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to obtain longitudes, latitudes, and altitudes of houses, schools, churches,
health care centers, major mosquito breeding sites, borehole wells, shop-
ping areas, major roads, streams, the shore of Lake Victoria, and other ge-
ographic features (Hightower et al. 1998). Even with the improvement in
the accuracy of the standard positioning service, differential GPS may still
benefit some applications.

Geographic Base File Systems

Many applications of GISs rely on geographic base file systems, which per-
mit access to digital maps that are publicly available. The United States has
four types that are widely used (Foote and Lynch 1999). The Topologically
Integrated Geographic Encoding and Referencing System (TIGER), devel-
oped by the U.S. Census Bureau, shows census tract boundaries as well as
transportation and hydrology networks for the United States, including
Puerto Rico, the Virgin Islands, and outlying areas of the Pacific over which
the United States has jurisdiction. TIGER also includes feature names, po-
litical area codes, and potential address ranges and postal codes for 350 ma-
jor cities and suburbs across the United States (Aronoff 1989). The USGS
supports a Digital Line Graph (DLG) system for the entire country that in-
cludes transportation systems, hydrographic features, and political bound-
aries. The DLG represents by points, lines, and areas the information in
traditional USGS paper quadrangle maps. The USGS also has DEMs and,
as noted earlier, rectified aerial photographs in the form of DOQs.

The use of geographic base file systems is no guarantee of success.
Matching addresses is a particular problem (Cowen 1997). There may be
typographical errors, multiple spellings of names, and places without
street names. And, of course, address files become out of date. Moreover,
the postal code address style of matching (ZIP codes in the United States)
does not use the actual street address. Instead, the method interpolates the
location of an address on the basis of address ranges and the side of the
street involved. For example, in Baltimore, Maryland, city blocks are num-
bered by hundreds (the 600 block, the 700 block, and so on) north and
south of Baltimore Street and not all numbers are used (the end of one
block may be 618 when the beginning of the next block is 700). The inter-
polation method assigns locations of addresses from 600 to 618 as though
there were addresses from 600 to 699 on the block, thereby placing the ad-
dresses in only one-fifth of the block. Other errors may be generated if
there are multiple lots with the same address or buildings with numbers
out of sequence. Whether such errors in the physical placement of ad-
dresses are important depends on the requirements of the specific project.
Applications for dispatching emergency health services demand greater
accuracy in location than applications for analyzing aggregate data for cen-
sus tracts. Most georeferencing software allows the user to control how
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nonmatched records are handled. Thus, geographic base file systems can
provide the underpinning for detailed analysis of spatial data. However, the
effect of possible errors must be considered within the context of specific
applications.

Methods for Spatial Data Analysis

Analysis of the relationship between ecosystem change and public health
has three main spatial elements, as shown in Table 3.5 (Briggs 1997). The
first element is map generation, which is the presentation of data that may
or may not require transformation using spatial statistical procedures. The
main spatial statistical procedure of interest is interpolation, which assigns
values to all locations using data from just a few locations. The second el-
ement is map analysis, which is an exploration of spatial patterns, such as
apparent clustering of cases of disease or “hot spots” of disease incidence.
Some patterns in maps may be distorted or misleading because of the
methods and the data selected for map generation. The third element is
map overlay and comparison, which combines and analyzes multiple layers
of data using spatial tools and statistical tools. The ordering of the three
main elements of analysis does not imply a rigid time sequence for appli-
cation. The generation of an initial map may lead to an investigation of
map overlays, which in turn results in a map analysis, and so forth. The ap-
plication of methods for spatial data analysis presumes the availability of
the other GIS functions of data capture, storage, manipulation, retrieval,
and display (see Table 3.1).

Map Generation

DATA DISPLAY. Map generalization is the process of compressing reality onto
a two-dimensional picture (Monmonier 1996). Inevitably, the result re-
flects judgments about the relative importance of mappable features. Gen-
eralization issues are important for both geometry and content.

The geometric representations of points, lines, and areas are all af-
fected by the issue of selection (i.e., deciding what details to place on the
map) (Monmonier 1996). Problems may occur, especially when the level
of detail from a source map is reduced. For example, points may be aggre-
gated, lines may be simplified, and small areas may be dissolved.

The scale of maps is read in terms of fractions. Large-scale maps, with
more detail, have scales of 1:24,000 or larger. Small-scale maps, with less
detail, have scales of 1:500,000 or smaller. So the loss of detail corresponds
to the transfer from a large-scale map to a small-scale map.

Content generalization uses selection and classification of data to fil-
ter out irrelevant details (Monmonier 1996). Features deemed irrelevant
are not mapped at all. Classification of mapped features makes the map
more readily understood by assigning a single type of symbol to similar
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Table 3.5 Main Elements of Spatial Data Analysis

features. For example, a choropleth map of the incidence of malaria in
Rondonia, Brazil, classifies incidence for each municipality into a gray scale
of three levels (Fig. 3.4a,b). However, a classification of incidence data that
assigns an equal number of municipalities to each level (equal countsin Fig.
3.4a) has far more high-incidence municipalities than a classification of
the same data that divides the entire range of incidence into three equal
parts (equal ranges in Fig. 3.4b). Malaria seems to be a much greater pub-
lic health problem in the first map. The presentation of the number of cases
rather than the per capita rate of incidence also creates a very different im-
pression of the geographic distribution of malaria whether equal counts
or equal ranges are used to construct the gray scale (Fig. 3.4¢,d). Therefore,
it is important to remember that apparently straightforward decisions
about the selection and classification of data can have unintended conse-
quences for interpretation and can even be deliberate to create a particu-
lar impression. A thorough analysis should examine more than one way of
selecting and classifying data.

Pickle and Herrmann (1995) reviewed cognitive issues of statistical
mapping in the context of the practical demands of designing a national
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Figure 3.4 Incidence of malaria by municipality in Rondénia, Brazil, 1996. Incidence
for each municipality, measured as the number of cases per population, is grouped into
three levels marked by the intensity of gray scale. For each level described, the number
in parentheses shows the number of municipalities at that level. In a, the classification
is based on equal counts: 0.000-0.005 (18) are white; 0.005-0.110 (17) are gray,; 0.110-
0.944 (17) are black. In b, the classification is based on equal ranges: 0.000-0.315 (41)
are white; 0.315-0.630 (9) are gray, 0.630-0.944 (2) are black. The number of cases in
each municipality is also grouped into three intervals using the same two methods. In
¢, the classification is based on equal counts: 0-100 (17) are white; 100-1,500 (17) are
gray; 1,500-25,100 (18) are black. In d, the classification is based on equal ranges: 0—
8,400 (50) are white; 8,400-16,800 (1) is gray; 16,800-25,100 (1) is black. See text for
discussion. Source: Courtesy of Saskia Nijhof of the International Centre for Integrative
Studies in Maastricht, Netherlands, based on data from the Fundacao Nacional de Saude

(National Health Foundation), Rondénia, Brazil.

mortality atlas using data from all counties in the United States. No single
map design is superior in all respects. They made six important conclu-
sions about the accurate interpretation of maps:

1. The accuracy of reading a rate from a map decreases as the number of
visual categories increases because the difficulty in discriminating be-
tween levels is compounded by the necessity of alternately gazing back
and forth at the map and the legend.
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2. Schemes that use multiple colors result in greater accuracy of reading
individual rates because colors allow greater discrimination and are
more easily remembered.

3. Monochrome (gray scale) schemes are superior for pattern-recogni-
tion tasks because it may be easier to identify areas with similar rates.

4. Classed maps, in which data are classified into categories, can be con-
fusing to readers who do not understand how perception depends on
the classification scheme (see discussion of Fig. 3.4).

5. Unclassed maps, in which size or shading increases in direct propor-
tion to the value of the underlying statistic, create cognitive burdens
for both novices and experts.

6. Classed maps lead to greater ability to rank the rate of an area relative
to other areas, but unclassed maps lead to greater accuracy for esti-
mating the absolute value of a rate.

In addition, familiarity with the style of presentation is very important.
Readers of maps are more comfortable when the geographic areas corre-
spond to conventional maps, such as states, provinces, or counties. Epi-
demiologists are very comfortable with classed choropleth maps, such as
Figure 3.4, but different disciplines have different preferences, posing pos-
sible barriers to the interdisciplinary cooperation required for studies of
global ecosystem change and public health.

An important topic is the representation of statistical reliability of
quantitative data. A classic problem is that rates for areas with small pop-
ulations are statistically unreliable and liable to fluctuate greatly from year
to year. For geographically large reporting areas, it is possible to place a
symbol, such as an asterisk, in an area to denote significance (and hence
reliability) according to a specified statistical test. A more general graphic
approach allows colors to represent the rates but uses crosshatching or re-
duced saturation (intensity) to indicate unreliable areas. Alternatively, map
smoothing allows statistical precision to be shared across areas on the ba-
sis of prior assumptions about the statistical distributions involved (see
“Map Analysis,” below). However, readers with little or no statistical train-
ing may not understand how to interpret the statistical procedures used in
map generation. Lack of training is also an issue in the understanding of
statistical procedures used in presentation of incidence or mortality rates,
such as age adjustment (see Chapter 2).

The development of interactive computer technologies offers new op-
portunities for flexibility in viewing statistical data on maps, such as dy-
namically changing the categories of the data or the time periods of the
data (Pickle and Herrmann 1995; Monmonier 1996). Animation can be
highly effective at showing the geographic spread and disappearance of in-
fectious diseases (Clarke et al. 1996). More generally, images, video, graph-
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ics, text, and sound are combined in multimedia presentations, and virtual
reality tools permit even greater interactivity (Taylor 1997). Technologies
for scientific visualization are expanding rapidly (see Chapter 5and NASA/
Ames 2000). As new technologies are developed for the presentation of
data, the ability of users to understand data through these new technolo-
gies will need to be carefully evaluated. Old and new technologies alike can
benefit from sound principles of visual design (Tufte 1983, 1990, 1997).

SPATIAL INTERPOLATION. Some form of spatial transformation is required
when thematic (attribute) data are available only at a fixed number of sam-
pling points and information about other points is desired (Briggs and El-
liott 1995; Briggs 1997). Spatial transformation permits estimation at
points that have not actually been sampled. For example, interpolation,
which fills in areas between sampling points, is useful for mapping the con-
centration of a pollutant over an entire country (see Fig. 7.7). Extrapola-
tion, which is extending the map beyond the sampling points, may also be
desired. Another reason for spatial transformation is combining multiple
layers of data for analysis; map overlay and comparison are often easier to
perform if all layers have a raster format. As with simpler issues of data pre-
sentation, good use of spatial transformation depends on judgment and
an understanding that a variety of methods should be investigated.

The most widely available interpolation method within GISs is
voronoi tessellation, which is the construction of Thiessen polygons
(voronoi) around each sampling point (locus) of data. The polygon is de-
fined such that any location within the polygon is closer to its associated
locus than to any of the neighboring loci. The entire area within the poly-
gon is assigned the value at its locus. Consequently, the values may change
abruptly at the borders of polygons. Loci that are far apart generate larger
polygons that have a disproportionate effect; the closer the loci, the better
the interpolation.

Another widely available interpolation method within GISs is con-
touring, which is the construction of contour lines that represent a con-
stant level of the interpolated variable (see Figs. 7.7 and 8.2b). The algo-
rithms for contouring in a GIS often use triangulated irregular networks
(TINs). Contouring in TINs, which may be referred to as triangulation, de-
fines mathematical functions that depend on the nearest three locations
with data. The shape of the contour line is sensitive to data points that are
unusually high or low in value. The results also depend on the selection of
the mathematical function and on the arrangements of the data points. As
with voronoi tessellation, the denser the set of locations with data, the bet-
ter the interpolation.

Kriging is a more statistically sophisticated interpolation technique,
available in some GISs, which incorporates more locations with attribute
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data values in the computational process. Kriging is based on the concept
of spatial correlation in which the value of an attribute at a selected point
is likely to be closer to values at points nearby than values at points far away.
Central to the development of kriging is the semivariance, which is calcu-
lated with a formula using differences between the value observed at a se-
lected site and the values at sites a fixed distance away from the selected
site. The semivariance is relatively small for close points and grows with
distance. Once a certain distance is reached (depending on the applica-
tion), further increases in distance do not change the semivariance. The
graph of the value of the semivariance with increasing distance from the
starting point is called the semivariogram. The semivariogram itself is then
described by a mathematical formula (spherical, exponential, or power)
that is used to provide values at points where data were not collected. The
surface estimated may be displayed using contour lines, which show where
the surface has a constant value. In general, kriging has two major advan-
tages over contouring using triangulation: kriging is less sensitive to un-
usually high or low data points, and it provides its own error estimates. The
values generated by kriging, however, depend strongly upon the selection
of the mathematical formula describing the semivariogram.

The various methods of interpolation can produce very different re-
sults. An example of 79 sampling points of nitrogen dioxide (NO,) levels
within an area of 300 square kilometers in Huddersfield, England, demon-
strates the application of simple averaging (ignoring any spatial aspects),
voronoi tessellation, triangulation, and kriging (Briggs and Elliott 1995;
Briggs 1997). The unit of measurement for the concentration of NO, was
micrograms per cubic meter. The estimate of the mean concentration of
NO, ranged from 27.6 to 30.2, while the estimate of the 98th percentile was
even more sensitive, ranging from 40.1 to 56.2. These differences reflect im-
plementation as well as theoretical differences because the algorithms for
voronoi tessellation in two different commercial systems (SPANS and ARC/
INFO) produced different results. In fact, the voronoi tessellation in SPANS
produced the highest estimate for the 98th percentile, and the voronoi tes-
sellation in ARC/INFO produced the highest estimate for the mean.

Map Analysis

With map analysis one aims to determine whether there is a spatial pattern
in a map of a particular dataset (Briggs 1997). Spatial techniques address
point patterns, line patterns, area patterns, and surface or contour patterns
(Nobre and Carvalho 1995).

Point patterns display the locations of health events, such as the resi-
dence of a person diagnosed with a particular disease in a defined time pe-
riod. A primary objective of point analysis is the detection of clustering in
space and time. A space-time analysis of an outbreak of dengue in Florida,
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Puerto Rico, showed that the spatial pattern of cases of dengue was simi-
lar to that of the community as a whole and not clustered strongly within
individual households (Morrison et al. 1998). The public health implica-
tion was that control measures should be applied to the entire community
rather than to areas immediately surrounding the houses of cases. The pos-
sible clustering of illness near identifiable sources of pollution has gener-
ated a great deal of interest, although the identification of “hot spots” on
the basis of point data is a difficult and controversial statistical problem
(Briggs and Elliott 1995). If distances from specific sources of pollution are
used in calculations, then the approach uses information from multiple
layers of data (see under “Map Overlay and Comparison,” below).

Line patterns show the links between origin and destination points.
Line patterns can convey the dynamics of spread of a disease on an other-
wise static map (see Fig. 11.1). An analysis of distances between points may
be useful in making decisions about the sites of new facilities or the distri-
bution of materials, but these applications are not reviewed here. Chapter
5 discusses decision theory in the context of integrated assessment.

Area patterns provide thematic (attribute) data for specified areas,
such as rates of the incidence of a disease in administrative health districts.
The identification of hot spots in area data raises issues similar to those in
point data. Some statistics detect hot spots using a neighborhood ap-
proach, where neighboring areas are usually defined in terms of sharing a
common boundary or having points within a specified distance of each
other (Anselin 1996). The G statistic of this type has been used to identify
foci of the transmission of Eastern equine encephalitis in Michigan (Kitron
1998). This statistic can also measure clustering around known or sus-
pected foci of transmission (see Kitron 1998 and “Map Overlay and Com-
parison,” below). Another approach for examining structure is map
smoothing. A study of colorectal cancer in Sheffield, England, smoothed
data using an empirical Bayes method, which adjusts for the statistical un-
reliability of rates in districts with small populations (Haining 1996). The
benefit of smoothing is that underlying spatial patterns may be clearer, al-
though too much smoothing may blur important detail about areas at ex-
tremely high or extremely low risk. The problem is essentially one of
choosing an appropriate level of aggregation in a map (see under “Data
Display,” above).

Surface and contour data provide thematic (attribute) data for points
in a region without assuming that all points in a predetermined area, such
as an administrative district, have the same value. (It may be advantageous
to overlay surface data with a map of political or administrative bound-
aries when presenting results.) Surface and contour data are central to the
field of geostatistics, which developed initially to estimate the concentra-
tion of ores for mining purposes (Oliver 1996). Kriging, which is used for
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spatial interpolation, is one of the fundamental tools for geostatistics and
can be extended to provide more tools for exploratory spatial data analy-
sis. A study of 605 cases of childhood cancer distributed among 840 small
districts in the West Midlands of England estimated spatial variation in the
risk of childhood cancer (Oliver 1996). The structure of the original data
was transformed from area data to point data by using the centroid (geo-
metric center) of each district; the resulting estimates of risk did not assign
the same risk to all locations within a district. A study of soil salinity in Is-
rael estimated spatial variation in the probability of exceeding a statutory
limit for salinity (Oliver 1996).

Map analysis should also investigate whether alternative sources of
data might provide a different picture. No amount of statistical manipu-
lation can make up for the omission of important data. For example, the
discovery of the mode of transmission of an infectious agent can be aided
by consideration of multiple possibilities during data collection and analy-
sis. A classic study of cases of murine typhus in Montgomery, Alabama,
from 1922 to 1925 found that spatial clustering was more important by the
place of occupation than by the place of residence (Maxcy 1926). The
study’s original hypothesis that human lice were the vectors of transmis-
sion led to the prediction that close contact within households would gen-
erate clustering within households. The observed pattern of occupational
clustering, especially among food service workers, led to a new hypothesis
that a disease vector associated with food services was responsible. It was
later confirmed that the vectors of murine typhus were fleas in rat-infested
food facilities (Woodward 1970).

Map Overlay and Comparison

Map overlay and comparison use multiple layers of data in GISs and are
central to the study of ecosystem change and public health (Box 3.2). Many
studies use the spatial tools of GISs to construct risk factors but rely on
nonspatial statistical techniques to measure association. A relatively sim-
ple overlay analyzed the time series of clinical cases of malaria for a coun-
try, Niger, in relation to the time series of estimates of vegetation cover
from satellite data of the Africa Real Time Environmental Monitoring Sys-
tem of the Food and Agriculture Organization of the United Nations
(Thomson et al. 1997). In this situation, the analysis seemed to be useful
even though the estimate of vegetation was based on observations at a
single location in the country.

In most situations, the spatial relationships between the data on risk
factors and data on human health must be examined more carefully. For
example, a standard GIS tool of constructing a circular buffer zone around
a point source of chemical pollution or radiation can provide an indicator
for the exposed area, but actual exposures are likely to depend on how



Epidemiological Study Designs and can also link data about a person’s health to
Geographic Information Systems  detailed geographic data. For example, a
global positioning system can be used to as-
Epidemiological study designs to elucidate sign a geographic locator to the residences
the cause of disease (see Chapter 2) relate di- of study participants, making it possible to

rectly to the functions of map overlay and link personal health data and georeferenced
comparison in geographic information sys- environmental data. Geographic data on in-
tems (GISs). Different layers of data corre- dividuals can be incorporated into cross-sec-
spond to environmental risk factors and tional studies, case-control studies, and co-

health outcomes. The simplest analyses can ~ hort studies. The example of Lyme disease in
examine aggregate data on environment the text shows a progression of study de-
and health, such as the average elevation of signs using GISs.

a region and its incidence of disease. GISs

weather affects dispersion (Briggs and Elliott 1995). Since the radioactive
fallout from the Chernobyl nuclear accident had moved northward, Jacob
etal. (1998) considered the residents of southern Ukraine to be normal for
the comparative analysis of health effects. It may also be difficult to link a
person to a point of exposure to a hazard if that person moves from place
to place during the course of a day (or other relevant unit of time). As noted
under “Map Analysis” (above), the place of occupation turned out to be
more important than the place of residence in a study of murine typhus.
Long time intervals between exposure to a risk factor and the appearance
of disease also make it difficult to link disease to a place of exposure.

GIS overlay and comparison techniques were used for a series of stud-
ies of Lyme disease in Maryland (see Chapter 10 for more on Lyme dis-
ease). In the northeastern United States, human contact with the tick
species responsible for transmission occurs as part of daily activities near
the place of residence. A simple geographic analysis showed that Baltimore
County was the county reporting the highest number of cases in Maryland
every year. More analytical epidemiological studies were needed to eluci-
date the pattern of risk within the county. Using layers of data for the place
of residence and forest habitat (see Fig. 3.2), it was possible to determine
that most people diagnosed with Lyme disease lived within 100 meters of
the forest edge. However, this statistic is difficult to interpret without
knowledge about the typical characteristics of residences in Baltimore
County. Glass et al. (1995) then compared cases of Lyme disease in Balti-
more County with a “control” group of individuals randomly selected
from a sample of residential addresses within the county (see under “Case-
control Studies” in Chapter 2). The study linked the locations of the resi-
dences to several types of geographic data, including land use characteris-
tics, soil types, elevation, and distance from forests. The analysis of
environmental risk factors used (nonspatial) logistic regression tech-



84 Joan L. Aron and Gregory E. Glass

niques, a standard procedure in epidemiology. The risk factors became the
basis for designating levels of risk for areas within the county. A prospec-
tive study confirmed that the risk of being diagnosed with Lyme disease
was at least 16 times higher in the areas designated at high risk than in the
areas designated at low risk.

This procedure was subsequently used to identify and enroll people at
high risk for Lyme disease in a trial of a new vaccine to protect against Lyme
disease (Steere et al. 1998). If higher-risk populations can be identified,
fewer subjects need to be enrolled in a trial to demonstrate the efficacy of
a vaccine. Although the crude incidence of Lyme disease in Maryland in
1995 was approximately 9/100,000, the areas selected for the vaccine trial
experienced an annual incidence rate of 2,000/100,000 (in the comparison
group that did not receive the vaccine). That incidence rate was above the
target of 500/100,000 required for the vaccine trial and was sufficient to
demonstrate vaccine efficacy.

A major area of research in map overlay and comparison is the inte-
gration of aspects of spatial correlation used by kriging (see under “Spatial
Interpolation” and “Map Analysis,” above) with nonspatial epidemiologi-
cal techniques. Spatial statistical tools that truly integrate these features are
more powerful than the sequential application of spatial (distance) com-
putation and nonspatial epidemiological techniques (such as logistic re-
gression). The latter approach was effective in studies of human cases of
Lyme disease because cases were far apart, the infectious agent was not
transmitted from person to person, and data on environmental risk fac-
tors were readily available for residences. When the focus shifts to data on
the abundance of tick vectors on white-tailed deer, it is desirable to ana-
lyze environmental influences while taking spatial correlation into account
(Das et al. 2000). The main effect of ignoring spatial correlation is to cre-
ate a false sense of precision because correlated variables are treated as
though they were independent (Breslow 1984; Griffith 1987). Recent geo-
graphic studies of various health conditions discuss trends in research on
spatial methods in epidemiology (Clarke et al. 1996; Thomson et al. 1997;
Kitron 1998; ATSDR 2000; Glass 2000a; McMichael and Kovats 2000;
Briggs et al. 2000; Elliott et al. 2000). Advances in exploratory spatial data
analysis will also contribute to the application of spatial statistical tech-
niques (e.g., Haining and Wise 1997). Other important areas of research for
GISs are integration with tools for analyzing decisions and models that
permit more complex dynamics. Chapters 4 and 5 develop these topics
within the context of integrated assessment.

The Quality of Data

The quality of data in GISs is fundamental to the quality of analysis that
can be performed using those data. Although the quality of data has always
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been an issue in database development, recent trends have increased the
threat of poor quality data (Veregin 1998). First, greater access to data over
the Internet and other electronic pathways has led to greater reliance on
sources of data that were not collected by the investigator. Reliance on
other sources of data, of course, can be of great benefit; to realize that ben-
efit, the prospective user must carefully investigate the quality of data. Sec-
ond, the private sector is producing more data without the strict quality
control traditionally enforced by national agencies such as the USGS. Pri-
vate-sector products are not necessarily a problem, but again the prospec-
tive user must be vigilant. Third, the demands on the use of data are grow-
ing to include more support for decisions. Data that are adequate for one
purpose may simply be inadequate for another. In an actual case involving
a map of administrative districts in Britain, the creators of the map placed
high priority on thematic accuracy and low priority on positional accu-
racy, with the result that secondary users were surprised to find some point
locations out in the North Sea (Hunter 1998). The public and private sec-
tors recognize the need to set standards (see Box 3.3).

Spatial Accuracy and Resolution

Spatial accuracy means that the location encoded for data is correct to
some agreed-upon level of precision in the coordinate system in use. Posi-
tioning errors can be introduced in many ways—poor addresses in a geo-
graphic base file system, an unrectified aerial photograph, or malfunc-
tioning GPS.

Spatial resolution is the amount of spatial detail that can be observed.
Spatial resolution is the minimal mapping unit for vector data and the di-
mensions of the pixel (or cell) for raster data. For example, the spatial res-
olution of different sources of data from satellites can vary by orders of
magnitude, such as a SPOT resolution of 10 meters and AVHRR resolution
of 1,100 meters (see Table 3.3).

Temporal Accuracy and Resolution

Temporal accuracy means that the time encoded for data is correct to some
agreed-upon level of precision (Veregin 1998). Observations on the exact
sequence of events are often critical for developing models of causation of
disease. For infectious diseases, knowledge about incubation periods and
accurate reporting of when symptoms appear may permit the identifica-
tion of a source of infection. Temporal resolution is the minimum duration
of an event that can be observed. For example, world surveys on nutrition
conducted during 1994—96 were reported for the entire period rather than
for a single year (see Table 6.3). Agricultural and meteorological services
report many variables by dekad, an interval of 10 days; Thomson et al.
(1997) constructed a composite index of vegetation cover by dekad.



Setting Standards for Geographic
Information Systems

Setting standards for geographic informa-
tion systems (GISs) helps to maintain the
quality of data and, therefore, the quality of
data analysis. Standards specify the accuracy,
resolution, completeness, and consistency of
data (see text). Standards apply not only to
datasets, but also to metadata, which provide
descriptive information about datasets.
Guidelines for the quality of data and meta-
data for GISs have some overlap with guide-
lines for evaluating the quality of information
available on the World Wide Web (see Ap-
pendix A). If metadata do not clearly explain
how a dataset was constructed, the dataset
should probably not be used for analysis. The
integration of databases from different
sources also requires standards for data struc-
tures and technological specifications.

In the United States, interest in improving
the ability to share geographic data across
agencies in the federal government led to
the development of the Federal Geographic
Data Committee (FGDC) to promote GIS
standards (FGDC 2000a). Issues for public
health data are handled by the FGDC's Sub-
committee on Cultural and Demographic
Data (FGDC 2000b). The European Umbrella
Organisation for Geographic Information
(EUROGI) coordinates a parallel effort to
promote GIS standards in Europe (EUROGI
2000). The Open GIS Consortium (0GC), led
by commercial vendors of GIS products, also
aims to facilitate the sharing of data across
systems by developing technical solutions for
interoperability (OGC 2000). Monitoring the
activities of these groups (with information
easily accessible on the Internet) is a good
way to keep informed about emerging stan-
dards in GISs.

Temporal sampling rate refers to the rate at which observations are
made, such as 24 frames per second in motion pictures. The time interval
between observations, which is the inverse of the temporal sampling rate,
is called temporal resolution in the field of satellite-based remote sensing
(see Table 3.3). Different sources of data from satellites vary by over an or-
der of magnitude in the period of time it takes to repeat observations in an
area. AVHRR on NOAA’s weather satellites returns twice a day, while Land-
sat 5 has a scheduled interval of 16 days (see Table 3.3). The actual inter-
vals may be longer in practice if viewing equipment is turned off or cloud
cover blocks the view.

Temporal resolution may also refer to how often managers need to up-
date information, especially for applications in remote sensing (Cowen
and Jensen 1998). Management requirements and the actual rates of
change of geographic conditions determine how current data must be. For
example, digital elevation information should be updated once or twice a
decade, whereas weather predictions should be updated every 30 minutes.

Thematic Accuracy and Resolution

Thematic accuracy is the correctness of the attribute values in the database
at an agreed-upon level of precision ( Veregin 1998). Quantitative variables
like atmospheric concentrations of a pollutant are subject to measurement
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error from the instrumentation (see Chapter 2). If variables are categori-
cal, such as urban versus rural, then the possible errors are in misclassifi-
cation. Sensors on satellites add a new dimension to the problem of the-
matic accuracy because the raw data simply represent the recording of
electromagnetic radiation in different wavelengths. Ground-truthingis the
procedure for determining how well those recordings may be used to in-
fer land cover, surface temperature, or other variables of interest. Thematic
accuracy may also be called interpretive accuracy.

Thematic resolution refers to the precision of the measurements of the
attributes. For quantitative data, thematic resolution will depend on the
measuring device; for categorical data, thematic resolution is determined
by the number of categories. The field of remote sensing has terminology
specific to sensors of electromagnetic radiation on satellites (Moody 1996).
Spectral resolution refers to the number, spacing, and width of wavelength
bands of electromagnetic energy that a sensor can detect. Radiometric res-
olution refers to the number of different output levels of radiant energy
that can be recorded from a sensor. Directional resolution refers to the
range of viewing angles from which the ground can be sampled. The view-
ing angle affects how objects are observed to reflect electromagnetic radi-
ation, so that more viewing angles on the same object provide more de-
tailed information for identification. In general, greater resolution should
lead to greater thematic (interpretive) accuracy.

Consistency and Completeness

Consistency means the absence of contradictions within the database in
terms of space, time, or theme (Veregin 1998). For example, a person can be
in only one place at a given time. Completeness means that the database is not
missing information. Completeness must be assessed relative to a particular
database design because geographic mapping and analysis always involve
the selection of information to present (see under “Data Display,” above).

Issues in Implementation

The first step in the implementation of a GIS is the specification of system
requirements. The problem to be solved should determine the technology
required instead of letting the technology define the problem. The specifi-
cation should consider the six basic functions of GISs (see Table 3.1) in
defining exactly how the GIS will be used. For example, the data-capture
component might require the GPS, and the data-manipulation compo-
nent might have to generate buffer zones around the edges of lakes. In re-
search on ecosystem change and public health, the tools for spatial data
analysis are a prime consideration (see Table 3.5). The relationship be-
tween the selection of an epidemiological study design and the tools in
map overlay and comparison is especially important (see Box 3.2). If the
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system is expected to be in operation for a long time, it is necessary to pro-
ject how system requirements might change over time.

An estimate of the cost of implementing a system must accompany the
process of system specification. One should also consider estimates of the
costs of maintenance and future expansion, if appropriate. When the cost
of a design far exceeds the resources available, the design must be changed
or great energy must be devoted to raising funds. The major considerations
are data, computer technology, and human resources. It would be helpful
to review other teaching material (e.g., Clarke 1998; Glass 2000b; Rushton
and Armstrong 1997; National Center for Geographic Information and
Analysis 2000) as well as discussion groups, conferences, and workshops on
the use of GISs in public health (Croner 2000; ATSDR 2000). Contact with
other organizations, such as the European Umbrella Organisation for
Geographic Information (EUROGI) and the World Health Organization
(WHO), may prove useful as well (EUROGI 2000; WHO 2000).

Sources of Data

The specification of data quality is central to the design of GISs (see “The
Quality of Data,” above). Requirements for high levels of accuracy and res-
olution in space, time, and theme increase the cost. Linking databases from
multiple projects may entail additional costs in data conversion to estab-
lish compatibility in spatial organization and computer technology. Using
databases that adhere to standards developed for GISs should make link-
age easier (see Box 3.3). However, improvements in resolution and the
technology for linkage have been accompanied by growing concerns about
privacy (Rindfuss and Stern 1998). The design of databases must take into
account legal and ethical restrictions on the use of data.

A major decision is whether to use existing databases or to generate
new databases. The generation of new databases represents the single
greatest cost in developing GISs (Aronoff 1989). That cost can be avoided
through the use of public and commercial databases in digital format,
which have proliferated in number as the field has matured. However, there
may be hidden costs in using and converting databases (Foote and Lynch
1999). Ascertaining the quality of a database may be time consuming. Con-
version may be necessary because the database does not have the exact
structure desired or depends upon multiple sources sold by different ven-
dors in a variety of formats.

Investigators need to understand basic geographic properties of
datasets. Systems for describing precise geographic positions take into ac-
count the flattening of the earth at its poles and irregularities in its surface
(Dana 1997). Different nations and international agencies use different
reference systems. The U.S. Geodetic Survey is responsible for developing
the National Spatial Reference System used by the United States (NOAA
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2000b). Coordinate systems also depend on projections of the surface of
the earth onto a flat plane, which distort areas, angles, shapes, distances,
and directions (Monmonier 1996). Knowledge about map projections is
especially important for studies involving large areas of the globe because
all projections distort large (e.g., continental) shapes. Many useful projec-
tions are either conformal, which means preserving local angles and shapes,
or equal-area, which means preserving relative sizes of areas. These prop-
erties are mutually exclusive; conformal maps severely distort areas and
equal-area maps severely distort shapes. Dana (1999) compares an Albers
equal-area projection and a Lambert conformal conic projection for North
America.

Different projections can be tailored for different purposes. For ex-
ample, the USGS uses the Universal Transverse Mercator (UTM) projec-
tion to produce a series of 1:24,000-scale topographic maps for most of the
United States and its territories but uses a polar stereographic projection
to produce a series of 1:250,000-scale topographic maps in support of the
U.S. Antarctic Research Program (USGS 2000). The UTM projection is a
conformal projection based on zones around 60 equally spaced meridians,
and stereographic projections, which are used in polar regions, maintain
true directions from a central point (Dana 1999).

Another consideration is whether to use data routinely collected by
agencies or from special research studies. Routine data collection, as in
disease surveillance, has the advantage of providing data over long periods
of time, but the quality of the results may vary (see Box 2.5). The use of
data from other research studies benefits from close cooperation with the
investigators. There is also an inherent tension between the requirements
for spatial structure in epidemiological analysis and the requirements for
spatial structure in the management functions of agencies that perform
routine data collection (Haining 1996). Fragmented areas that may be
epidemiologically important are not convenient for administrators. For
example, the existence of locations at high risk of filariasis in Egypt was
obscured when the case reports were aggregated in large administrative
districts (see Chapter 2).

Studies of ecosystem change and public health face an additional chal-
lenge in the need to examine data at multiple geographic and temporal
scales (see Table 2.2). At a minimum, data specifications appropriate for
each scale must be defined. Chapter 5 discusses approaches for addressing
problems of multiple scales in the context of integrated assessment.

One good starting point for finding data is the federal government of
the United States, especially the USGS, NASA, National Climatic Data
Center, U.S. Environmental Protection Agency, U.S. Census Bureau, U.S.
Department of Health and Human Services, and the Federal Geographic
Data Committee (see Table 3.6 and Foote and Lynch 1999). Guidelines for
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Table 3.6 Selected Data Sources in the U.S. Federal Government
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how to locate and evaluate information on global change may be found in
Chapter 1. Many types of data, such as population and health, must be ob-
tained within the country of interest. Detailed information about land
holdings and land use may require contact at the very local level. In addi-
tion, software vendors have formed partnerships with providers of data, so
the search for data should be coordinated with the selection of GIS tech-
nology.

Computer Hardware and Software

The system configuration must include the number of users and the num-
ber of work stations, the operating system, whether or not the system is
networked, and the level of technical support available. How the system
connects to the Internet is also becoming more important as GISs are
structured to use new forms of distributed processing. The software must
be able to handle the functions identified in the specification of system re-
quirements in a manner compatible with the chosen sources of data, such
as remote sensing, GPS, and geographic base file maps (see under “Related
Technologies,” above). Ease of use is also a consideration. Additional in-
formation may be obtained from GIS sourcebooks or GIS trade publica-
tions, such as Geolnfo Systems, which review products annually. Some
software packages that have been used in public health are MaplInfo,
IDRISI, and ARC/INFO.

Human Resources

Planning for GISs must include the number of potential users as well as
their technical background and need for further training. Staff cost is a ma-
jor factor in the high cost of database development. Facilities should also
be made available for training. Some international organizations, such as
the United Nations Institute for Training and Research, the Inter-Ameri-
can Institute for Global Change Research, and the WHO, provide support
for scientists and public health professionals from developing countries,
whose participation is especially important for studies of global change
and public health.

Conclusion

GISs have already made important contributions to the field of epidemi-
ology. Continuing advances in technology, especially in sensors on Earth-
observing satellites and the computing power to handle and visualize large
quantities of data, offer major opportunities to link epidemiological study
designs (Chapter 2) with the study of ecosystem change at a global level.
This chapter has provided guidelines for implementing GISs with a focus
on the problems of global change and public health. GISs should be use-
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tul for planning new investigations that contribute to the assessment of
future risks to human health (see Chapters 4 and 5).

Suggested study projects provide a set of options for individual or team
projects that will enhance interactivity and communication among course
participants (see Appendix A). The Resource Center (see Appendix B) and
references in all of the chapters provide starting points for inquiries. The
process of finding and evaluating sources of information should be based
on the principles of information literacy applied to the Internet environ-
ment (see Appendix A).

PROJECT 1: GIS-Related Technologies: Remote Sensing (Sensors
on Satellites, Aerial Photography), Global Positioning System,
Geographic Base File Systems

The objective of this project is to demonstrate an understanding of the
contribution of GIS-related technologies to applications of GISs to ecosys-
tem change and public health. It comprises five tasks:

Task 1. Find an example in the literature (not used in this chapter) on
applications of GISs to ecosystem change and public health that uses one
or more of the following GIS-related technologies: sensors on satellites,
aerial photography, global positioning system, geographic base file sys-
tems.

Task 2. Describe the objective of the application.

Task 3. Describe the data used in the application.

Task 4. Relate the analytical methods used in the application to the
framework of methods for spatial data analysis in the chapter (see Table
3.5).

Task 5. Summarize your results.

PROJECT 2: Data Quality
The objective of this project is to practice evaluating the quality of data and
metadata used in applications of GISs to ecosystem change and public
health. It comprises four tasks:

Task 1. Find an example of a dataset relevant to ecosystem change and
public health.

Task 2. Evaluate the quality of data and metadata using the criteria pre-
sented in the chapter.

Task 3. Consider how the quality of the data and metadata could be
improved.

Task 4. Summarize your results.
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PROJECT 3: Project Design for GIS Applications to Ecosystem
Change and Public Health
The objective of this project is to develop, practice, and refine skills for de-
signing a GIS application for ecosystem change and public health. It com-
prises one integrated task:

Task. Design and present an example for applying GISs to ecosystem
change and public health. Take into account issues of implementation, data
quality, and analysis described in the text.

Acknowledgments

We thank Chuck Croner of the National Center for Health Statistics and Bill Henriques of
the Agency for Toxic Substances and Disease Registry for suggesting references on geo-
graphic information systems. We also thank Byron Wood of the NASA/Ames Research
Center and Carla Evans and Blanche Meeson of the NASA/Goddard Space Flight Center
for providing information on remote sensing. The black-and-white images in Figure 3.3
were prepared by Bradley M. Lobitz of Johnson Control World Services at the NASA/Ames
Research Center based on a research study conducted by Louisa R. Beck of California State
University/ Monterey Bay, who prepared the accompanying text in the legend. The maps of
malaria in Figure 3.4 are redrawn from a figure prepared by Saskia Nijhof of the Interna-
tional Centre for Integrative Studies in Maastricht, Netherlands, using data from the Na-
tional Health Foundation in Rondénia, Brazil. We also thank Mitch Hobish, Steve Connor,
and Phil Arkin for reviewing the manuscript.

References

Anselin L. 1996. The Moran scatterplot as an ESDA tool to assess local instability in spa-
tial association. In Spatial Analytical Perspectives on GIS (Fischer M, Scholten HJ,
Unwin D, eds.). Taylor & Francis, London, Chap. 8.

Aronoft S. 1989. Geographic Information Systems: A Management Perspective. WDL Publi-
cations, Ottawa.

Beck LR, Lobitz BM, Wood BL. 2000. Remote sensing and human health: New sensors
and new opportunities. Emerg Infect Dis 6 (3): 217-27.

Beck LR, Rodriguez MH, Dister SW, Rodriguez AD, Rejménkova E, Ulloa A, Meza RA,
Roberts DR, Paris JF, Spanner MA, Washino RK, Hacker C, Legters LJ. 1994. Remote
sensing as a landscape epidemiologic tool to identify villages at high risk for malaria
transmission. Am ] Trop Med Hyg51: 271-80.

Beck LR, Rodriguez MH, Dister SW, Rodriguez AD, Washino RK, Roberts DR, Spanner
MA. 1997. Assessment of a remote sensing-based model for predicting malaria
transmission risk in villages of Chiapas, Mexico. Am | Trop Med Hyg 56: 99—106.

Breslow N. 1984. Extra-Poisson variation in log-linear models. Appl Stat 33: 38—44.

Briggs DJ. 1997. Using geographical information systems to link environment and health
data. In Linkage Methods for Environment and Health Analysis: Technical Guidelines
(Corvalan C, Nurminen M, Pastides H, eds.). Report WHO/EHG/97.11 of the
Health and Environment Analysis for Decision-Making (HEADLAMP) Project, Of-
fice of Global and Integrated Environmental Health. World Health Organization,
Geneva, Chap. 5.

Briggs DJ, de Hoogh C, Gulliver J, Wills J, Elliott P, Kingham S, Smallbone K. 2000. A re-



94 Joan L. Aron and Gregory E. Glass

gression-based method for mapping traffic-related air pollution: Application and
testing in four contrasting urban environments. Sci Total Environ 253 (1-3, May
15): 151-67.

Briggs DJ, Elliott P. 1995. The use of geographical information systems in studies on envi-
ronment and health. World Health Stat Q 48: 85—94.

Burrough PA, McDonnell R. 1998. Principles of Geographical Information Systems. Oxford
University Press, Oxford.

Clarke KC. 1998. Getting Started with Geographic Information Systems, 2d ed. Prentice
Hall, Upper Saddle River, N.J.

Clarke KC, McLafferty SL, Tempalski BJ. 1996. On epidemiology and geographic infor-
mation systems: A review and discussion of future directions. Emerg Infect Dis 2 (2):
85-92.

Conway ED. 1997. An Introduction to Satellite Image Interpretation. Johns Hopkins Uni-
versity Press, Baltimore.

Cowen DJ, Jensen JR. 1998. Extraction and modeling of urban attributes using remote
sensing technology. In People and Pixels: Linking Remote Sensing and Social Science
(Liverman D, Moran EF, Rindfuss RR, Stern PC, eds.). National Academy Press,
Washington, Chap. 8.

Das A, Lele SR, Glass GE, Shields T, Patz JA. 2000. Spatial modeling for discrete data us-
ing generalized linear mixed models. In Accuracy 2000 (Heuvelink GBM, Lemmens
MJPM, eds.). Delft University Press, Delft, The Netherlands, pp. 125-33.

De Savigny D, Wijeyaratne P. 1995. GIS for Health and the Environment. International De-
velopment Research Centre, Ottawa.

Elliott P, Wakefield JC, Best NG, Briggs DJ. 2000. Spatial Epidemiology: Methods and Ap-
plications. Oxford University Press, New York.

Epstein PR. 1998. Health applications of remote sensing and climate modeling. In People
and Pixels: Linking Remote Sensing and Social Science (Liverman D, Moran EF, Rind-
fuss RR, Stern PC, eds.). National Academy Press, Washington, Chap. 10.

Glass GE. 2000a. Spatial aspects of epidemiology: The interface with medical geography.
Epidemiol Rev 22 (1): 136—39.

.2000b. Geographic information systems. In Infectious Disease Epidemiology: The-
ory and Practice (Nelson KE, Williams CM, Graham NMH, eds.). Aspen Publishers,
Gaithersburg, Md., Chap. 9.

Glass GE, Cheek JE, Patz JA, Shields TM, Doyle TJ, Thoroughman DA, Hunt DK, Enscore
RE, Gage KL, Irland C, Peters CJ, Bryan R. 2000. Using remotely sensed data to iden-
tify areas at risk for hantavirus pulmonary syndrome. Emerg Infect Dis 6 (3): 238—
47.

Glass GE, Livingstone W, Mills JN, Hlady WG, Fine JB, Biggler W, Coke T, Frazier D,
Atherley S, Rollin PE, Ksiazek TG, Peters CJ, Childs JE. 1998. Black Creek Canal
Virus infection in Sigmodon hispidus in southern Florida. Am J Trop Med Hyg 59 (5):
699-703.

Glass GE, Schwartz BS, Morgan JM, Johnson DT, McNoy P, Israel E. 1995. Environmental
factors for Lyme disease identified with geographic information systems. Am J Public
Health 85: 944—48.

Griffith DA. 1987. Spatial Autocorrelation: A Primer. Association of American Geogra-
phers, Washington, D.C.

Haining R. 1996. Designing a health needs GIS with spatial analysis capability. In Spatial
Analytical Perspectives on GIS (Fischer M, Scholten HJ, Unwin D, eds.). Taylor &
Francis, London, Chap. 4.

Hightower AW, Ombok M, Otieno R, Odhiambo R, Oloo AJ, Lal AA, Nahlen BL, Hawley




Geographic Information Systems 95

WA. 1998. A geographic information system applied to a malaria field study in west-
ern Kenya. Am ] Trop Med Hyg 58 (3): 266—72.

Hunter JM, Arbona SI. 1995. Paradise lost: An introduction to the geography of water
pollution in Puerto Rico. Soc Sci Med 40 (10): 1331-55.

Hutchinson CF. 1998. Social science and remote sensing in famine early warning. In Peo-
ple and Pixels: Linking Remote Sensing and Social Science (Liverman D, Moran EF,
Rindfuss RR, Stern PC, eds.). National Academy Press, Washington, Chap. 9.

Jacob P, Goulko G, Heidenreich WF, Likhtarev I, Kairo I, Tronko ND, Bogdanova TI,
Kenigsberg J, Buglova E, Drozdovitch V, Golovneva A, Demidchik EP, Balonov M,
Zvonova I, Beral V. 1998. Thyroid cancer risk to children calculated. Nature 392: 31—
32.

Jensen JR. 1996. Introductory Digital Image Processing: A Remote Sensing Perspective. Pren-
tice Hall, Upper Saddle River, N.J.

Kitron U. 1998. Landscape ecology and epidemiology of vector-borne diseases: Tools for
spatial analysis. ] Med Entomol 35 (4): 435—45.

Maxcy KF. 1926. An epidemiological study of endemic typhus (Brill’s disease) in the
southeastern United States with special reference to its mode of transmission. Public
Health Rep 41: 2967-95.

McMichael AJ, Kovats RS. 2000. Strategies for assessing health impacts of global environ-
mental change. In Implementing Ecological Integrity: Restoring Regional and Global
Environmental and Human Health (Crabbe P, Westra L, eds.). Kluwer Academic
Publishers, Dordrecht, pp. 217-31.

Monmonier M. 1996. How to Lie with Maps, 2d ed. University of Chicago Press, Chicago.
Morain SA. 1998. A brief history of remote sensing applications, with emphasis on Land-
sat. In People and Pixels: Linking Remote Sensing and Social Science (Liverman D,
Moran EF, Rindfuss RR, Stern PC, eds.). National Academy Press, Washington,

Chap. 2.

Moran EF, Brondizio E. 1998. Land-use change after deforestation in Amazonia. In People
and Pixels: Linking Remote Sensing and Social Science (Liverman D, Moran EF, Rind-
fuss RR, Stern PC, eds.). National Academy Press, Washington, Chap. 5.

Morrison AC, Getis A, Santiago M, Rigan-Perez JG, Reiter P. 1998. Exploratory space-
time analysis of reported dengue cases during an outbreak in Florida, Puerto Rico,
1991-1992. Am ] Trop Med Hyg 58 (3): 287-98.

Nobre FF, Carvalho MS. 1995. Spatial and temporal analysis of epidemiological data. In
GIS for Health and the Environment (De Savigny D, Wijeyaratne P, eds.). Interna-
tional Development Research Centre, Ottawa, pp. 21-31.

Oliver MA. 1996. Geostatistics, rare disease and the environment. In Spatial Analytical
Perspectives on GIS (Fischer M, Scholten HJ, Unwin D, eds.). Taylor & Francis, Lon-
don, Chap. 5.

Patterson M. 1998. Glossary. In People and Pixels: Linking Remote Sensing and Social Sci-
ence (Liverman D, Moran EF, Rindfuss RR, Stern PC, eds.). National Academy Press,
Washington, Appendix B.

Pickle LW, Herrmann D], eds. 1995. Cognitive Aspects of Statistical Mapping. Cognitive
Methods Staff Working Paper Series, No. 18. NCHS Office of Research and Method-
ology, Hyattsville, Md.

Pyle GE 1979. Applied Medical Geography. V. H. Winston & Sons, Washington, D.C.

Rasool SI. 1999. Scientific responsibility in global climate change research. Science 283
(5404): 940—41.

Rindfuss RR, Stern PC. 1998. Linking remote sensing and social science: The need and
the challenges. In People and Pixels: Linking Remote Sensing and Social Science (Liv-



926 Joan L. Aron and Gregory E. Glass

erman D, Moran EF, Rindfuss RR, Stern PC, eds.). National Academy Press, Wash-
ington, Chap. 1.

Steere AC, Sikand VK, Meurice F, Parenti DL, Fikrig E, Schoen RT, Nowakowski J, Schmid
CH, Laukamp S, Buscarino C, Krause DS. 1998. Vaccination against Lyme disease
with recombinant Borrelia burgdorferi outer-surface lipoprotein A with adjuvant.

N Engl ] Med 339 (4): 209-15.

Tevini M, ed. 1993. UV-B Radiation and Ozone Depletion: Effects on Humans, Animals,
Plants, Microorganisms, and Materials. Lewis Pubs., Boca Raton, Fla., p. iii.

Thomson MC, Connor SJ, Milligan P, Flasse SP. 1997. Mapping malaria risk in Africa:
What can satellite data contribute? Parasitol Today 13 (8): 313-18.

Tufte ER. 1983. The Visual Display of Quantitative Information. Graphics Press, Cheshire,
Conn.

. 1990. Envisioning Information. Graphics Press, Cheshire, Conn.

. 1997. Visual Explanations: Images and Quantities, Evidence and Narrative.
Graphics Press, Cheshire, Conn.

Vine ME Degnan D, Hanchette C. 1997. Geographic information systems: Their use in
environmental epidemiologic research. Environ Health Perspect 105: 598 —605.

Wood CH, Skole D. 1998. Linking satellite, census, and survey data to study deforestation
in the Brazilian Amazon. In People and Pixels: Linking Remote Sensing and Social Sci-
ence (Liverman D, Moran EF, Rindfuss RR, Stern PC, eds.). National Academy Press,
Washington, Chap. 4.

Woodward TE. 1970. President’s address: Typhus verdict in American history. Trans Am
Clin Climatol Assoc 82: 1-8.

World Bank. 1996. Geographic Information Systems for Environmental Assessment and Re-
view. Environmental Assessment Sourcebook Update No. 3. Environment Depart-
ment, World Bank, Washington, D.C.

Electronic References

Agency for Toxic Substances and Disease Registry. 2000. Proceedings of the 1998 GIS in
Public Health Conference. http://www.atsdr.cdc.gov/GlS/conference98/
proceedings/proceedings.html (Date Last Revised 5/18/2000).

Census Bureau. 2000. U.S. Census Bureau. U.S. Department of Commerce.
http://www.census.gov (Date Last Revised 3/28/2000).

Center for International Earth Science Information Network. 2000. UV Interactive Ser-
vice. http://www.ciesin.org (Date Last Revised 1/31/2000).

Cowen DJ. 1997. Unit 016—Discrete Georeferencing. NCGIA Core Curriculum in
GlScience. http://www.ncgia.ucsb.edu/giscc/units/u016/u016.html (Date Last
Revised 12/18/1997).

Croner CM, ed. 2000. Public Health GIS News and Information, 1994-Present. National
Center for Health Statistics, Centers for Disease Control and Prevention.
http://www.cdc.gov/nchs/about/otheract/gis/gis_publichealthinfo.htm (Date Last
Revised 7/13/2000).

Dana PH. 1997. Unit 013—Coordinate Systems Overview. NCGIA Core Curriculum in
GIScience. http://www.ncgia.ucsb.edu/giscc/units/u013/u013.html (Date Last Re-
vised 7/4/1997).

. 1999. Map Projection Overview. The Geographer’s Craft Project, Department of

Geography, University of Texas at Austin. http://www.utexas.edu/depts/grg/gcraft/

notes/mapproj/mapproj.html (Date Last Revised 12/15/1999).




Geographic Information Systems 97

.2000. Global Positioning System Overview. The Geographer’s Craft Project,
Department of Geography, University of Texas at Austin. http://www.utexas.edu/
depts/grg/gcraft/notes/gps/gps.html (Date Last Revised 3/30/2000).

Environmental Protection Agency. 1999. United States Environmental Protection Agency
Geospatial Data Clearinghouse. http://www.epa.gov/nsdi (Date Last Revised 3/30/
1999).

Estes JE, McGwire KC, Kline KD, eds. 1999. Air Photo Interpretation and Photogramme-
try. Remote Sensing Core Curriculum, Vol. 1. http://umbc7.umbc.edu/tbenja1/
santabar/rscc.html (Date Last Revised 8/10/1999).

European Umbrella Organisation for Geographic Information. 2000. European Umbrella
Organisation for Geographic Information. http://www.eurogi.org (Date Last
Revised 2/24/2000).

Federal Geographic Data Committee. 2000a. Federal Geographic Data Committee.
http://www.fgdc.gov (Date Last Revised 3/28/2000).

. 2000b. Subcommittee on Cultural and Demographic Data. Federal Geographic
Data Committee. http://www.census.gov/geo/www/standards/scdd (Date Last
Revised 1/20/2000).

Foote KE, Lynch M. 1999. Data Sources for GIS. The Geographer’s Craft Project, Depart-
ment of Geography, University of Texas at Austin. http://www.utexas.edu/depts/
grg/gcraft/notes/sources/sources.html (Date Last Revised 10/14/1999).

Goodchild MF. 1997. Unit 057—Quadtrees and Scan Orders. NCGIA Core Curriculum.
http://www.ncgia.ucsb.edu/giscc/units/u057 (Date Last Revised 10/23/1997).

Haining R, Wise S. 1997. Exploratory Spatial Data Analysis. NCGIA Core Curriculum in
GIScience. http://www.ncgia.ucsb.edu/giscc/units/u128/u128.html (Date Last
Revised 12/5/1997).

Health and Human Services. 2000. Department of Health and Human Services.
http://www.hhs.gov/ (Date Last Revised 3/20/2000).

Hobish MK. 1999. Earth System Science, Mission to Planet Earth, and the Earth Observ-
ing System. In The Remote Sensing Tutorial, Section 16. http://rst.gsfc.nasa.gov
(Date Last Revised 12/1999).

Hunter GJ. 1998. Managing Uncertainty in GIS. In NCGIA Core Curriculum in GI-
Science. http://www.ncgia.ucsb.edu/giscc/units/u187/u187.html (Date Last
Revised 2/3/1998).

Interagency GPS Executive Board. 2000. Interagency GPS Executive Board Home Page.
http://www.igeb.gov (Date Last Revised 5/8/2000).

Inter-American Institute for Global Change Research. 2000. IAI Inter-American
Institute for Global Change Research. http://www.iai.int (Date Last Revised 3/16/
2000).

Jensen JR, Schill SR, eds. 1998. Introductory Digital Image Processing. Remote Sensing
Core Curriculum, Vol. 3. http://www.cla.sc.edu/geog/rslab/rsccnew/index.html
(Date Last Revised 5/28/1998).

Meyer TH. 1997. Non-spatial Database Models. NCGIA Core Curriculum in GIScience.
http://www.ncgia.ucsb.edu/giscc/units/u045 (Date Last Revised 11/19/1997).
Moody A. 1996. Concepts of Spatial, Spectral, Temporal, and Radiometric Resolution. In
Remote Sensing Core Curriculum, Vol. 2 (N Faust, ed.). http://grouchy.geog.ucsb.

edu/rscc/vol2/rsccvol2.html (Date Last Revised 7/30/1996).

National Aeronautics and Space Administration/Ames. 1998a. CHAART. Sensor Specifi-
cations: Meteosat. http://geo.arc.nasa.gov/sge/health/sensor/sensors/
meteosat.html (Date Last Revised 10/27/1998).




98 Joan L. Aron and Gregory E. Glass

. 1998b. CHAART. Sensor Evaluation. Introduction. http://geo.arc.nasa.gov/sge/

health/sensor/sensor.ntml (Date Last Revised 10/30/1998).

. 1999a. CHAART. Remote Sensing/GIS and Human Health: A Partial Bibliogra-

phy. http://geo.arc.nasa.gov/sge/health/rsgisbib.html (Date Last Revised 11/3/1999).

. 1999b. Malaria in Chiapas, Mexico. http://geo.arc.nasa.gov/sge/health/gmhh/

mexico.html (Date Last Revised 1/22/1999).

. 1999c. Center for Health Applications of Aerospace Related Technologies.

http://geo.arc.nasa.gov/sge/health/chaart.html (Date Last Revised 4/19/1999).

.2000. Numerical Aerospace Simulation Facility. Scientific Visualization Sites.
http://science.nas.nasa.gov/Groups/VisTech/visWeblets.html (Date Last Revised
3/14/2000).

National Aeronautics and Space Administration/Goddard Space Flight Center. 1999.
Ocean Color Data & Resources. Data Set Readme for the Sea-viewing Wide Field-of-
View Sensor (SeaWiFS). http://daac.gsfc.nasa.gov/CAMPAIGN_DOCS/OCDST/
seawifs_readme.html (Date Last Revised 11/22/1999).

.2000a. Ocean Color Data & Resources. Recently Asked Questions about SeaWiFS

and Ocean Color. http://daac.gsfc.nasa.gov/CAMPAIGN_DOCS/OCDST/

seawifs_rag.html (Date Last Revised 1/12/2000).

. 2000b. Coastal Zone Color Scanner (CZCS) Instrument Guide. http://eosdata.

gsfc.nasa.gov/SENSOR_DOCS/CZCS_Sensor.html (Date Last Revised 2/22/2000).

.2000c. Tropical Rainfall Measuring Mission. http://trmm.gsfc.nasa.gov/ (Date

Last Revised 3/28/2000).

.2000d. GSFC Earth Sciences (GES). Distributed Active Archive Center.

http://daac.gsfc.nasa.gov/ (Date Last Revised 3/20/2000).

.2000e. NASA’s Earth Observing System. http://eospso.gsfc.nasa.gov (Date Last
Revised 3/22/2000).

National Center for Geographic Information and Analysis. 2000. National Center for Ge-
ographic Information & Analysis. http://www.ncgia.ucsb.edu/ (Date Last Revised
3/30/2000).

National Oceanic and Atmospheric Administration. 2000a. Global Precipitation Clima-
tology Project (GPCP) Home Page. http://orbit-net.nesdis.noaa.gov/arad/gpcp/
(Date Last Revised 2000).

.2000b. National Geodetic Survey. http://www.ngs.noaa.gov (Date Last Revised

3/28/2000).

.2000c. National Climatic Data Center. http://www.ncdc.noaa.gov (Date Last
Revised 3/2/2000).

Open GIS Consortium. 2000. Open GIS Consortium, Inc. http://www.opengis.org
(Date Last Revised 3/23/2000).

Rushton G, Armstrong MP. 1997. Improving Public Health through Geographical Infor-
mation Systems: An Instructional Guide to Major Concepts and Their Implementa-
tion. University of Iowa. http://www.uiowa.edu/geog/health/ (Date Last Revised
12/1997).

Short NM. 1999. The Remote Sensing Tutorial. http://rst.gsfc.nasa.gov (Date Last Re-
vised 12/1999).

Stoney WE. 1999. Remote Sensing into the 21st Century. In The Remote Sensing Tutorial,
Section 20. http://rst.gsfc.nasa.gov (Date Last Revised 12/1999).

Taylor G. 1997. Multimedia and Virtual Reality. In NCGIA Core Curriculum in GI-
Science. http://www.ncgia.ucsb.edu/giscc/units/u131/u131.html (Date Last Re-
vised 12/17/1997).

U.S. Geological Survey. 2000. USGS Geospatial Data Clearinghouse National Mapping




Geographic Information Systems 99

and Remotely Sensed Data. http://mapping.usgs.gov/nsdi (Date Last Revised 2/22/
2000).

Veregin H. 1998. Data Quality Measurement and Assessment. NCGIA Core Curriculum
in GIScience. http://www.ncgia.ucsb.edu/giscc/units/u100/u100.html (Date Last
Revised 3/23/1998).

World Health Organization. 2000. World Health Organization/Organisation Mondiale de
la Santé. http://www.who.int/ (Date Last Revised 3/31/2000).



The Science/Policy Interface

Jonathan M. Samet, M.D., M.S.

In confronting and controlling the consequences of global ecosystem
change for public health, we face a problem of nearly unprecedented size
and complexity (see Fig. 1.1 and case studies in Chapters 11, 12, 13, and
14). A long time scale and global scope challenge our capabilities for char-
acterizing the problem, and any characterization of the adverse conse-
quences will inevitably be subject to numerous and possibly crippling un-
certainties (Last 1993; McMichael 1993). Of necessity, much of the
evidence used in policy decisions will be based on a conceptual model of
relationships between driving factors and outcomes, as many of the paths
from changes in the global ecosystem to public health consequences are on
time frames longer than the spans of most conventional observational re-
search. Yet concern for degradation of the public’s health may be one of the
key motivations for limiting the pace of global ecosystem change, and es-
timates of effects on public health at the global and more local levels will
be made to motivate the implementation of control strategies and to guide
their development.

This chapter provides a perspective on the interfaces between scien-
tific evidence and policy development that may serve as a point of depar-
ture for assessing global ecosystem change and its public health conse-
quences. The focus is on an evaluation of approaches currently used for
translation at these interfaces in the area of environmental health. Em-
phasis is placed on quantitative risk assessment, a tool for assembling sci-
entific evidence on risk for the purpose of policy development. Some
analogies between more conventional environmental health issues and
global ecosystem change are suggested, setting the stage for a broader dis-
cussion of integrated assessment in Chapter 5.
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Science/Policy Interfaces

This chapter focuses on the intersection of scientific evidence with policy
development, the science/policy interface. Looking across the myriad of
such interfaces, we find a wide range, extending from decisions made by
individuals based on their own interpretations of evidence to national and
now global problems that need science-based decisions. At the level of na-
tions, there are several specified approaches for amassing and evaluating
the relevant evidence for policy implications. In the United States, specific
legislative acts even mandate the application of risk assessment for prob-
lem characterization (National Research Council [NRC] 1994; Samet and
Burke 1998).

Environmental pollution offers a tangible example. Air pollution, for
instance, is an almost unavoidable consequence of power generation,
transportation, and manufacturing. Depending on the sources, control
strategies enacted at the local level may not suffice, and regional or national
programs may be needed to protect air quality. The sequence from source
of pollution to adverse health effect (Fig. 4.1) provides a framework for
identifying the evidence base needed to formulate policy for the control of
air pollution (NRC 1991a, 1998a). In this sequence, the implementation of
policy would be motivated by the demonstration of adverse effects linked
to exposure. Confidence in the evidence of adverse effects would be bol-
stered by an understanding of the toxicologic basis of the adverse effects,
including the delivery of doses of the toxic material to target sites in the
body and the mechanism of injury. For the purpose of developing control
strategies, the link from sources to population exposure also needs to be
described.

In the example of air pollution, the development of policy in the
United States proceeds at national, state, and local levels. At the national
level, the Clean Air Act specifies the approaches to be followed in translat-
ing from science to policy (Environmental Protection Agency [EPA] 1999a).
For one series of prevalent pollutants (particles, carbon monoxide, sulfur
dioxide, nitrogen dioxide, ground-level ozone, and lead), the act mandates
a comprehensive review with preparation of a “criteria document,” leading
to the designation of this group of pollutants as “criteria” pollutants. The
EPA, which holds regulatory authority over air pollution, prepares the cri-
teria document and then uses the evidence in a now clearly scripted se-
quence of steps (Fig. 4.2). The EPA considers policy options within a
framework set by the evidence in the criteria document. The act offers
guidance to policymakers on the degree of risk to be allowed; for the cri-
teria pollutants, the act specifies that protection will be afforded against ad-
verse effects within “an adequate margin of safety.” The final standard for
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Figure 4.1 General framework for integrating particulate-matter research. Source:
Reproduced with permission from National Research Council 1998a, Figure 3.1.

a pollutant is to reflect not only the health risk posed by the air pollutant,
but also feasibility of control. The language of the Clean Air Act prohibits
primary consideration of costs, but the EPA does conduct cost-benefit and
cost-effectiveness analyses.

Another group of pollutants, the air toxics, is also covered by the Clean
Air Act, but with different guidance. These pollutants are largely carcino-
gens or irritants, and come mostly, although not necessarily, from point
sources, like power plants and factories. Examples include vinyl chloride,
dioxin, and benzene. The 1990 amendments to the act offer explicit guid-
ance to the EPA on the use of scientific evidence in approaching regulation
of toxic air pollutants, calling for a process that uses risk assessment rather
than the weight-of-evidence approach used for the criteria pollutants. A
two-step approach of “technology first, then risk,” which requires the max-
imum achievable reduction in toxic emissions followed by assessment of
health and environmental risks, has reduced toxic emissions severalfold
(EPA 1999b).

This particular example of a single science/policy interface, while lack-
ing generality, does point to some characteristics of a science/policy inter-
face for which scientific evidence is at the core of the process that links sci-
ence to policy (Fig. 4.3). In the example of the regulatory apparatus for air
pollution, the findings on adverse health effects motivate the process and
the prevention of those effects is the goal of the policy. Translation of the
scientific findings to policy depends typically on a synthesizing process
that is generally reductionistic. For many complex problems, a predictive
model is derived from the evidence, so that the consequences of policy op-
tions can be weighed and evaluated against criteria that might include so-
cietal values and ethics, costs, and political considerations. In the example
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Figure 4.2 Process for review and promulgation of U.S. National Ambient Air Qual-
ity Standards. A.A./ORD, Assistant Administrator, Office of Research and Development;
OAR, Office of Air and Radiation; CASAC, Clean Air Scientific Advisory Committee; OMB,
Office of Management and Budget. Source: Reproduced with permission from McClel-
lan and Miller 1997, Figure 1.

of the Clean Air Act in the United States, specific guidance is provided on
the level of public health protection to be achieved by a national ambient
air quality standard (NAAQS). The act also inveighs against consideration
of costs to meet the NAAQS.

Decision makers will also be influenced by the strength of the evidence
and by uncertainty, which is its complement. Gaps in the scientific evi-
dence inevitably plague decision making, particularly for complex envi-
ronmental problems. Uncertainty—what is not known—may restrain de-
cision making while new scientific studies are undertaken to meet critical
information needs (Morgan and Henrion 1990). Uncertainties may also
cloud the choices among policy options, leaving decision makers without
a clear preference. Nonetheless, policy decisions can be made in the face of
uncertainty; in fact, complete certainty is illusory for contemporary, com-
plex problems involving the environment and health. Rather, uncertainties
need to be acknowledged and quantified to the extent possible. Methods
are now evolving for this purpose.
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Figure 4.3 Science/policy interface for envi-
ronmental health.

Models and the Science/Policy Interface

Models are likely to figure centrally in the development of policies to limit
possible adverse effects of global ecosystem change on public health. Of
course, the word model has multiple meanings, and it is widely and loosely
applied. In the context of environmental decision making, a model is a rep-
resentation of the elements of the problem under consideration. A model
might be a straightforward depiction of the relationship between a factor
and the response, such as the essentially linear (straight-line) relationship
between the number of cigarettes smoked and the risk of developing lung
cancer, or a formulation of a more complex relationship, like the steps link-
ing sources of regional air pollution to hospitalizations of children due to
the exacerbation of asthma.

For problems related to the environment and health, models generally
describe the occurrence of a response to one or more environmental fac-
tors. Figure 4.1 is one example of a model of this type, relating sources of
air pollution to the risk of adverse health effects through a sequence of
linkages. Each element of the overall model may itself be considered as a
model: the emissions of pollutants from sources, the generation of con-
centrations of air pollutants by the emissions, the interactions of people
with these concentrations that lead to human exposure, the delivery of
doses of toxic materials consequent to these exposures to target sites of
biological action, and the mechanisms of injury by the agent that leads to
the toxic effect.

Any one of the elements in this sequence may itself demand repre-
sentation by a complex model. Large-scale models, for example, have been
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developed to describe the generation of acidic air pollution and its dis-
persal across the northeastern United States and Canada. Models for
ozone in the lower atmosphere (troposphere) relate concentrations to the
use of sources, including transportation vehicles, and meteorological pat-
terns. Models for the delivery of doses of toxic agents to the lung incorpo-
rate the physical characteristics of the agents, the structure of the lung, and
patterns of breathing; such models are now widely available as software
packages for personal computers.

How are models for environmental problems derived? Models may be
empirical, based on observational data that describe how the response of
interest occurs in relation to the environmental exposure of concern. Epi-
demiological data, derived from observation of populations, may be an-
alyzed for this purpose. For example, the application of time-series meth-
ods for statistical analysis has related concentrations of air pollutants to
the daily number of deaths, while controlling for weather (Dockery and
Pope 1994; Samet et al. 1997). These analyses make assumptions as to the
mathematical form of the relationship between air pollution and mortal-
ity—for example, linear (straight-line)—and the temporal relationships
between concentration on a particular day and response on the same or
subsequent days. The accuracy and precision of the estimates of the re-
sponse based on the model reflect the extent and quality of the data avail-
able as well as the accuracy and precision of the assumptions in the model.
Once developed, a model of the relationship between air pollution and
mortality might be used to estimate risks for entire affected populations or
to project the consequences of alternative control strategies.

Models may also be based on an understanding of the underlying re-
lationship between exposure to an agent and the response. For ionizing
radiation, for instance, physical models, well grounded in experiments,
relate exposure to absorption, even at the level of specific organs, and the
scientific community is moving toward a mechanistic understanding of
the basis of carcinogenesis by some types of radiation (NRC 1998b). Sta-
tistical approaches for analyzing observational data may also rely on bio-
logically based models of the underlying process (Moolgavkar 1994).

As a formal representation of the relationship between exposure and
outcome, a model offers a framework for making underlying assumptions
transparent and for identifying points of uncertainty that need to be
judged by one or more assumptions. A model can thus be the basis for fully
informed decision making, identifying clearly what is known and not
known. A comprehensive approach to modeling risk, by clearly defining
gaps in knowledge, can foster research with findings likely to be relevant to
the development of policy. For example, the NRC has used the framework
in Figure 4.1 as a basis for developing a policy-relevant agenda for research
on airborne particulate matter (NRC 1998a). The schema in Figure 4.1 was
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used to identify key uncertainties that needed to be addressed through fur-
ther research. Frameworks for identifying gaps in knowledge can also help
to characterize the role of uncertainty in decision making (see under
“Quantitative Risk Assessment,” below).

Some of the assumptions of a model may carry significant implica-
tions for policy development. Among these is the mathematical form of the
relationship between exposure and response (Fig. 4.4) and the presence of
a threshold, which is a particular level of exposure that must be exceeded
for a response to occur. A common assumption is a linear relationship be-
tween the amount of exposure to an agent and the risk of an adverse health
effect. The assumption of linearity offers conceptual and computational
simplicity as risk increases in a straight-line fashion with exposure; for
most agents, the knowledge base is not sufficiently advanced to challenge
this assumption. Most health models also assume that the response follows
exposure without a threshold; these are the so-called nonthreshold mod-
els. This assumption is considered a “conservative” default with regard to
public health, as any level of exposure is projected to carry risk.

Alternatives to linear exposure-response relationships may be found
or assumed on a biological basis. Response may follow exposure in a curvi-
linear or other pattern; these curves would possibly indicate a risk of an
adverse health effect substantially above or below that predicted by a lin-
ear relationship. For some exposures, like ionizing radiation, the re-
sponse—risk of cancer—tends to flatten at higher exposures, as cells are
actually killed by the radiation rather than undergoing a change that may
lead to malignancy (NRC 1992). The finding of a threshold that must be
exceeded may have substantial policy implications, as the threshold would
set a boundary between levels of exposure carrying or not carrying risk.

Another key feature of a model may be its representation of the effects
of the agent of interest as it acts in concert with other factors to affect risk.
The other factors might include age, sex, genetically determined suscepti-
bility, and other exogenous factors, such as cigarette smoking. In consid-
ering the risk associated with exposure to two factors, researchers might
assume the combined effect to be additive; that is, the risk from the com-
bined exposure is the sum of the risks from exposures to the two factors
individually. Deviation from additivity may be observed: antagonism refers
to a combined risk that is less than additive, and synergism to a combined
risk greater than additive. The assumption of a model as to the pattern of
combined effects might be based on observation or on a mechanistic un-
derstanding of how the two factors act together to produce the response.

The focus of this discussion has been on models for relating health re-
sponses to environmental agents. To date, the purposes of policymaking
have been served successfully by relatively straightforward models. Typi-
cally, the concept of uncertainty applies to the risk of expected kinds of ad-
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Figure 4.4 Examples of exposure-response mod-

els used for carcinogens.

verse effects. However, the consequences of ecosystem change at the global
level may require more complex representations to capture consequences
that extend from the local to the global level. The underlying relationships
may be nonlinear, and modeling approaches based on chaos and com-
plexity theory may prove valuable for representing the consequences of
change in the global system. These types of models can more flexibly rep-
resent the seemingly unpredictable behavior of complex systems than can
more restraining, alternative approaches. The analysis of models of global
change requires the concept of “surprise” for the possibility of unexpected
outcomes (Schneider and Turner 1997). See Chapter 5 for more on mod-
eling of complex systems.

Quantitative Risk Assessment

One approach for using scientific information to develop policies on en-
vironmental problems is quantitative risk assessment. The application of
quantitative risk assessment to environmental problems is increasing in
the United States and elsewhere, in some instances with a statutory re-
quirement (NRC 1983, 1994). Quantitative risk assessment is a framework
for organizing information about risk and characterizing the risk in a fash-
ion that is meaningful for decision making (Samet and Burke 1998).

Risk assessment is a term now used widely for a systematic approach to
characterizing the risks posed to individuals and populations by environ-
mental pollutants and other potentially adverse exposures. A seminal 1983
NRC report, Risk Assessment in the Federal Government: Managing the
Process (often referred to as the “Red Book™ because of its cover), defined
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Figure 4.5 Elements of risk assessment and risk management. Source: Reproduced

with permission from National Research Council 1983, Figure I.1.

risk assessment as “the use of the factual base to define the health effects of
exposure of individuals or populations to hazardous materials and situa-
tions” (NRC 1983). This conceptualization of risk assessment is both qual-
itative and quantitative, although quantitative risk assessment should be
considered as a component of risk assessment in its broadest context. The
1983 NRC report positioned risk assessment explicitly as a tool for trans-
lating the findings of research into science-based strategies for risk man-
agement (Fig. 4.5). Risk assessment evaluates and incorporates the find-
ings of all relevant lines of investigation, from the molecular to the
population level, through the application of a systematic process with four
steps: hazard identification, dose-response assessment, exposure assess-
ment, and risk characterization (Table 4.1). If there is no positive determi-
nation of the existence of a hazard, then the subsequent steps are not war-
ranted.

Risk management follows and builds from risk assessment. Risk man-
agement involves the evaluation of alternative regulatory actions and the
selection of the strategy to be applied. Risk communication is the trans-
mission of the findings of risk assessments to the many stakeholders need-
ing to know the results so they can participate in the policymaking process
and to the general public. In this formalism, and in practice to some degree,
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Table 4.1 The “Red Book” Paradigm: The Four Steps
of Risk Assessment

those performing the risk assessment—risk assessors—and those manag-
ing the risks—risk managers—are separate groups of professionals, dis-
tinct from the researchers who develop the data used in risk assessments.
Two concepts central to the interpretation and application of a risk as-
sessment are uncertainty and variability. Any assessment of risk involves
the development of an underlying model with attendant assumptions that
cover gaps in knowledge. Uncertainty refers to this lack of knowledge
(NRC 1994). Examples of sources of uncertainty include extrapolation of
findings from animals to humans, extrapolation from effects observable at
high doses to the unobservable range of low doses, and use of models or
assumptions to estimate the exposure of populations indirectly rather than
using direct measurements. Analyses of uncertainty may be qualitative or
quantitative. Qualitative analyses may involve expert judgments, whether
accomplished informally or more formally using a systematic approach for
achieving convergence among experts (National Council on Radiation
Protection and Measurements 1996). Quantitative assessments of uncer-
tainty may use sensitivity analyses (i.e., varying model assumptions and as-
sessing the consequences) or model-based approaches that characterize
the contributions of various sources of uncertainty to overall uncertainty.
Variability, although distinct from uncertainty, may also cloud the in-
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terpretation of a risk assessment; many sources of variability may affect a
risk assessment (NRC 1994). These include variability in exposures and
susceptibility; together, these two sources of variability could lead to a wide
range of risk in a population. Overall or average estimates of risk, which
do notaddress variation in risk across a population, may be misleading and
may obscure the existence of a group at unacceptable risk. Recently, re-
searchers have begun to place greater importance on understanding the
vulnerability of some communities to a high rate of exposure from multi-
ple environmental hazards simultaneously (NRC 1999).

Hazard identification is the first step of a risk assessment, addressing
the question of whether the agent or factor poses a risk to human health.
This step is inherently integrative, as it may draw evidence from structure-
activity relationships for chemical agents, in vitro evidence of toxicity, an-
imal bioassays, and epidemiological data (NRC 1983). Epidemiological
data indicative of an adverse effect, when available, are strongly weighted
in the evaluation of the weight of evidence to determine whether an agent
presents a hazard. Data on humans provide direct evidence of a hazard
without the need to extrapolate from knowledge of toxicity in analogous
agents or from another species. In fact, as science has gained further un-
derstanding of the complexity of cross-species extrapolation from animal
to human, such extrapolations are viewed with less certainty unless but-
tressed by an understanding of human and animal pathways of absorption
and metabolism and of mechanisms of action.

Once a hazard has been identified, the second step—the dose-response
assessment—is initiated to establish the quantitative relationship between
dose and response. Dose—the quantity of material entering the exposed
person—is not identical to exposure, which is defined as contact with a
material at a potential portal of entry into the body: the skin, the res-
piratory tract, or the gastrointestinal tract (NRC 1991a). Typically, epi-
demiological studies characterize the relationship between exposure, or a
surrogate for exposure, and response, expressed as the risk of a particular
outcome; the dose-response relationship may be estimable if the relation-
ship between exposure and dose can be established. For a risk assessment,
description of the exposure-response relationship may be sufficient, as ex-
posure can be linked directly to response. In combination with data on the
distribution of exposure, the risk posed to a population by an agent can be
estimated without moving to establish the dose-response relationship.

For the purpose of risk assessment, characterization of the exposure-
response relationship in the range of exposures to humans is needed. For
a few agents (e.g., environmental tobacco smoke), data on risks are avail-
able in the exposure range of interest, and risk to the general population
can be estimated directly. For other agents, data from exposures above
those received by the population may be available from worker groups
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(e.g., radon exposures of uranium miners), persons who have been acci-
dentally exposed (e.g., radiation exposures of the population downwind of
the Chernobyl nuclear plant), or persons who have been exposed during
wartime (e.g., radiation exposures of the survivors of the atomic bomb
blasts in Hiroshima and Nagasaki). For such exposures above the range of
usual environmental levels, exposure-response relationships estimated at
the higher exposures are extended downward.

For the purpose of risk assessment, information is needed on the full
distribution of exposures in the population. Measures of central tendency
(i.e., the mean or median) may be appropriate for estimating overall risk
to the population, but reliance on central measures alone may hide the ex-
istence of more highly exposed persons with unacceptable levels of risk.
Modern assessment of exposure is based on a conceptual framework that
relates sources of pollutants to their effects, through the intermediaries of
exposure and dose (see Fig. 4.1) (NRC 1991b, 1994). The concept of total
personal exposure is central; that is, the assessment of health risks must
consider exposures received by individuals from all sources and media. For
some agents (e.g., lead), exposures may arise from multiple sources, media
of exposure, and activities.

Risk characterization is the final step in risk assessment. During this
phase, the data on exposure are combined with information on the exposure-
response relationship to estimate the potential risk posed to exposed pop-
ulations. The risk characterization becomes the fulcrum for decision
making and the basis for communication with stakeholders (NRC 1996).
Epidemiological studies may provide a direct risk characterization if the
findings can be linked to a specific population and the exposure assessment
component of the study is sufficient. More typically, however, the risk char-
acterization is based on models.

The step of risk characterization puts the risk in perspective for risk
managers and the public. The Red Book approach emphasized the pre-
sentation of the probability of harm from a biological perspective. How-
ever, a more recent NRC report has called for risk characterization to be
broader and to consider social, economic, and political factors in describ-
ing risk and guiding options for risk management (NRC 1996). This re-
port emphasized the need to engage stakeholders throughout the process
of risk assessment to assure that the risk characterization addresses the full
range of concerns (see also NRC 1999 and Chapter 5).

The consequences of the factor of concern may be characterized with
a variety of types of measures. Some express the burden of disease associ-
ated with the factor. The number of occurrences of the event of concern
may be estimated (e.g., the number of lung cancer deaths caused each year
by passive smoking); a related measure, the population attributable risk,
describes the proportion of the events of concern attributable to the fac-
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tor. For example, in a comprehensive risk assessment of lung cancer asso-
ciated with radon, an NRC committee estimated that about 18,000 lung
cancer deaths annually—approximately 11 percent of lung cancer deaths
in the United States—are attributable to indoor radon (NRC 1998b). An-
other measure is years of life lost because of exposure to a disease-causing
agent. This quantity might be calculated as an average for exposed persons
or for the entire population including exposed persons. A related measure
of effect, the quality-adjusted years of life lost, takes into account the qual-
ity of the lost years. This measure was used for the Global Burden of Dis-
ease Study (Murray et al. 1994). However, different methods may assign
different values to the quality of life (Dasbach and Teutsch 1996).

Estimates of cost may also be part of risk characterization (see also
Chapter 5). The estimates would be based on the number of events and the
associated costs of medical care and lost productivity. Deaths or years of
life lost may be valued economically as well. Estimates of cost may be
folded into a cost-benefit analysis in support of the implementation of en-
vironmental regulations or into a cost-effectiveness analysis for compar-
isons of different environmental policies.

Risk Assessment and Global Ecosystem Change

The paths by which global ecosystem change may adversely affect public
health are diverse, involving direct and indirect mechanisms. How will
these potential consequences of global ecosystem change be approached
with models? The points of analogy with quantitative risk assessment pro-
vide a place to start. In the risk assessment paradigm, global ecosystem
change can be viewed as the source of “exposure,” leading directly or indi-
rectly to changing population patterns of contact with physical and bio-
logical factors that affect health. The sources of change, like sources of air
pollutants, correspond to human activities that underlie the changes in the
global ecosystem. Models linking these activities to the pace of change in
the ecosystem have already been developed: examples are the rise in the
earth’s temperature in relation to emissions and concentrations of green-
house gases and the depletion of the stratospheric ozone layer in relation
to the release of chlorinated fluorocarbons (see Chapter 7).

An essential first component in a model of global ecosystem changes
and health is the linking of changes to the more proximate factors that ac-
tually affect health: exposure to ultraviolet radiation, contact with arthro-
pod vectors of disease, and exposure to allergens, for example. Analogous
to the exposure assessment component in a risk assessment, the overlay of
contact of populations with the potentially injurious agent needs to be
characterized. Information on the exposure-response relationship might
be based on epidemiological evidence or perhaps on an experimental
model. The requisite information would describe how risk changes as ex-
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posure varies. Complicating features in this paradigm include synergistic
or antagonistic effects of multiple types of exposures and a concern for
populations particularly vulnerable to the effects of such exposures.

However, a fuller picture must consider the global ecosystem as a dy-
namic system with many interacting components. As discussed under
“Models and the Science/Policy Interface” (above), processes of global
change may present outcomes that had been unanticipated previously. The
context for making decisions and the use of scientific evidence are likely to
be more complex than those in more traditional areas of environmental
health. Chapter 5 develops these themes in more detail.

Conclusion

The scope and complexity of global ecosystem change are generating con-
cerns about public health consequences of unquestionably unacceptable
magnitude. In addressing more conventional problems in environmental
health, science-based evidence has been used to convince decision makers
of the need to act and to provide guidance among the policy options. One
approach for developing estimates of harm to the public’s health is risk as-
sessment, a framework for identifying what is known about risks and
where there are key gaps in scientific knowledge. Risk assessment seems to
have ready applicability to characterizing some of the consequences of
global ecosystem change, but the entire process of risk assessment and risk
characterization must be embedded in a broader study of social, economic,
and environmental systems and a greater appreciation for the context of
policy development. These themes of integrated assessment are developed
in Chapter 5.

Suggested study projects provide a set of options for individual or team
projects that will enhance interactivity and communication among course
participants (see Appendix A). The Resource Center (see Appendix B) and
references in all of the chapters provide starting points for inquiries. The
process of finding and evaluating sources of information should be based
on the principles of information literacy applied to the Internet environ-
ment (see Appendix A).

The objective of this chapter’s study projects is to develop an under-
standing of the relationship between scientific study and public policy on
environmental health.

PROJECT 1: Environmental Health Issues and Public Policy
The objective of this study project is to deepen the understanding of the
scope of environmental health issues that affect public policy.

Task 1. Identify an example of an environmental health issue that in-
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volves exposure of humans to a harmful substance in air, water, soil, or
food.
Task 2. Identify a location for the environmental health issue selected
in task 1 and describe how that issue affects public policy in that location.
Task 3. For the issue and location selected in task 2, do you think pub-
lic policy should be changed? Justify your answer.

PROJECT 2: Quantitative Risk Assessment
The objective of this study project is to deepen the understanding of quan-
titative risk assessment as applied to environmental health.

Task 1. Identify an example of an environmental health issue that in-
volves exposure of humans to a harmful substance in air, water, soil, or
food.

Task 2. For the example in task 1, search the literature for information
about the four steps of quantitative risk assessment for a particular popu-
lation, as shown in Table 4.1. Consider how cofactors of an individual
might affect risk and whether parts of the population are especially vul-
nerable.

Task 3. Summarize your results.

PROJECT 3: Risk Management
The objective of this study project is to deepen the understanding of risk
management as applied to environmental health.

Task 1. Select an example of an environmental health issue that has af-
fected public policy in some setting.

Task 2. For the setting selected in task 1, describe the strategy for risk
management. Consider communication about risks to the public and par-
ticipation by the public in the development of strategy.

Task 3. How might you evaluate the strategy for managing risk?

Task 4. Summarize your results.
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Integrated Assessment

Joan L. Aron, Ph.D., J. Hugh Ellis, Ph.D.,
and Benjamin F. Hobbs, Ph.D.

Integrated assessment is a “structured process of dealing with complex is-
sues, using knowledge from various scientific disciplines and/or stake-
holders, such that integrated insights are made available to decision mak-
ers” (Rotmans 1998). The application of integrated assessment to studies
of global ecosystem change and public health is somewhat analogous to
the application of the methods of risk assessment to problems in environ-
mental health and can profitably build on those experiences (see Chapter
4). Integrated assessment is distinctive, however, in its effort to link social,
economic, and environmental factors as a basis for examining policies and
decisions that affect diverse sectors. Because of this intent to link different
fields and analyses, often for different purposes, integrated assessment can
be a useful test of available information and its limits. Integrated assess-
ment also extends beyond risk assessment to provide support for decisions
to manage risk (see Fig. 4.5). In applications of integrated assessment, the
context for decisions is more complex than regulations put forth by a sin-
gle government agency (see Fig. 4.2). An integrated assessment may influ-
ence decisions made by multiple national governments, multiple agencies
at different levels of government, and diverse interest groups.

Research on integrated assessment involves two very different ap-
proaches (Rotmans 1998). One group of researchers, usually trained in
natural science, engineering, or economics, aims to develop mathematical
models of the consequences of different policies. Another group of re-
searchers, usually trained in qualitative methods of the social sciences,
views integrated assessment itself as a participatory process. Neither ap-
proach alone is likely to succeed, and researchers are increasingly seeking
new ways to join analytical studies with participatory methods (Interna-
tional Human Dimensions Programme on Global Environmental Change

116
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2000). The effective use of scientific information requires the integration
of multiple disciplinary perspectives.

An examination of the real-world consequences of a bad assessment
should dispel any notion that integrated assessment is merely a technical
exercise. Glantz (1982) documents high costs associated with an erroneous
forecast of drought in 1977 for Yakima Valley in the state of Washington.
The setting for the forecast was an area in which most agricultural activi-
ties depended on water that the U.S. Bureau of Reclamation provided for
irrigation from April to October. After extremely dry conditions had pre-
vailed in the Yakima River basin from October 1976 through January 1977,
the Yakima Project superintendent of the U.S. Bureau of Reclamation is-
sued an estimate of the total water supply available for 1977. Following the
law in a 1945 consent decree, the formula for the total water supply avail-
able included natural flow, storage, and return flow, where return flow is
water used for irrigation that returns to the stream for downstream users.
The law also specified different classes of water rights so that the Yakima
Project superintendent allocated the projected water supply to satisfy 98
percent of senior (higher priority) water rights and provide only 6 percent
of normal flow for junior (lower priority) water rights. Farmers with ju-
nior water rights stood to lose perennial plants and trees that would re-
quire up to eight years to replace. This dire forecast of drought caused
farmers to take actions costing millions of dollars:

1. The aggregate cost of digging irrigation wells was approximately
$9,000,000.

2. Some farmers with perennial crops paid up to four times the usual
price to lease water from farmers with annual crops who could afford
to lose one year’s production.

3. Some farmers transplanted mint crops (a perennial) at their own ex-
pense.

The drought forecast also led to expenditure of government funds:

1. A feasibility study of a project to divert water from the Columbia River
basin cost $70,000.

2. A new pumping station to capture water below a dam’s lowest outlet
cost $3,000,000 and was ready by July 1977.

3. The state of Washington spent $400,000 to seed clouds with no effect
proven scientifically.

However, by May 1977, the Yakima Project superintendent had sharply re-
vised upward the estimate of the water supply to allow 50 percent of nor-
mal flow for junior water rights. By the end of the growing season, farm-
ers with junior rights had received 70 percent of normal water allocations.
The new pumping station that opened in July was never used. Farmers
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made legal claims against the U.S. Bureau of Reclamation to recover
$20,000,000 lost by responding to the erroneous drought forecast in Feb-
ruary. The U.S. Bureau of Reclamation suffered a severe loss of credibility.

An understanding of what went wrong with the forecast of drought
in Yakima leads to general insights about problems in forecasts and how
to avoid them. Surprisingly, despite uncertainties in weather, the estimate
of return flow was the primary error in the forecast of extreme shortage of
water. Implicit in the initial estimate of return flow was an assumption of
flood control, which had been the main concern of water resource man-
agers before October 1976. In balancing the estimate of return flow against
diversions for flood control, the return flow was dropped from the initial
estimate of the total supply of water available to irrigators in 1977. When
forecasters corrected the technical error, the estimate of the total supply of
water rose considerably. Retention of outmoded assumptions, termed as-
sumption drag, is a widespread phenomenon that causes serious errors in
forecasting (Ascher 1979, 202). Another instance of assumption drag was
maintaining an assumption that low precipitation would persist even af-
ter normal monthly precipitation had returned in early spring. Forecasts
for precipitation were strongly influenced by drought forecasts for the en-
tire western United States. The contribution from stored water was also a
problem, not because of inaccurate estimates of the quantity of water, but
rather because of disputes over ownership. The Yakima Project superin-
tendent decided to consider water stored in reservoirs as part of natural
flow, for which senior water rights take priority, despite the fact that only
water districts with junior water rights were paying for storage precisely
because of their vulnerability in years with low natural flow. Combining
these errors with worry about promising more water than could be deliv-
ered, the Yakima Project superintendent produced a very conservative
forecast.

Poor communication within the government sector and with farmers
contributed to the promulgation of an erroneous forecast. Even though the
National Weather Service, the Soil Conservation Service, and the state of
Washington’s Department of Ecology were all producing water-related
forecasts, these agencies provided no external checks on the development
of forecasts of drought by the Yakima office of the U.S. Bureau of Recla-
mation. The Pacific Northwest Regional Office of the U.S. Bureau of Recla-
mation, which had an advisory role from its location in Boise, Idaho, dis-
agreed with the Yakima forecast but had no clear authority to modify
forecasts made at Yakima. The lack of open communication between fore-
casters and farmers was significant because too little attention was paid to
the effects caused by announcing a forecast, particularly the consequences
of offering less water than was actually available. In general, “efforts to
shield expert research and decision making from public scrutiny and ac-



Integrated Assessment 119

countability invariably backfire, fueling distrust and counterproductive
decisions” (Pielke et al. 1999, 311).

A salient feature underlying all of these difficulties is that the formula
for allocating water in the 1945 consent decree had never been used before
the period of water storage that began in October 1976. Consequently, the
water resource managers had no direct experience on which to base their
actions. It is intrinsically more difficult to manage without direct experi-
ence. Yet many pressing problems, such as preventing possible adverse ef-
fects of global climate change and containing nuclear waste in under-
ground storage for 10,000 years, provide little or no direct experience. In
general, “the less frequent, less observable, less spatially discrete, more
gradual, more distant in the future, and more severe a predicted phenom-
enon, the more difficult it is to accumulate direct experience” (Pielke et al.
1999, 311). In grappling with integrated assessment, researchers of all dis-
ciplines need to be open to learning the use of a variety of tools.

This chapter presents an overview of major conceptual and method-
ological issues in the development of integrated assessment models
(IAMs) and studies of the participatory process in assessment. One section
devotes special attention to the multiple meanings of effectiveness when
scientific assessments are applied to complex problems. The general dis-
cussion sets the stage for addressing the challenges of an integrated assess-
ment of ecosystem change and public health on a global scale.

The History of Integrated Assessment Models

Quantitative approaches to integrated assessment attempt to link human
actions to valued consequences by developing more complex computer-
based models with interrelationships and feedbacks among system com-
ponents (Dowlatabadi and Morgan 1993a; Shlyakhter et al. 1995; Parson
and Fisher-Vanden 1997). The two basic functions of IAMs are

1. system modeling: simulation of the response of the physical, biological,
and/or social system to changes in inputs, assumptions, and decisions;
and

2. decision evaluation: comparison of alternative decisions in terms of
their risks and performance on important objectives and application
of value judgments by users to rank or screen alternatives.

In system models, several components are interconnected so that changes
in one part of the system cause multiple indirect effects in other parts of
the system, which may be classified by sector, geography, and other char-
acteristics. Complex interconnections create time lags so that the effects of
changes in one part of the system may not become apparent in other parts
of the system until some time has passed. The state of a system may change
abruptly as the value of a variable reaches a threshold level, such as the
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amount of acid rain that exceeds the ability of lakes to buffer its effects (see
Chapter 7).

Selected elements of the Integrated Model to Assess the Greenhouse
Effect IMAGE) illustrate these concepts (Rotmans and Dowlatabadi 1998,
319).One important set of interrelationships in the IMAGE simulation de-
termines how the force of climate change affects agricultural production,
natural ecosystem health, and human health. The simulation also specifies
how changes in terrestrial ecosystem health provide feedback into sys-
tem components for atmospheric composition, evapotranspiration, and
albedo, which are all part of atmospheric processes affecting climate (see
Chapters 7, 8, and 9). Two possible decisions in the model are investments
in infrastructure or the development of more resilient crops.

Many IAMs emphasize only system modeling and focus on assessing
the effects of alternative scenarios or previously adopted policies. The ul-
timate purpose of such efforts is to provide policymakers with an under-
standing of how structures, assumptions, and policies produce system be-
havior and consequences (Gardiner and Ford 1980). This is sometimes
termed the “intelligence” stage of decision making (Nazareth 1993) or, less
formally, “embedding models in policy makers” heads” (Parson and Fisher-
Vanden 1997). Although the term integrated assessment is of recent
coinage, IAMs of this type go back to the 1960s. The most familiar early
examples are urban and global systems dynamics models, such as the
model used in the Club of Rome’s “Limits to Growth” study (Forrester
1969; Meadows et al. 1972) and the assessment of the proposed supersonic
transport (see also Chapter 7). More recent IAMs that emphasize systems
modeling include the many systems developed to quantify the regional or
global effects of possible climate change (e.g., Rotmans 1990; see the re-
views by Dowlatabadi 1995, Parson and Fisher-Vanden 1997, Intergovern-
mental Panel on Climate Change 1996; Rotmans and Dowlatabadi 1998).
Another is the Tracking and Analysis Framework, a system for evaluating
the cost and environmental effects of the Title IV acid rain program of the
1990 U.S. Clean Air Act (Henrion et al. 1995).

Integrated assessment may be most useful to policymakers when as-
sessments are explicitly linked to decision making (Bernabo and Eglinton
1992; National Acid Precipitation Assessment Program 1991). “Decision-
focused” IAMs are those that build in formal capabilities for analyzing de-
cisions. Alternatively, the developers and potential users of a model could
ensure that it is designed to yield information on the performance and
risks of policy options for use in decision processes taking place outside of
the formal IAM. These can be termed policy-oriented impact assessments
(Meo 1991). (See also “Evaluation of the Effectiveness of Integrated As-
sessment,” below.)

Here, we look at decision-focused models, although methods for ana-
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lyzing multiple objectives and aspects of risk are certainly also applicable
to policy-oriented impact assessments. An advantage of incorporating the
evaluation of decisions within a computer-based model is that users can
receive immediate feedback on the implications of alternative value judg-
ments. We have found that such feedback increases user confidence and
satisfaction with the results (Hobbs and Meier 2000), consistent with gen-
eral findings in the scientific literature on the importance of feedback in
decision support systems (Foley and Van Dam 1982; Schneiderman 1992).
More generally, some researchers have found that decision support systems
that explicitly include the function of decision evaluation (e.g., an explicit
analysis of the tradeoffs among multiple objectives) in addition to system
modeling increase user satisfaction and do a better job of facilitating group
discussion and compromise (e.g., Iz and Krajewski 1992; Nazareth 1993).
Strategies to structure the development of models and generation of can-
didate policies as a collaborative process may be as important as the tech-
nology for supporting the analysis of decisions (Bonnicksen 1996).

An example of a decision-focused IAM involves the determination of
“optimal” levels of sulfur dioxide (SO, ) reduction at large point sources in
Canada so that prescribed environmental quality levels would be achieved
at selected locations with sensitive receptors (Ellis et al. 1985). While orig-
inally conducted for the Ontario provincial environment ministry, the
work expanded to a federal setting, with the result that the plant-by-plant
SO, reductions arising from the analyses were eventually adopted by the
provinces and signed into law. Other examples of decision-focused IAMs
are (1) a Great Lakes climate change modeling system for assessing lake
regulation, shore protection, and wetland policies under climate uncer-
tainty (Hobbs et al. 1997); (2) the analyses of the RAINS model (Hordijk
1991) conducted in support of the sulfur and nitrogen protocols (roughly
the European equivalent of Title IV of the 1990 U.S. Clean Air Act); and
(3) the U.S. Environmental Protection Agency (EPA)’s (1995) Adaptation
Strategy Evaluator, an explicitly multiobjective system that displays trade-
offs among adaptation strategies incorporating multiple objectives in di-
verse sectors—the coastal zone, water resources, and agriculture.

The Building of Decision-Focused Integrated
Assessment Models

Several capabilities are key to the success of a decision-focused IAM:

1. Explicit representation of alternative policies

2. Credible physical models or the capability easily to modify the system
to incorporate alternative model structures and parameters

3. Performance indicators, or objectives, that address the concerns of pol-
icymakers
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4. Characterizations of the uncertainties associated with model outputs
and the sources of those uncertainties

5. A user interface that encourages “play” (sensitivity analysis and explo-
ration) while effectively communicating tradeoffs among objectives
and uncertainties (possibly using advances in geographic information
systems and visualization techniques)

6. The ability to quickly show the implications for policy choices of al-
ternative value judgments concerning acceptable risks and tradeoffs
among objectives

Table 5.1 provides additional elaboration by showing the tasks that must
be performed for an IAM to execute successfully the functions of system
modeling and decision evaluation. The two functions are shown as
columns, with the tasks arranged in rows, beginning with formulation and
ending with the justification and documentation of decisions. The func-
tion of decision evaluation is divided into the subfunctions of evaluation
of tradeoffs among objectives and evaluation of risks. Several observers also
stress the need to recognize the variety of perspectives and objectives in-
volved in policymaking, explicitly to acknowledge and deal with ubiqui-
tous uncertainties, and to foster greater communication among policy-
makers and developers of integrated assessments (see under “Integrated
Assessment as a Participatory Process,” below, and Dowlatabadi and Mor-
gan 1993a; Dowlatabadi 1995; Shlyakhter et al. 1995).

In building models to support integrated assessments of global
change, the key to success lies in formulating problems that have the po-
tential to be policy relevant. That is, do the models have the capability of
answering those questions that policymakers, stakeholders, or the general
public deem important? While policy relevance as a laudable goal is hard
to dispute, the best path to achieving that goal is far from obvious. Identi-
fication of the important questions can be very difficult, even with direct
access to policymakers or whomever is the intended audience/user of the
analyses (see under “Integrated Assessment as a Participatory Process,” be-
low). Practical experience has led to the development of three guidelines
for modeling and analysis applied to integrated assessment.

Guideline 1. Interact early, interact often and repeatedly, and continu-
ally pose the question: What is the possible policy relevance of this model
and this analysis? The discussion should be in terms that the users of the
assessment, not just systems analysts, understand. Achieving this commu-
nication is difficult but central to conducting influential systems analyses.
Without close contact with policymakers or other potential users, the like-
lihood of a systems analyst discovering the important questions is far from
certain.

Guideline 2. Remember that real problems are multiobjective. All de-
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cisions involve tradeoffs among multiple objectives, and explicit consider-
ation of those tradeoffs enhances greatly the policy relevance of systems
modeling. This issue is explored in somewhat more depth under “Single
versus Multiple Objectives” (below).

Guideline 3. Pay attention to the analysis and communication of un-
certainty. The concerns here lie not so much in mathematics or technical
sophistication but rather in communication. It is very easy for scientists to
lose their audience and hence any chance for policy relevance with elegant
stochastic analyses that seem to make perfect technical sense—at least to
the analyst. Some practitioners of risk analysis even counsel that uncer-
tainty should not be communicated routinely because analyses of uncer-
tainty are difficult to understand, and policy-oriented presentations of
many types of data (e.g., economic statistics) typically avoid the subject
(Goldstein 1995). However, open communication is essential for partici-
patory decision making (Pielke et al. 1999). Some stochastic (probabilis-
tic) programming techniques hold much more promise than others in
terms of their ability to facilitate communication (see “Deterministic ver-
sus Stochastic Approaches,” below).

A Taxonomy of Approaches to Integrated
Assessment Modeling

The selection of an approach to modeling should be driven entirely by the
characteristics of the problem at hand. If the modeling approach should
lead to a model that cannot be solved, the question changes: Can a related
model requiring an altered statement of the problem still hold promise
for policy relevance? Dealing with problems in this fashion therefore re-
quires that the scientists performing the analysis have a facility with a va-
riety of approaches. The following brief overview describes the attributes
of some of the more important approaches to modeling: simulation ver-
sus optimization, linearity versus nonlinearity (including the important
subdistinction of convex and nonconvex programming problems), single-
objective versus multiple-objective approaches, deterministic versus sto-
chastic approaches, and static versus dynamic approaches. A different
kind of distinction is the technological approach for visualization and hu-
man interaction with the model (see under “Visualization and System-
User Dynamics,” below).

Simulation versus Optimization

The categorization of models as based on simulation or optimization rep-
resents the most basic modeling distinction. A good working definition is
simply that simulation models help answer the question: What happens if
I do this? Optimization models, on the other hand, help answer the ques-
tion: What should I do? Simulation models are commonly termed de-
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scriptive, in contrast to optimization models, which are prescriptive. An ex-
ample of a simulation-based integrated assessment involves halocarbon
production and climate change (Holmes and Ellis 1996, 1997). Analyses
proceed basically by prescribing input (including what is happening in
terms of production and the state of the climate), then running the mod-
els (linking halocarbon production and climate change), and finally as-
sessing the resulting output (e.g., global mean averaged chlorine loading
concentration in the atmosphere). Contrast this model of operation with
an optimization-based approach that might, for example, set a target level
for maximum allowable chlorine loading concentration and then identify
the least-cost strategy of reducing emissions that can achieve that goal. For
this example, as is commonly the case, simulation models are often em-
bedded within optimization models. This example also serves to point up
some of the forces that come into play in deciding which approach to pur-
sue. Holmes and Ellis (1996, 1997) selected a strictly simulation-based ap-
proach because they thought it was too difficult at the time to “wrap” an
optimization model around a framework based on a simulation model
that was already complicated.

Linearity versus Nonlinearity

This modeling distinction refers to a graphic representation of a quantita-
tive relationship between two variables: the relationship can be represented
as a straight line (linear) or not (nonlinear). Linear problems are easier to
analyze, but the real world is generally nonlinear. Investigators from fields
as diverse as biology, chemistry, climatology, and economics are exploring
the effects of nonlinearity in generating complex outcomes, such as chaotic
behavior, in simulation models (e.g., Zimmer 1999; Whitesides and Is-
magilov 1999; Rind 1999; Arthur 1999). Nonlinearities are also funda-
mental to the construction of quantitative objectives in optimization
models. The state of computationally tractable solution techniques is so
advanced that there simply is no need to replace a nonlinear problem/
model with a linearized approximation, except perhaps for linear pro-
grams of truly prodigious size, and even that exception is arguable.

In optimization, nonlinear problems are classified according to con-
vexity. The distinction between convexity and nonconvexity refers to the
geometric shape of the representation of how a variable is mathematically
related to other variables. For simplicity, consider height above a flat sur-
face as the mathematical function. If the shape is convex, then height is
somewhat like the roof of a dome over a sports stadium, and a straight line
from one point on the roof to any other remains under or at the roof. If
the shape is not convex, then height might be more like the turrets of a me-
dieval castle, and a straight line from one point on the roof to any other
may well be above the roof itself. For an optimization model, convexity
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guarantees relative ease in the calculation of global optima, which is the
general term for points higher than all others or points lower than all oth-
ers. With convexity, the computer algorithms for searching for optima do
not depend on where the search begins. However, the optima are not nec-
essarily unique, in that alternative decisions may be able to reach the same
objective in a different way, much as two different turrets on a castle may
be able to provide access to the same height.

The presence of nonconvexity, as distinct from nonlinearity, most as-
suredly does not signal the need to formulate and solve a related but dif-
ferent convex programming problem. It does, however, require that addi-
tional steps be taken to ensure that good solutions at least are identified,
for in most cases, this is the best that one can do. The suite of traditional
and newer (heuristic) solvers readily available today renders the chances of
solving even the most recalcitrant nonconvex problems very good. The
presence of nonlinearity and nonconvexity also strongly suggests the need
for a broad view of the problem and definitions of its relevant features.

Single versus Multiple Objectives
The need for multiobjective approaches has been cited above and is reaf-
firmed here with the assertion that every public policy—related manage-
ment problem, certainly including global change and public health prob-
lems, is multiobjective. The nature of the multiple objectives, of course,
varies greatly from application to application. Typically, the objectives are
in the categories of cost minimization; the achievement of environmental
standards (if they exist) of many kinds, including standards explicitly
linked to human health; a wide variety of stochastic considerations (e.g.,
stochasticity manifested in the context of robustness—solutions that per-
form acceptably well if certain input assumptions prove incorrect); objec-
tives directly or indirectly representing measures of equity and fairness
(e.g., allocating the costs of emission control among polluters); and objec-
tives that reflect aesthetic considerations, to name but a few.

Multiobjectivity is a key to engaging decision makers and producing
analyses that are policy relevant. As Dowlatabadi (1995, 294) dryly notes,
“policy decision makers do not seem to have made their decisions on the
basis of cost-effectiveness or cost-benefit analyses in the past.” Gardiner
and Ford (1980) argue that early systems dynamics models, such as the
“Limits to Growth” model, failed to focus on objectives and tradeoffs and
that this failure diminished their effectiveness. The increasing involvement
of diverse stakeholders in integrated assessment (e.g., Cohen 1994) will
only increase the need to be explicitly multiobjective and to identify ex-
plicitly for all parties how tradeoffs are measured and evaluated in com-
parison with other possibilities.

The explicit recognition of the multiobjective nature of a problem
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helps to create a modeling environment in which decision makers and an-
alysts are able to maintain appropriate roles and in which information es-
sential to effective decision making can be generated and conveyed. It is the
fundamental nature of multiobjective problems that there is no single op-
timal solution. Rather, the focus is the tradeoffs among the objectives im-
plied by choosing one solution over another. One solution is said to dom-
inate another if it is better in every respect, such as one medication that is
more effective, less expensive, and safer than another medication; in this
highly unrealistic situation, making a decision involves no tradeoffs among
objectives. Therefore, the interest lies in analysis of the set of nondominated
solutions (i.e., those that are not clearly dominated by any other). Differ-
ing perceptions of the relative importance of different objectives are a ma-
jor source of policy disagreements; analysis of these tradeoffs is essential if
decision support systems are effectively to promote discussion among in-
terested parties (Thiessen and Loucks 1992; for an example of how multi-
objective methods can foster consensus, see Brown 1984).

Operationally, the way in which tradeoffs are generated distinguishes
the two basic methods of multiobjective analysis: generating methods and
preference-oriented techniques (Cohon 1978; Goicoechea et al. 1982;
Chankong and Haimes 1983). The aim of generating methods is to create
either an approximation or an exact representation of the set of nondom-
inated solutions, forming the basis for exploration of the tradeoffs among
objectives. There is no attempt made to incorporate decision makers’ pref-
erences in any formal or explicit manner. Preference-oriented methods, by
contrast, use explicit quantitative statements of decision makers’ prefer-
ences to identify a preferred solution. Preferences can be elicited in one
“shot,” resulting in a functional representation of preferences that can be
used to rank alternatives (prior articulation methods). Or preferences can
be elicited iteratively as users react to solutions, with the users’ reactions
guiding the generation of the next trial solutions (progressive articulation
methods).

Though preference-oriented techniques can help policymakers to un-
derstand the implications of preferences and preference conflicts for deci-
sion making, many of them suffer from several disadvantages. Most are
rigid in the way that preferences must be stated, and they tend to reveal
sparse information about the set of nondominated solutions, thus limit-
ing the insight gained from analysis. Also, the presence of multiple deci-
sion makers can cause complications that defeat most of the preference-
based methods. Arrow’s classic work demonstrated that a single rule
cannot represent individual preferences across all options; moreover, so-
cial norms play an important role that is distinct from an aggregate of in-
dividual preferences (Cantor and Yohe 1998, 62—63). In practice, some
combination of methods will often work best. A generating technique
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might be emphasized first to develop an appreciation of the range of choice
and the tradeoffs. In reacting to these results, decision makers may be able
to articulate preferences, perhaps a particular portion of the nondomi-
nated set worthy of further, detailed exploration. The process could con-
tinue until a single or a small collection of solutions is identified. More for-
mal preference-oriented methods could then be used, but some results
indicate that this is best done only after the nondominated set is explored
with a generating method.

Experiments involving diverse groups of stakeholders applying several
multiobjective methods to the same problem confirm the importance of
using a combination of methods (e.g., Hobbs et al. 1992). Different mul-
tiobjective methods applied by the same person can yield very different
rankings (see also Hobbs 1986; von Winterfeldt and Edwards 1986). Fur-
ther, no single approach was trusted or valid for all participants, and they
preferred to use more than one method to gain insight. This conclusion
was reinforced by energy planning studies involving large groups of stake-
holders in British Columbia (e.g., Meier and LeClair 1995). Nondomi-
nated set generation was applied along with multiple methods to quantify
preferences (e.g., both Analytic Hierarchy Process weights and tradeoft-
based weights). After applying the methods, individual stakeholders re-
viewed the results, resolved conflicts among the methods, and made initial
recommendations, which were then the basis of group discussions. The
stakeholders stated that the multimethod process was essential to building
insight and confidence. The processes resulted in sets of recommendations
that the power utilities largely accepted. In contrast, previous attempts by
one of the utilities to apply a single preference-based method in isolation
were unsuccessful, in large measure because the stakeholders did not trust
the method or results.

A large and rich literature on multiobjective theory and applications
has developed since the 1970s, but it is surprising how infrequently formal
multiobjective methods have actually been used in integrated assessment.
There are several possible reasons for this apparent lack of acceptance and
success:

1. It is difficult to portray tradeoffs among nondominated solutions
when there are four or more objectives.

2. There is a tendency among many multiobjective specialists to apply
a single “one size fits all” method for the elicitation of values in a given sit-
uation and to use it in a manner that assumes that the user’s preferences
are completely formed, coherent, readily expressed in quantitative terms,
and consistent over time. In reality, psychologists “view preferences as
adaptable and constructed as needed in particular contexts” (Cantor and
Yohe 1998, 61), so that users do not have fully formed utility functions. A
utility function is a quantitative expression of an individual’s preferences



130 Joan L. Aron, J. Hugh Ellis, and Benjamin F. Hobbs

that can take into account attitudes toward risk, such as a risk-averse pref-
erence for certain possession of one thousand dollars over the opportunity
to toss a coin to win two thousand dollars. As noted earlier, different meth-
ods work better for some people than for others. Users are frustrated by
the arbitrariness and lack of control involved in using a “black box”-like
method to translate value judgments (such as numerical weights of differ-
ent objectives) into ranks of alternatives. As a result, multiobjective meth-
ods are often used inappropriately—to supplant rather than support hard
thinking, insight, and careful articulation of reasons for supporting certain
alternatives (Parkin 1992).

3. Finally, there has been lack of careful evaluation by real decision
makers in realistic settings of what works and what does not (see “Evalua-
tion of the Effectiveness of Integrated Assessment,” below). Convincing
comparisons of methods in actual problem settings, including integrated
assessment, are few (see surveys of experimental evaluations by von Win-
terfeldt and Edwards 1986; Hobbs 1986; Weber and Borcherding 1993).
Symmetrically, there is almost no effort to evaluate most public decisions
retrospectively.

Consequently, there is a gap between a theoretical literature full of
elegant but untested multiobjective methods—each with its own advo-
cates—and potential users who adopt and sometimes (unintentionally)
misuse simple methods rather than attempt to sort out the conflicting
claims. Corner and Corner (1995) and Stewart (1992) note that most pub-
lished decision analyses use additive value functions. And in most cases,
users choose weights using simple methods (such as rating importance on
a0-100 scale or stating the ratio of importance of two attributes) that can-
not be trusted to yield weights that actually represent their willingness to
trade off objectives. As has been shown in theory (Schoemaker 1981) and
in several experiments (e.g., Hobbs et al. 1992), weights based on some
vague notion of “importance” can differ drastically from weights inferred
from explic