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FOREWORD 

The articles collected in this book are based on projects that have been finan­
cially supported by the German Science Foundation (DFG) in the framework 
of the priority program "Interdisciplinary Entrepreneurship Research" in the 
years from 1998 to 2004 Although not all of the projects had initially planned 
to focus on regions, the various discussions of the research results in the dif­
ferent phases of the priority program clearly showed that regional factors did 
indeed play an important role. This gave rise to the idea of organizing this 
collection of articles based on the priority program that in one way or another 
deal with the regional dimension in entrepreneurship. 

This book would not have been possible without the vital support of a number 
of persons and institutions. We are particularly indebted to the German Sci­
ence Foundation for the funding of the priority program. Rachelle R. Rinke 
was of invaluable help in the editing of the English language in the articles 
written by non-native speakers. Sandra Mueller did a great job in carefully 
preparing the camera-ready manuscript. Last but not least, the authors deserve 
gratitude for their work. We hope that this book will provide inspiration for 
further research in the field of entrepreneurship, particularly the investigations 
of regional factors that effect entrepreneurship and its impact on development. 

Freiberg and Regensburg, August 2005 Michael Fritsch 
Jtirgen Schmude 



1 INTRODUCTION AND OVERVIEW 

Michael Fritsch andJuergen Schmude 

1. Entrepreneurship in the Region 

Entrepreneurship has a pronounced regional dimension. Differences in start­
up rates, in entrepreneurial attitudes, and the success of newly founded busi­
nesses between regions indicate a distinct importance of space and the local 
environment for entrepreneurship. Empirical research has shown that such 
differences are not at all elusive but tend to be rather persistent and to prevail 
over longer periods of time. 

Dealing with different aspects of entrepreneurship, the articles collected in 
this book all approach their topic from a spatial perspective. The various re­
gional influences on entrepreneurship analyzed entail regional peculiarities 
and disparities in new business formation processes, employment effects of 
new firms, the importance of social capital and of network structures, as well 
as entrepreneurship education and training provided in the regions. The con­
tributions to this book clearly show that there is a diversified set of ap­
proaches on how to relate entrepreneurship and new firm formation processes 
to regions. Differences between approaches include the understanding of what 
is the appropriate regional level of analysis. While most of the articles utilize 
the highly disaggregated level of the German districts ("Kreise"), others ad­
dress larger regional entities like planning regions ("Raumordnungsre-
gionen"), the federal states ("Lander"), or analyze the differences between the 
eastern and the western part of the country, whose divergent historical back­
grounds are still imprinted in their socioeconomic development. The articles 
in this book also follow different research strategies for investigating the re­
gional context of entrepreneurship and new business formation. While some 
analyze the influence of regional factors by in-depth case studies of certain 
regions, which are often based on data that have been raised by postal ques­
tionnaires and through personal interviews, others are conducting interre­
gional comparisons that include all regions of the country. Such differences in 
the types of approaches not only depend on the particular question under in­
vestigation but also reflect the research traditions of the disciplines involved. 
The contributions of the different academic disciplines clearly demonstrate 
that their research methods are complementary in character. Entrepreneurship 
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research is an interdisciplinary issue that benefits from the contribution of 
various ways of approaching the issue. 

All articles in this book are based on the priority research program "Inter­
disciplinary Entrepreneurship Research" that the German Science Foundation 
(DFG) has granted in the 1998-2004 period. The research reported here has 
been conducted in the final phase of the program between the years 2002 and 
2004. 

2. Entrepreneurial Regions, Employment Effects, and 
Innovation in Regional Systems - An Overview 

The articles in this book cover three major issues. The first set of questions 
concerns the effect of regional characteristics on the entrepreneurial attitudes, 
behavior, and activities of the inhabitant population. What makes a region 
"entrepreneurial," and how could policy stimulate regional entrepreneurship? 
Such questions are examined for the regional population as a whole (chap­
ter 2), for particular subgroups such as (potential) women entrepreneurs 
(chapter 3) and for students at universities (chapter 12). The second domain of 
the book addresses the employment effects of newly established businesses in 
quantity as well as the quality of the jobs generated by the start-ups (chap­
ters 4, 5, 6, and 7). A third group of papers puts emphasis on the development 
of selected innovative industries within particular regional economic systems 
(chapters 8, 9, and 10). 

Subsequent to the introductory chapter, Ingo Llickgen, Dirk Oberschacht-
siek, Rolf Sternberg, and Joachim Wagner report empirical evidence fi^om the 
Regional Entrepreneurship Monitor (REM), a research project that is related 
to the Global Entrepreneurship Monitor (GEM) focusing on ten German re­
gions. Their results are derived from comparing the shares of nascent entre­
preneurs from 2003 to those fi-om 2001 in the regions under investigadon 
(chapter 2). In the contribution by Friederike Welter and Lutz Trettin they 
investigate the spatial embeddedness of supporting networks for and of 
women entrepreneurs, with a particular emphasis on the emergence of the 
institutional formal network structure in two regional settings (chapter 3). 
While the authors observe a "bottom-up"-approach for the network evolution 
in the State of Mecklenburg-Western Pomerania - where women entrepre­
neurs have been the main driving force for network creation - a more "top-
down"-mechanism is identified for the Munich region. 

The subsequent contributions (chapters 4, 5, 6, and 7) deal with the em­
ployment effects of new businesses. On the basis of the EstabUshment register 
derived fi'om the German Social Insurance Statistics, Antje Weyh examines 
survival and the development of employment in start-up cohorts in different 
regions and industries of West Germany. She analyzes the characteristics of 
start-up cohorts that created a relatively large number of jobs as well as the 
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factors which influence the success of these cohorts (chapter 4). One resuU is 
that new manufacturing firms have the best survival chances in rural areas 
whereas start-ups in the service sector show higher employment development 
in agglomeration areas. High regional start-up rates have, however, a negative 
effect on new firm survival indicating a high intensity of competition and 
market selection in these regions. Dirk Engel and Georg Metzger also analyze 
medium term employment effects of start-up cohorts drawn fi*om the ZEW 
Foundation Panels (chapter 5). Their results suggest a comparatively good 
performance of firms set up by founders with an academic degree as well as 
of firms in high-technology sectors. Building on data provided by the same 
source, Michaela Niefert investigates differences in entry patterns and post-
entry performance between Eastern and Western Germany firms as well as 
between patenting and non-patenting firms (chapter 6). She finds that in the 
time since the unification, Eastern German start-ups have been comparatively 
larger, have grown faster, and have relied on more seed capital and financial 
support than those in West Germany. Generally, involvement in patenting 
activities enhances the employment growth performance of newly founded 
firms. 

Udo Brixy, Susanne Kohaut, and Claus Schnabel investigate wage setting 
and labor fluctuadon in newly founded and in established firms with a linked 
employer-employee data set generated fi^om the German Social Insurance 
Statistics (chapter 7). The authors show that start-ups are characterized by 
higher labor fluctuation, lower bargaining coverage, and lower wages than 
incumbent establishment. Their results, however, indicate that such differ­
ences disappear rather rapidly as new firms mature. 

Chapters 8 to 10 focus on specific economic sectors such as knowledge-
intensive services or the surgical instruments industry within particular re­
gions. Ralf Binder and Bjom Sautter investigate the effects of the regional 
environment on new firm formation and survival in the surgical instrument 
cluster of Tuttlingen, which is one of the most important locations of the in­
dustry world-wide (chapter 8). A particular emphasis of their analysis is on 
the importance of social ties within this cluster. They show that the relation­
ships between the members of the cluster are often characterized by consider­
able mistrust towards actors outside as well as within the cluster. According 
to their analysis, social ties and personal trust between actors play a decisive 
role for getting access to critical resources. Knut Koschatzky and Thomas 
Stahlecker investigate structural ties of young firms of the knowledge-
intensive business (KIBS) sector in the regional innovadon system of the city 
of Bremen (chapter 9). A focus of the empirical analysis is the role of these 
firms for the transfer of knowledge and technology. They conclude that in the 
innovadon system of Bremen, KIBS play a significant role for the moderniza­
tion and development. In particular, they have an important function as being 
a bridge between the sector of public education and research (universities, 
public research institutions), on the one side, and the commercial application 
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of new knowledge, on the other side. Andreas Koch and Harald Strotmann in 
their contribution analyze determinants of innovation activity based on data 
from three German agglomerations (chapter 10). They find that the manage­
rial characteristics of the firm founders as well as interaction between firms in 
networks are crucial for innovative behavior. 

The contribution by Michael Fritsch and Pamela Mueller gives an overview 
of their research on the employment effects of new business formation, the 
evolution of regional entrepreneurship, and the transition of regional growth 
regimes (chapter 11). They emphasize the importance of indirect employment 
effects of new business formation. Analyzing the level of new business for­
mation over a longer period of time, they find that the changes are rather 
small. This suggests that a policy that intends to stimulate start-ups can only 
be effective in the longer run. An analysis of typical patterns of start-up activ­
ity and regional development confirms this need of a long-run orientation of 
entrepreneurship policies. 

Finally, Kerstin Wagner, Frank Bau, Juergen Schmude, and Michael 
Dowling investigate regional differences of entrepreneurship education in 
universities focusing on three regions (chapter 12). They particularly focus on 
the effects of regional structures on students' entrepreneurial attitudes. Sur­
prisingly, those attitudes are hardly at all likely to depend on such regional 
structures. Rather they may be considerably determined by the type of faculty 
at which the courses of entrepreneurship education are located as well as by 
the size of the university. 

3. Outlook 

The articles in this book provide strong evidence for the importance of re­
gional factors for entrepreneurship and new firm formation processes. They 
also demonstrate that a plurality of approaches in the analysis of entrepre­
neurship can be very firuitfiil. Entrepreneurship is a rather complex phenome­
non, and there is no single appropriate way of analyzing the issue. The emer­
gence and the success of a new firm should be explained and understood as a 
muUi-dimensional product of numerous factors. For example, the success of a 
newly founded firm does not only depend on the abilities and resources of the 
founder but also on the availability of fiinds, on public policy, on technologi­
cal development, on the industrial context and, of course, on regional parame­
ters such as infrastructure, the regional workforce, local networks of custom­
ers and suppliers, spatial proximity to research institutes, the intensity of 
knowledge spillovers, and support by the public administration. Therefore, a 
variety of approaches, particularly the involvement of different disciplines, is 
needed in order to arrive at a proper understanding of entrepreneurship and 
new firm development. Further research programs should account for this 
need for a plurality of approaches. To organize a fmitfial cooperation of dif-
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ferent approaches and academic disciplines may be regarded a main challenge 
for future research on entrepreneurship. 

Apart from this need for variety, the articles collected in this book clearly 
suggest that further research on entrepreneurship as well as entrepreneurship 
policy should account for the regional dimension. Space and location do mat­
ter a lot for entrepreneurship. Therefore, entrepreneurship policies of a "one 
size fits air'-type, i.e. operating with uniform measures that are performed 
nearly the same way all over the country may not be appropriate. This leads to 
the question of appropriate ways to regionalize entrepreneurship policies. One 
way of accounting for region-specific factors in national entrepreneurship 
policies could be to involve regional actors in the design, administration, and 
financing of the programs. Because nearly all new businesses are set up at a 
location close to the place where the founder lives, stimulating entrepreneur-
ship could be an important element of a policy that tries to promote the en­
dogenous growth potential of regions. How this could be effectively done is 
another question for further research. 



2 NASCENT ENTREPRENEURS IN GERMAN 
REGIONS 

Evidence from the Regional Entrepreneurship Monitor (REM) 

Ingo Luckgen, Dirk Oberschachtsiek, Rolf Sternberg 
and Joachim Wagner 

1. Introduction 

Nascent entrepreneurs are people who are (alone or with others) actively en­
gaged in creating a new venture, and who expect to be the owner or part 
owner of this start-up. Recently, an increasing number of empirical studies 
deals with the impacts of start-up activities on economic development of na­
tions (Wong, Ho and Autio forthcoming; van Stel, Carree and Thurik forth­
coming) and subnational regions (Acs and Armington, 2004; Fritsch and 
Mueller, 2004). Obviously different types of entrepreneurial activities may 
have different impacts on economic growth. Especially high growth potential 
entrepreneurship is found to have a significant (positive) impact on the de­
pendent variables of economic growth in economically advanced countries. 
Given that newly founded firms are important for the economic development 
of nations and regions, and that nascent entrepreneurs are by definition impor­
tant for the foundation of new firms, information about nascent entrepreneurs 
is important for understanding crucial aspects of the economy. This informa­
tion, however, can not be found in publications from official statistics. Until 
the turn of the millennium, therefore, we knew next to nothing about nascent 
entrepreneurs in Germany. The situation improved considerably when results 
from the first German wave of the Global Entrepreneurship Monitor (GEM) 
survey became available in 1999.^ The GEM project, however, is focused on 

1 In the long-term "Global Entrepreneurship Monitor (GEM)" research project, which was 
created in 1998 (pilot phase, first data available for 1999), an international team of researchers 
(see www.gemconsortium.org for details and all country reports and global reports) documents 
and analyses the scope and causes of entrepreneurial activities and the complex relationship be­
tween entrepreneurship and economic growth in various countries and publishes the results 
each year (global reports and country reports). GEM started with ten participant countries; 31 
countries were involved in the most recent study for 2003. Germany is one of the six countries 
which have been involved in the GEM project from the very beginning. The German country 
team is led by the third author. The results of recent years have shown that entrepreneurial ac-
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variations of entrepreneurial activity between entire countries. The relevance 
of detailed information on nascent entrepreneurs at the regional level, and the 
lack of it for Germany, led us to start the research project Regional Entrepre-
neurship Monitor (REM) Germany in 2000. As part of this project, we per­
formed a representative survey of the adult population in ten German regions, 
plus a survey and interviews with local experts in the field of entrepreneur-
ship. A second wave followed in 2003. This paper summarizes our findings 
using data from these surveys and interviews. 

The rest of the paper is organized as follows: Section 2 reports the shares of 
nascent entrepreneurs in the adult population in ten German regions in 2001 
and 2003, and presents some descriptive explanations on the reasons for re­
gional variation based upon entrepreneurial framework conditions. In sec­
tion 3 we deal with the question whether nascent entrepreneurs are different 
from the rest of the adult population, and whether there is a typical nascent 
entrepreneur with a typical set of characteristics. Here we describe the rela­
tionship between the prevalence rate of nascent entrepreneurs and selected 
personal characteristics. The following two sections summarize findings from 
our econometric investigations using the REM data: In section 4 we look at 
studies which focus on the ceteris paribus effect of personal characteristics 
(like being male, or coming from a family with at least one self-employed 
family member) and of regional characteristics (like density of population, or 
price of land) on the propensity to become a nascent entrepreneur. Section 5 
reviews findings from econometric studies which deal with selected special 
topics in nascent entrepreneurship: The role of gender and gender-specific dif­
ferences in risk aversion; the professional background and Lazear's Jack-of-
all-trades - theory; the employment status of nascent entrepreneurs and dif­
ferences among the unemployed, the employed and those out of the labor 
force; the role of failure as a self-employed in the past and the taking a second 
chance; and characteristics of the (former) workplace and the role of small, 
young firms as 'hothouses' for nascent entrepreneurs. Section 6 concludes by 
putting our findings into perspective and identifying open questions for future 
research. 

2. Nascent Entrepreneurship in Ten German Regions: 
the Evidence 

The data used in this paper are taken from the research project Regional En­
trepreneurship Monitor (REM) (Bergmann, Japsen and Tamasy, 2002; Liick-
gen and Oberschachtsiek, 2004). REM focuses on the extent of the difference 

tivities within a country are in statistical relationship with overall economic development and 
that interregional differences in entrepreneurial activities and attitudes are obvious (for further 
information on the GEM country reports Germany see http://www.wiso.uni-koeln.de/wigeo/, 
see also Stemberg and Liickgen, 2005). For the most recent global report of GEM see Acs et al. 
(2005). 
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in entrepreneurial activities between regions in Germany, its determinants and 
consequences for regional development. The concept of the Regional Entre-
preneurship Monitor is similar to that of the Global Entrepreneurship Monitor 
(GEM), a multi-country study that investigates the same topics at a national 
level (see footnote 1). 

Data collection was carried out in ten out of ninety-seven so-called plan­
ning regions or "Raumordnungsregionen" (Bundesamt fur Bauwesen und 
Raumordnung, 2001). Even if we cannot claim that the data is representative 
for Germany as a whole, the regions were selected in such a way that they 
mirror the spatial structure with regard to old and new federal states (i.e. West 
and East Germany), highly industrialized versus more rural regions, center 
and periphery etc. Information relating to the average in the selected regions 
can be considered to be a valid instrument for information on Germany as a 
whole. The regions included in the REM project are Cologne, Munich, Lue-
neburg. Middle Schleswig Holstein, Main-Rhoen, Stuttgart, Middle Hesse, 
Western Saxony/Leipzig, Emscher-Lippe and Middle Mecklenburg/Rostock 
(for detailed information regarding the selection of the regions see Ltickgen 
and Oberschachtsiek, 2004). 

Data were collected in telephone surveys of the adult population, in mail 
surveys of local entrepreneurship experts, and in face-to-face interviews with 
selected experts in the regions. The two REM telephone surveys of the Ger­
man population aged 18-64 were conducted using computer assisted tele­
phone interviewing in the summer of 2001 and 2003. In each of the ten re­
gions a random sample of 1000 people were interviewed, leading to a data set 
with 20,000 cases. The random sampling process ensures that the sample is 
representative of the population in the respective region. For further details on 
each of the REM surveys, see the specific reports on the methodology of this 
research project (Luckgen and Oberschachtsiek, 2005; Japsen, 2002). 

The mail survey of regional experts was carried out in each of the ten re­
gions to investigate the impact of entrepreneurial framework conditions 
(EFCs) on regional entrepreneurial activities. These framework conditions 
cover fields that affect entrepreneurial activities such as finance, physical in­
frastructure, government policy, government programs, technology transfer, 
entrepreneurial education, labor market, cultural and social norms, networks 
and female entrepreneurship (for details see Ltickgen and Oberschachtsiek, 
2004). 

In the population survey the interviewees were asked whether they, alone 
or with others, were actively involved in starting a new business that will, as a 
whole or in part, belong to them. It was also asked whether this business did 
not pay full wages or salaries for more than three months to anybody, includ­
ing the interviewee. Those who answered in the affirmative are considered to 
be nascent entrepreneurs. 

According to the population surveys, the share of nascent entrepreneurs 
among adults aged 18 to 64 years in 2003 was 4.4 percent, and it was 
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0.8 percentage points higher than in 2001. Figure 2.1 reports detailed results 
for the ten regions in both years. Interregional differences in the order of 
magnitude point to differences in the level of entrepreneurial activity among 
the regions. The share of nascent entrepreneurs in 2003 is about twice as high 
in the regions of Cologne, Western Saxony/Leipzig and Munich, as in the re­
gions of Emscher-Lippe and Middle Mecklenburg/Rostock. The largest 
changes between 2001 and 2003 took place in the regions of Western 
Saxony/Leipzig, Middle Hessen, Munich and Stuttgart. In these regions, the 
share of nascent entrepreneurs increased remarkably, e. g. in Western 
Saxony/Leipzig from 2.8 percent to 5.7 percent. 
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Figure 2.1: Share of nascent entrepreneurs in the ten investigated regions in summer 2001 
and 2003 

Why does the level of entrepreneurial activity differ between the ten re­
gions? The REM project looks at two parameters influencing entrepreneurial 
activity: entrepreneurial attitudes and entrepreneurial framework conditions. 
Analyses for 2001 and 2003 show that on average, people from regions with a 
high share of nascent entrepreneurs (e. g., Munich and Cologne) state that 
they have the skills necessary to found a new business more often, they are 
less risk averse, and they see better chances for a successful start of a business 
more often than interviewees from regions with lower shares of nascent en­
trepreneurs (e. g., Emscher-Lippe and Mecklenburg/Rostock). These results 
illustrate that there is a strong relationship between entrepreneurial attitudes in 
a region and the regional level of entrepreneurial activity. Compared to entre­
preneurial Attitudes, the EFCs - information which has been gathered in the 
mail surveys of the local entrepreneurship experts - have much less impact on 
the level of entrepreneurship activity in the regions (for details see Bergmann, 
Japsen and Tamasy, 2002, and Ltlckgen and Oberschachtsiek, 2004). 
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3. Who is a Nascent Entrepreneur? 

Definition of nascent entrepreneurs within REM is in line with the one used in 
GEM (see Reynolds et al. forthcoming), although, other definitions do exist as 
well. This section looks at the socio-demographic structure of nascent entre­
preneurs. Here we discuss the question whether nascent entrepreneurs are dif­
ferent compared to the adult population as a whole. To do so we compare 
means and percentages for selected socio-demographic items. Given that we 
have information from two points of time, we furthermore discuss the varia­
tion of these items over time for those variables that were measured identi­
cally in both surveys. 

The evidence is reported in table 2.1. Note that the number of nascent en­
trepreneurs is small compared to the size of the sample as a whole. To take 
this into account we do not only report means and percentages for the items 
under investigation; the bounds of the 95 percent confidence intervals are dis­
played, too.^ 

Socio-demographic characteristics are captured by sex, age, martial status, 
education, employment status, household size and the net household income. 
Results are displayed for nascent entrepreneurs and the adult population. If 
possible, these figures are reported for 2001 and 2003. 

To analyze the socio-demographic structure, the percentages reported for nas­
cent entrepreneurs and for the adult population are compared. If there is no 
overlap of the confidence interval - displayed in brackets - the difference be­
tween the shares of the two groups is statistically significant at an error level 
of five percent. To look at variation over time, focus on the percentages re­
ported for either nascent entrepreneurs or the adult population in different 
years. 

To start, we will focus on two basic socio-demographic characteristics, sex 
and age. First, concerning the adult population every second person is female. 
The share of females in the group of nascent entrepreneurs is statistically sig­
nificantly lower in both years -31.5 percent and 36.7% in 2001 and 2003, re­
spectively. This supports the theses that females are less likely to start a new 
business. While the share of females among nascent entrepreneurs increased 
between 2001 and 2003, the difference between the two years is not statisti­
cally significant. Second, while the adults are on average about 41.5 years old, 
the average nascent entrepreneur is younger (38.5 years in 2001, 37.5 years in 
2003). A look at the confidence intervals reveals that these differences in age 
are statistically significant at a conventional level. 

2 The main target population interviewed in both years covers people aged between 18 and 
64. However, in 2001 we interviewed people who were younger and older, too. Thus, all inter­
viewees who are not aged between 18 and 64 were dropped. This lead to a smaller sample size 
in 2001 compared to the 2003 sample. 



12 Nascent Entrepreneurs in German Regions 

Next we look at the marital status. We asked the interviewee if he or she is 
not married, married or divorced. Nascent entrepreneurs are more often single 
(not married) and less often divorced compared to the adult population. This 
difference, however, is statistically significant for the category "not married" 
only. Compared to the share in nascent entrepreneurs, the share of unmarried 
people in the adult population is some eight percentage points lower in both 
years. 

Third, we consider education. Note here that the items asked in the inter­
view in 2001 and 2003 are different. In 2001, we asked for the highest exam 
passed only, while in 2003 the interviewee was asked to report every exam he 
or she passed. Statistically significant differences are found for three items: 
extended elementary school (Hauptschule), senior high school (A-level; Ger­
man: Hochschulreife) and university (Hochschulabschluss). Nascent entre­
preneurs are on average better educated than the adult population as a whole. 
For example, while the share of people in the adult population who finished 
extended elementary school is 28.6 percent this share is 22.2 percent only in 
the group of nascent entrepreneurs. Furthermore, while 53.3 percent of the 
nascent entrepreneurs hold an A-level, this share is much lower (41.5 percent) 
for the adult population as a whole. More than 46 percent of the nascent en­
trepreneurs hold a university diploma - almost 15 percentage points more 
than in the adult population as a whole. 

Next, we look at the employment status of the individuals. Compared to the 
adult population as a whole, nascent entrepreneurs are more often unem­
ployed and less likely to be a housewife (or retired). While we observe a sta­
tistically significant and large difference in the share of people working full-
time between nascent entrepreneurs and the adult population in 2001, this dif­
ference disappears in 2003. On the other hand, the share of both part-time 
workers and unemployed among the nascent entrepreneurs increased between 
2001 and 2003. This indicates that part-time workers and the unemployed be­
came a more important source of entrepreneurship (self-employment) re­
cently. 

Last, we look at household size and net household income. To start with, 
the household size shows only small differences which are, in most terms, not 
statistically significant, too. In regards to net household income, the share of 
nascent entrepreneurs in the highest income class is higher compared to the 
adult population as a whole. Nascent entrepreneurs, therefore, tend to have a 
better financial background on average. 
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Table 2.1: The socio-demographic structure of nascent entrepreneurs and the aduU 
population 

Year 

Nascent ( 

2001 

entrepreneur 

2003 

Adult 

2001 

population 

2003 

Sex 

Female 

Age 

0.315 
[0.259 0.370] 

0.385 
[0.371 0.399] 

0.367 
[0.321 0.412] 

0.379 
[0.369 0.389] 

0.494 
[0.483 0.505] 

0.417 
[0.415 0.421] 

0.496 
[0.486 0.505] 

0.415 
[0.412 0.417] 

Marital status 

Unmarried 

Married 

Divorced 

0.414 
[0.356 0.474] 

0.454 
[0.395 0.514] 

0.131 
[0.090 0.171] 

0.425 
[0.378 0.472] 

0.483 
[0.436 0.531] 

0.091 
[0.064 0.118] 

0.335 
[0.325 0.346] 

0.534 
[0.523 0.545] 

0.130 
[0.122 0.137] 

0.341 
[0.331 0.350] 

0.539 
[0.529 0.549] 

0.119 
[0.113 0.125] 

Education 

No exam 

Extended elemen­
tary school 
(Hauptschule) 

Junior high school 
(Realschule, Mit-
tlere Reife) 

Senior high school 
(Abitur, Fachabi-
tur) 

dual training 
(Lehre, Berufsaus-
bildung) 

Master 

University 

0.004 
[-0.002 0.010] 

0.222 
[0.182 0.261] 

0.416 
[0.370 0.462] 

0.533 
[0.486 0.580] 

0.543 
[0.496 0.590] 

0.086 
[0.060 0.113] 

0.461 
[0.414 0.508] 

0.006 
[0.004 0.008] 

0.286 
[0.277 0.295] 

0.403 
[0.394 0.413] 

0.415 
[0.406 0.425] 

0.598 
[0.589 0.608] 

0.069 
[0.064 0.074] 

0.313 
[0.304 0.323] 

Employment 

full-time working 

part-time working 

pupil, student 

0.660 
[0.603 0.716] 

0.108 
[0.071 0.145] 

0.104 
[0.067 0.140] 

0.554 
[0.508 0.601] 

0.146 
[0.112 0.179] 

0.083 
[0.057 0.109] 

0.518 
[0.507 0.530] 

0.141 
[0.134 0.149] 

0.087 
[0.081 0.094] 

0.526 
[0.516 0.536] 

0.152 
[0.145 0.159] 

0.089 
[0.084 0.095] 
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Continuation table 2.1: 

Nascent Entrepreneurs in German Regions 

Year 

Housewife, retired 

Unemployed 

Civilian or military 
service 

out of the labor 
force 

Nascent entrepreneur 

2001 

0.060 
[0.031 0.088] 

0.043 
[0.019 0.067] 

0.001 
[-0.003 0.005] 

0.024 
[0.006 0.042 

2003 

0.069 
[0.045 0.093] 

0.111 
[0.082 0.141] 

0.012 
[0.002 0.022] 

0.021 
[0.007 0.034] 

Adult 

2001 

0.189 
[0.180 0.198] 

0.042 
[0.038 0.047] 

0.005 
[0.004 0.007] 

0.012 
[0.009 0.014] 

population 

2003 

0.156 
[0.149 0.163] 

0.057 
[0.052 0.061] 

0.003 
[0.002 0.005] 

0.012 
[0.009 0.014] 

Household size 

one person 

two persons 

more than two per­
sons 

Net household 
income 

< 1500 Euro 

>= 1500 Euro & 
<=3000€ 

>= 3000 Euro 

Number of cases 

0.239 
[0.188 0.289] 

0.289 
[0.235 0.344] 

0.466 
[0.406 0.526] 

0.213 
[0.164 0.262] 

0.342 
[0.285 0.398] 

0.327 
[0.271 0.384] 

272 

0.231 
[0.191 0.270] 

0.306 
[0.263 0.349] 

0.463 
[0.416 0.509] 

0.179 
[0.143 0.215] 

0.406 
[0.360 0.452] 

0.350 
[0.305 0.395] 

437 

0.208 
[0.199 0.217] 

0.208 
[0.199 0.217] 

0.450 
[0.448 0.471] 

0.223 
[0.213 0.232] 

0.413 
[0.402 0.424] 

0.205 
[0.196 0.215] 

7704 

0.200 
[0.192 0.208] 

0.306 
[0.297 0.315] 

0.493 
[0.484 0.503 

0.187 
[0.179 0.195] 

0.391 
[0.382 0.401] 

0.296 
[0.287 0.305] 

10000 

This evidence from the two waves of the Regional Entrepreneurs hip Moni­
tor (REM) Germany shows that certain types of individuals are more likely to 
be involved in creating a new venture, but that individuals from all categories 
are involved to some extent. The evidence considered so far is, however, only 
descriptive in nature, and it does not reveal the extent to which the various 
factors are interrelated. To give just one example, take the relationship be­
tween gender and nascent entrepreneurship on the one hand, and between la­
bor force status and nascent entrepreneurship on the other hand. Men are 
more often involved in creating new ventures than women, and so are people 
who are working full time compared to those who are not in the labor force. 
Given that the share of men who are in paid friU-time employment is much 
higher than the share of women, what is the ceteris paribus effect of being 
male, and of working full time, on the propensity of being a nascent entrepre­
neur? Descriptive bivariate comparisons can not reveal this. Multivariate 
analyses that tackle this topic are reviewed in the next section. 
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4. What Makes a Nascent Eentrepreneur? The Role of 
Personal and Regional Characteristics 

4.1 The Choice Between Paid Employment and Self-Employment from an 
Individual's Perspective - Some Theoretical Thoughts 

In section 4 WQ look at studies which focus on the ceteris paribus effect of 
personal characteristics (like being male, or coming from a family with at 
least one self-employed) on the one hand and regional characteristics (like 
density of population, or price of land) on the other hand on the propensity to 
become a nascent entrepreneur.^ While values for the first group of variables 
stem from survey data collected during the REM I phase in 2001, values for 
the second group refers to publicly available data from secondary statistics 
(mainly from Bundesamt fur Bauwesen und Raumordnung (BBR), 2001). 

Empirical investigations of the ceteris paribus impact of individual and 
other characteristics and attitudes on the propensity to become a nascent en­
trepreneur are usually - either explicitly or implicitly - based on a theoretical 
framework that can be outlined as follows: 

Consider a utility-maximizing individual that has the choice between paid 
employment and self-employment (taking the decision to participate in the la­
bor market as given). This person will choose the option self-employment if 
the discounted expected life-time utility from self-employment (DELU^) is 
higher than that from paid employment (DELUp). The difference Ni between 
DELU'i and DELU^i, 

(1) Ni = DELUVDELUPi. 

Therefore, it is crucial for the decision of individual i, and he or she will 
choose self-employment if Ni is positive. DELUsi and DELUpi are deter­
mined by the expected monetary and non-monetary returns from self-
employment and paid employment according to the utility fiinction of the per­
son and the individual's discount rate. Higher returns lead to higher values of 
DELU. 

The expected monetary and non-monetary returns from both types of em­
ployment depend on variables related to individual i, summarized in the vec­
tor xi, and on variables related to the region j he lives in, collected in the vec­
tor yj. The regional variables (i. e. the elements of yj) include factors that are 
directly or indirectly influenced by fiiture, current or past regional policy 
measures (like tax rates, quality of infrastructure, or the age structure of the 
population), and variables that are independent from regional policy (like 
natural climate or natural resources). Given that Ni depends on DELU î and 

3 This section is based on parts of a previous publication by two of the authors (see Wagner 
and Sternberg, 2004). 
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DELU^i, and DELU^ and DELU î depend on the monetary and non-monetary 
returns, Ni can be written as a function of xi and yj! 

(2) N, = N,(x„yj). 

Note that we assume here that a person chooses between paid employment 
and self-employment in the region he lives in.^ A rational individual will con­
sider each region j 0 = 1? •••̂  k) and, given his individual characteristics and 
attitudes, compute DELU î and DELU î for all k regions (taking the costs of 
moving to a region into account) to choose the region with the maximum 
among these 2k values. Given high monetary and non-monetary costs of mi­
gration this often (but not always) means that a person will stay in the region 
he lives in - an empirically well-proved assumption for German entrepreneurs 
(see Sternberg et al., 1997). 

Individual characteristics and attitudes (elements of Xi), and characteristics 
of the region (elements of yj) including variables influenced by regional pol­
icy measures, which have a more positive or less negative impact on DELU î 
than on DELU î increase Ni (and vice versa). Given that the expected mone­
tary and non-monetary returns from both types of employment, the utility 
function, and the discount rate of an individual are unknown to an observer, 
we cannot observe Ni. Therefore, we cannot test directly whether an individ­
ual or regional characteristic - say, age of a person, regional tax rates, or 
population density in a region - has a positive impact on Ni, or not. If, how­
ever, Ni is greater than the critical value zero, according to our theoretical 
framework, a person will choose to become an entrepreneur, and the decision 
to do so or not is observable. In our empirical model we will investigate the 
influence of Xi and yj on the probability that a person becomes an entrepreneur 
by looking at his known decision pro or contra. 

The theoretical hypotheses regarding a positive or negative influence of 
personal characteristics and attitudes, and of characteristics of the region, on 
this decision are discussed below in sections 4.2 and 4.3 together with a de­
scription of the way the elements of Xi and yj are measured. Due to a lack of 
space, an extra table stating the analyzed determinants and the predicted sign 
of impact are not included here. Then the empirical results of our econometric 
study are presented. 

4 Note that by focusing on the factors affecting the decision to become self-employed, as op­
posed to remaining in paid-employment, instead of looking at differences in the probability that 
people are self-employed rather than employees, one avoids confounding entry and survival ef­
fects: The probability of being self- employed at a point in time depends on the probability of 
switching into self-employment in the past and then surviving as a self-employed until the time 
of the survey (see Parker, 2004, 25-26). 
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4.2 An Empirical Model of the Determinants of Entrepreneurial 
Activities 

In the theoretical model developed in section 4.1, the decision taken by per­
son i to become a nascent entrepreneur or not is shaped by his personal char­
acteristics and attitudes (collected in the vector Xi), and by characteristics of 
the region j he or she chose to live in (collected in vector yj). In our empirical 
model we regress the observed decision of all persons from the REM survey 
aged between 18 and 68 on x and y. Selection of the elements included in x 
and y are, at least in part, data driven. Although we had full control over the 
design of the questionnaire used in the REM survey, we were unable to col­
lect information on all individual characteristics that are important for the de­
cision under consideration due to budget constraints (that limited the time per 
interview and the number of items to be included) and the willingness of the 
interviewees to report information on issues like the amount of personal 
wealth, or losses in bankruptcies in the past. Effects of variables not included 
in the empirical model are covered by the error term. Frankly, this might lead 
to an omitted variables bias - a problem common to many (all?) econometric 
investigations. 

With that said, we will now turn to a discussion of the variables measured 
at the individual and at the regional level that are included in our empirical 
model. To start with the individual characteristics and attitudes, xi has the fol­
lowing elements: 
• Sex (a dummy variable taking the value one if the interviewee is male). 

Hypothesis: It is a stylized fact that men do have a higher propensity to 
step into self-employment than women, in Germany as in all other GEM 
countries (see Acs et al., 2004). Sex is included in our empirical model to 
control for this difference in behavior between men and women, and we 
expect a positive sign for the estimated coefficient of the dummy variable. 

• Age (measured in years). Hypothesis: On the one hand, age is a proxy vari­
able for personal wealth - the older a person is, the longer the potential pe­
riod to accumulate wealth is. Given that young firms are often constrained 
by lack of credit because banks usually demand collateral to finance in­
vestments, a certain amount of wealth is crucial for starting a new business 
(see Evans and Jovanovic 1989). This leads to the expectation of a positive 
sign of the estimated coefficient of the age variable. On the other hand one 
has to acknowledge that starting a new business often leads to high sunk 
costs - think of all the effort to set up a business plan, doing market re­
search, dealing with legal and administrative problems, etc. The shorter the 
expected life span of the new business is, the shorter the period in which 
these sunk costs can be earned back is. To put it differently, setting up a 
new business with high sunk costs is more attractive at the age of 45 than 
at the age of 60, ceteris paribus. This leads to the expectation of a negative 
sign of the estimated coefficient of the age variable. Given these two op-
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posite influences of age on the propensity to become an entrepreneur, it is 
an empirical question whether one dominates the other, or whether both 
net out (see Evans and Leighton, 1989). Furthermore, it might be the case 
that the wealth effect dominates in the early years, while the sunk costs ef­
fect dominates towards the end of the active life, leading to an inversely u-
shaped relationship between age and the probability to become a nascent 
entrepreneur. To test for this non-linear influence, age is also included in 
squares. 

• Level of education (a dummy variable taking the value one if the inter­
viewee has a higher education, i.e., went to school for at least 12 years, or 
holds a degree from a polytech or a university). Hypothesis: This dummy 
variable is a proxy for the amount of general human capital. Given that 
success in business demands knowledge in a number of different areas and 
a sufficient capacity to learn, we expect a positive relationship between 
higher education and the propensity to step into self-employment. 

• Unemployment (a dummy variable taking the value one if the interviewee 
is unemployed). Hypothesis: Unemployment often acts as a push factor for 
building a new business. For Germany, this is amplified by the so-called 
bridging allowances paid by the labor services to help start-ups by (for­
mer) unemployed persons. Therefore, a positive coefficient of the dummy 
variable is expected (on unemployed nascent entrepreneurs in Germany, 
see Wagner, 2003c). However, unemployed persons often have a weaker 
financial background and have a lower level of education, and this contra­
dicts with the push effect. 

• Self-employed (a dummy variable taking the value one if the interviewee is 
self-employed). Hypothesis: This dummy variable is a proxy for specific 
human capital related to running your own business, and a positive coeffi­
cient is expected (see Evans and Leighton, 1989). Note that this variable 
should not be considered to be of a tautological nature. On the one hand, 
today's self-employed can (and often do) step out of their business and opt 
for a job as a paid employee. On the other hand, an owner of a business 
might decide to try another chance in a different area of business - in addi­
tion to or instead of the business he is running now. 

• Failed as a self-employed in the past (a dummy variable taking the value 
one if an interviewee started - alone or with others - a business in the past 
that has been closed or given up and not sold to others later). Hypothesis: 
Like self-employed, this dummy variable is a proxy for specific human 
capital related to running your own business, and a positive coefficient is 
expected. Although stigmatization of those who failed once is often seen 
as a problem (at least in Germany), taking a second chance is widespread 
(see Wagner, 2003d). 

• Personal contact with a young entrepreneur (a dummy variable taking the 
value one if the interviewee personally knows someone who started a new 
business during the last two years).Hypothesis: Contacts with young en-



Ingo Liickgen, Dirk Oberschachtsiek, Rolf Sternberg and Joachim Wagner 19 

trepreneurs will reduce costs because they make it easier to get answers to 
lots of 'how to' type questions related to a start-up. We expect a positive 
impact of contact with such a 'role model' (see Sternberg, 2000, 60; For-
nahl, 2003).' 

• Fear of failure a reason not to start (a dummy variable taking the value 
one if the interviewee agreed that fear to fail would prevent him from 
founding a firm). Hypothesis: If the interviewee answered this question in 
the affirmative we consider this as an indicator of a high degree of risk 
aversion, and we expect a negative impact on the probability of becoming 
a nascent entrepreneur (see Kihlstrom and Laffont, 1979). 

Descriptive statistics for these variables are given in the upper panel of ta­
ble 2.2. Among the nascent entrepreneurs we find more males, more people 
with higher education, more self-employed, more who failed as a self-
employed in the past, and with personal contact to a young entrepreneur, and 
less people who consider fear of failure to be a reason not to start a new busi­
ness than among the rest of the adult population. Furthermore, nascent entre­
preneurs are about 3.5 years younger on average. Note that the share of un­
employed persons in both groups is the same. 

Let us now turn to the regional characteristics included in our empirical 
model that constitute the vector yj: 
• Population density (number of residents per square-kilometer in 1998). 

Hypothesis: Given that the lion's share of new firms is founded in ser­
vices, a higher population density means more potential customers and 
higher demand in the region together with market access and market prox­
imity. This has a positive impact on the expected returns to a new business 
and according to our theoretical fi-amework; we expect this to have a posi­
tive influence on the probability to become a nascent entrepreneur. 

• Growth rate of population (1990-1998; percentages). Hypothesis: The 
higher the growth rate of population is, the higher the rate of growth of 
demand for many services is, and the chances for newly founded busi­
nesses in these areas are better. Again, this has a positive impact on the 
expected returns, and, therefore, we expect it to have a positive influence 
on the probability to become a nascent entrepreneur. Unfortunately, 
growth rate of gross value added was not available at the regional level for 
the relevant years. 

• Average price of building plots (1996-1998; DM per square-meter). Hy­
pothesis: The higher the price of land, the higher the costs for building or 
renting a flat or shop are, and given this negative impact of higher cost on 
returns we expect a negafive impact of higher prices of building plots on 
the individual propensity to become a nascent entrepreneur. 

5 Note that this 'cost reduction argument' still holds if contact to a young entrepreneur is en­
dogenous in the sense that someone who has the idea to start a new firm may actively seek con­
tacts with entrepreneurs to collect information. 
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• New firms per 1000 residents (average 1998-2000). Hypothesis: This 
variable serves as a proxy for the regional entrepreneurial milieu. A high 
rate of new firm formation points to a climate that is favorable for start-ups 
in many ways (not measured by the other regional variables included 
here). Therefore, we expect a positive sign of the estimated coefficient. 

• Ruling political party (a dummy variable that takes the value one if the 
Social Democratic Party together with its coalition partners was in a ma­
jority position in the regional government in 1997-2001, and zero if the 
Christian Democratic Union/Christian Social Union together with its coali­
tion partners had the majority). Hypothesis: A social democratic regional 
government is often said to be less orientated towards business. According 
to this, a negative sign of the ruling party dummy has to be expected. 

Descriptive statistics for these variables^ are given in the lower panel of ta­
ble 2.2. Note that on average all regional characteristics included in the em­
pirical model have higher values for the group of nascent entrepreneurs com­
pared to the rest of the adult population. While additional regional variables 
would be helpful either data for such variables are not available or its values 
are highly correlated with the new firm formation rate. 

4.3 Results of the Econometric Study 

The ceteris paribus role played by the elements of xi and yj in determining the 
probability of becoming a nascent entrepreneur is investigated in an econo­
metric model with a dummy endogenous variable taking the value one if a 
person is a nascent entrepreneur, zero otherwise. When estimating the model, 
the survey design has to be taken into account. The individuals in our sample 
are not sampled independently; persons stem from one of ten regions. Be­
cause of this sampling design, observations in the same region are not inde­
pendent. If we use a standard probit model that assumes independence, the re­
ported standard errors may be too small. Accounting for clustering of 
observations in regions is necessary for "honesf estimates of standard errors. 
Therefore, we use the survey probit program svyprobit included in Stata 7.0 
with the region as the cluster; see StataCorp (2001, 321). Note that spatial 

6 The source for population density, growth of population, and average price of building 
plots is Bundesamt fur Bauwesen und Raumordnung (2001); figures for new firms per 1000 
residents are calculated from data reported in Statistisches Bundesamt (2001). Information on 
the government in the regions was collected by the authors. Note that the regional variables in­
cluded in our model are not highly correlated. The highest correlation coefficient is 0.56 for 
population density and average price of building plots. Of the other nine correlation coeffi­
cients eight are less than 0.27 (in absolute values), and one - population density ruling party -
is 0.44. The correlation matrix is available from the fourth author on request. 
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autocorrelation is not an issue in our study because the ten planning regions 
are scattered all over Germany. The estimation proceeds in three steps. In the 
first step only personal characteristics and attitudes are included in the em­
pirical model, i. e.; the dummy variable for nascent entrepreneurship is re­
gressed on Xi only. Results are reported in the column headed 'Model A' in 
table 2.3. From the prob-values^ it follows that according to this model, and 
in line with our priors, the probability of becoming a nascent entrepreneur is 
higher for males, people with higher education, unemployed, self-employed, 
who failed as self-employed in the past, and who have personal contact with a 
young entrepreneur. It is lower for people with a high degree of risk aversion. 
All these estimated coefficients are significantly different from zero at the 
6 % level of error or better. The effect of age is less clear. The sign pattern 
points to an inversely u-shaped impact of age; the estimated coefficient of the 
age variable measured in levels is, however, not statistically significant at a 
conventional level. 

Model A considers the role of personal attributes and attitudes only - and 
the results are confirmed by other studies based upon data collected during the 
REM I phase (see Bergmann, 2004). From the descriptive evidence reported 
in figure 2.1, we know that the level of entrepreneurial activity differs consid­
erably between regions. In the second step, therefore, we additionally test for 
the role played by the region in determining whether a person becomes a nas­
cent entrepreneur. Results for an augmented empirical model containing nine 
dummy variables for the regions (using the Emscher-Lippe region as the stan­
dard group) are reported in the column headed 'Model B' in table 2.3. All but 
one of the estimated coefficients of the region dummies are highly significant 
statistically, and an adjusted Wald test of the null hypothesis that all these co­
efficients are zero rejects the null with a p-value of 0.0067. Note that the es­
timated coefficients for the other variables included and their levels of signifi­
cance do not differ much between Model A and Model B. 
With the exception of the ruling political party, the characteristics of the re­
gions all have the theoretically expected signs, and all estimated coefficients 
are statistically significant at the three percent level or better. According to 
the findings presented here, higher values of population density and growth, 
and a higher level of new firm formation intensity have a positive impact on 
the probability to become a nascent entrepreneur ceteris paribus, i. e., for a 
given set of personal characterisdcs and attitudes collected in vector xi, while 
higher cost for building plots have a negative impact. Bergmann's study 

7 We report prob-values instead of t-values for two reasons: First, the degrees of freedom for 
the t in svyprobit are the number of clusters (i. e., regions) minus one, and not the number of 
observations minus the number of estimated coefficients, and this might cause irritation; sec­
ond, the prob-values give an immediate and exact impression of the empirical significance 
level of an estimated coefficient. 
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(2004) based upon REM data shows a similar statistical relevance of regional 
characteristics when he considers their impact on entrepreneurial attitudes and 
capabilities - and thus (however more in an indirect way) on start-up activi­
ties. 

Discussion of results hitherto was limited to the statistical significance of 
the estimated coefficients and the direction of influence conducted by the 
variables. Information on the extent of this influence, or on the economic sig­
nificance, however, is even more important. Evidently, a variable that has no 
statistically significant impact can be ignored from an economic point of 
view, but the opposite is not true: A variable that is highly significant statisti­
cally might not matter at all economically - if the estimated probability for 
becoming a nascent entrepreneur diminishes by 0.00001% when a person is 
68 instead of 18 years old, we can ignore age of a person in any discussion on 
nascent entrepreneurs irrespective of any high level of statistically signifi­
cance indicated by the prob-value. Unfortunately, the estimated coefficients 
from a probit model (or for any other non-linear model) can not easily be used 
for statements about the size of the ceteris paribus effect of a change of the 
value of an exogenous variable (e. g., an increase in the age of a person by 
five years) on the value of the endogenous variable (e. g., the probability of 
becoming a nascent entrepreneur) because the size of this effects depends on 
both the value of the exogenous variable under consideration and on the val­
ues of all other variables in the model (see Long and Freese, 2001, 87). A way 
to ease interpretation of the estimation results is to compute the estimated val­
ues of the endogenous variable (here: the probability of becoming a nascent 
entrepreneur) for a person with certain characteristics and attitudes, and then 
to see how a change in the value of one exogenous variable at a time changes 
the estimated probability. For expository purposes, we define a reference per­
son - call it person 1 - which is male, 40 years old, has higher education, is 
unemployed, does not consider fear of failure a reason not to start a new firm, 
has personal contact with a young entrepreneur, is not self-employed, did fail 
as a self-employed in the past, and lives in a (fictive) region where all re­
gional variables have values at the sample mean. According to the results re­
ported for model C in table 2.2 the estimated probability for person 1 to be­
come a nascent entrepreneur is 0.216. If we consider a person that is identical 
to person 1 but female (call it person 2), the estimated probability is 0.159 -
much lower. The ceteris paribus impact of unemployment is comparable to 
the effect of sex - a non-unemployed person 3 has an estimated probability of 
0.154. If we look at person 4 who considers fear of failure to be a reason not 
to start a new firm, we get an estimated probability of 0.141. The probability 
for person 5, who does not have personal contact with a young entrepreneur, 
is about half the estimate for person 1, i.e., 0.111. Person 6, who did not fail 
as a self-employed in the past, has an estimated probability of 0.106 that is 
about half as big as person 1. 
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Turning to the impact of the regional characteristics, we will change the re­
gional variables one at a time from their sample means to their sample 
maxima. If we do so for the population density, the estimated probability for 
person 8 increases to 0.273 compared to 0.216 for person 1. Setting the 
growth rate of population to its maximum gives a probability of 0.264 for per­
son 9. Setting the average price of building plots at the sample maximum 
leads to an estimated probability of 0.163 for person 10. These simulation ex­
ercises (and many more not reported here) show that the variables which are 
statistically significant according to the results reported in table 2.3 are impor­
tant from an economic point of view, too. The decision to become a nascent 
entrepreneur is related to the personal characteristics and attitudes, and to 
characteristics of the region, in a way that is consistent with our theoretical 
hypotheses. These results are confirmed by related studies of (some of) the 
authors of this paper based upon REM I data (see Sternberg and Wagner, 
2004, Wagner and Sternberg, 2005). 

5. Topics in Research in Nascent Entrepreneurship 

Besides the papers that used the data collected in the Regional Entrepreneur-
ship Monitor (REM) Germany project to investigate the question what makes 
a "typical" nascent entrepreneur and to identify personal and regional factors 
that are statistically significant for the decision to create a new venture or not, 
there are a number of econometric investigations that tackle more specific is­
sues related to nascent entrepreneurship. This literature is reviewed below, 
starting with papers that focus on the ceteris paribus impact of one specific 
personal characteristic, and followed by studies that investigate the ceteris 
paribus impact of elements of the environment in which a person lives and 
works. 

Gender: In western industrialized countries, men are on average more than 
twice as active in entrepreneurship as women. Little is known about why this 
is the case. Based on the REM data, Wagner (2004a) estimates an empirical 
model for the decision to become self-employed to test for differences be­
tween women and men in the ceteris paribus impact of several characteristics 
and attitudes, taking the rare events nature of becoming an entrepreneur into 
account. Furthermore, a non-parametric approach using Mahalanobis-distance 
matching of man and women who are as similar as possible is used to investi­
gate the difference in the propensity to become self-employed by gender. The 
core finding of this empirical exercise is that considering fear of failure to be 
a reason not to start an own business has a much smaller negative influence 
on the propensity to step into self-employment for men than for women - in 
other words, women tend to be much more risk averse than men. Addition-
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ally, women may have bigger problems with combining family and profes­
sional duties than men. 

Professional background: Recently, Edward Lazear (2002, 2004) proposed 
the jack-of-all-trades view of entrepreneurship. Based on a coherent model of 
the choice between self-employment and paid employment, he shows that 
having a background in a large number of different roles increases the prob­
ability of becoming an entrepreneur. The intuition behind this proposition is 
that entrepreneurs must have sufficient knowledge in a variety of areas to put 
together the many ingredients needed for survival and success in a business, 
while for paid employees it suffices and pays to be a specialist in the field 
demanded by the job taken. Lazear (2002, 2004) and Wagner (2003a) show 
that this theory is in line with empirical results for self-employed versus paid 
employees in the U.S. and in Germany, respectively. Using the REM data, 
Wagner (2003b) tests the jack-of-all-trades hypothesis for nascent entrepre­
neurs versus persons who decide to continue working as paid employees. He 
finds evidence for a ceteris paribus positive impact of both the number of 
fields of professional experience and the number of professional degrees for 
the decision to become a nascent entrepreneur. 

Employment status: Is nascent entrepreneurship different among the unem­
ployed, the employed, and the not employed (i. e., those out of the labor 
force)? Wagner (2003c) investigates this topic using the REM data. A com­
parison of the results for the unemployed on the one hand and the employed / 
not employed on the other hand reveals some remarkable differences: While 
being male and having a higher education does not matter for the unem­
ployed, it has a positive impact for the other two groups considered here. Age, 
however, only matters for the unemployed; and considering fear of failure a 
reason not to start has a negative impact for the employed only. The only in­
dividual variable that has the same statistically significant sign for all three 
groups is the personal contact with a young entrepreneur - the probability of 
becoming a nascent entrepreneur is higher for anybody with such a contact. 

Failure in the past: Folklore has it that the comparatively low proportion of 
self-employed in Germany is in part due to a habit that might be termed 
"stigmatization of failure": taking a second chance to build one's own firm af­
ter failing as a self-employed person is said to be much more difficult here 
than in other countries. Wagner (2003d) uses the REM data to document that 
8 % of all people whose former firm went out of business are nascent entre­
preneurs today, while the share of failed entrepreneurs among the nascent en­
trepreneurs is 23 %. He investigates the determinants of such a restart. It turns 
out that both individual and regional factors are important for taking a second 
chance: this probability is negatively related to age, a high risk aversion, and 
the share of persons in the region who failed in the past, while it is positively 
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related to personal contacts with a young entrepreneur and the regional share 
of nascent entrepreneurs. 

Characteristics of the (former) workplace: A stylized fact emerging from a 
vast number of empirical studies on the inter-regional differences in new firm 
formation is that the start-up rate in a region tends to be positively related to 
the share of employees working in small firms, or the proportion of small 
firms among all firms in the region. A similar point has been made in studies 
dealing with inter-industry differences in new firm formation. A theoretical 
explanation for this empirical regularity argues that working in a small firm 
tends to provide employees with a much more relevant experience for starting 
a new business (e. g., contacts with customers, and with the owner of the firm 
who, therefore, provides a role model to follow) than working in a large firm. 
If this arguments holds, one should expect that people who are working in a 
small firm (or did so in the past) should have a higher propensity to step into 
self-employment than others who work(ed) for a large enterprise. A similar 
argument can be made for those who work(ed) in young firms compared to 
those in old firms: Through a close contact to a successful entrepreneur, peo­
ple in a young firm have the opportunity to gather information about the tran­
sition from paid employment to self employment with all its problems, and 
about possible solutions. The "employer-as-a-role-model" argument put for­
ward in the context of the small firm should be even more relevant here be­
cause not all small firms are young (and, therefore, not all owners of small 
firms are role models for potential starters of new firms today), but most of 
the young firms are small. And we expect it to be most relevant in the case of 
work experience gathered in young and small firms. Using the REM data, 
Wagner (2004b) tests the hypothesis that young and small firms are hothouses 
for nascent entrepreneurs, controlling for various individual characteristics 
and attitudes. He finds that work experience in a firm that is both young and 
small is statistically significant and economically important for the decision to 
become a nascent entrepreneur. 

The studies reviewed above that focus on the ceteris paribus impact of spe­
cific personal characteristics or on selected elements of the environment a 
person lives and works in on the decision to start creating a new venture shed 
some light on important aspects of nascent entrepreneurship. However, given 
that they each are based on a single data set from a single country, collected in 
a single point in time, it is an open question whether the results are valid in 
general. Hopefully, further research attempting to replicate these findings us­
ing different data sets will tell. 
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6. Concluding Remarks 

Five years ago we knew next to nothing about nascent entrepreneurs in Ger­
many as a whole, and about inter-regional differences in nascent entrepre-
neurship activities. The analyses based on the rich data sets collected in the 
Regional Entrepreneurs hip Monitor (REM) Germany project helped to fill 
some of the gaps in our knowledge. From the empirical studies summarized 
above we have evidence about how many nascent entrepreneurs there are, 
what makes a region more or less entrepreneurial, who the nascent entrepre­
neurs are, and what role is played ceteris paribus by personal and regional 
characteristics in determining the probability to become a nascent entrepre­
neur. Furthermore, we learned about the role of gender and gender-specific 
differences in risk aversion; the relevance of the professional background; dif­
ferences among nascent entrepreneurs who are unemployed, employed and 
out of the labor force; the role of failure as a self-employed in the past and the 
taking of a second chance; and characteristics of the (former) workplace and 
the role of small, young firms as 'hothouses' for nascent entrepreneurs. 

Obviously, there are many aspects related to nascent entrepreneurship in 
Germany that are still waiting for investigation. To point to a perspective for 
future research, we briefly mention some of the more important topics: 

What do nascent entrepreneurs do? What are the activities nascent entre­
preneurs are involved in when they are actively engaged in creating a new 
venture of their own? The only way to find out is to ask them, and this has 
been done in the U.S. in the Wisconsin Entrepreneurial Climate Study con­
ducted in Spring 1993, in a national pilot study for the U.S. done in October / 
November 1993 (Reynolds, 1997), and in the Panel Study of Entrepreneurial 
Dynamics (PSED) that started in 1998 (Gartner and Carter, 2003). Further­
more, we have evidence from surveys conducted in Norway (Alsos and 
Ljunggren, 1998) and in Canada (Diochon et al, 2001); Wagner (2004c, sec­
tion 3) summarizes the findings firom these studies. Unfortunately, we do not 
have comprehensive and comparable evidence on the set of activities nascent 
entrepreneurs are involved in, and on the timing of these events, for Germany, 
because this is a topic that has neither been investigated in the Global Entre­
preneurship Monitor project nor in REM. From the evidence we have on start­
up activities, it is clear that there is neither a fixed set of events (although 
some events are more common than others) nor a uniform sequence. The in­
dustry, the region, and personal factors (like gender, skills, and financial re­
serves of the nascent entrepreneurs) all matter in determining what a nascent 
entrepreneurs does, and when. 

What happens to nascent entrepreneurs and why? Not all nascent entrepre­
neurs see their vision through to an eventual start-up in some given period of 
time (say, in a year after they outed themselves as nascent entrepreneurs in a 
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survey) - some give up, and others are still trying. A number of studies for 
countries from North America (United States and Canada) and Europe (Aus­
tria, Germany, Italy, the Netherlands, Sweden and Norway) report empirical 
findings on the proportions of these sub-groups, and on variables that differ­
entiate between them. Wagner (2004c) summarizes the findings and looks at 
differences and similarities across space. For Germany, BahB, Lehnert and 
Reents (2003) use data fi-om the KfW-Grtindungsmonitor project to investi­
gate how many of those persons who stated in April - July 2002 that they in­
tend to step into self-employment during the next six month did so by Febru­
ary 2003. From the 300 participants in this follow-up survey, 29 % were 
indeed self-employed, 21 % were still trying, 32 % delayed their project, and 
18% gave up. The authors mention that unemployed more often stop the proc­
ess of setting up a new venture compared to paid employees, and that "start­
ers" and "stoppers" do not differ in important personal characteristics like risk 
aversion and aspiration for independence; details, however, are not reported. 
Given that those who state in a survey that they intend to become self-
employed in the next half year can not be considered to be nascent entrepre­
neurs according to the definition given in section 2 above, these findings are 
not strictly comparable to the results reported in other studies. However, they 
provide the only information available for Germany that at least comes close 
to, given that no longitudinal study on German nascent entrepreneurs has been 
done as yet (see Bergmann, 2000 for a fruitless attempt to use the German 
household panel SOEP for an investigation of this topic). 

How and why do migrants differ from non-migrants with respect to start-up 
activities? From international, comparative and empirical research like GEM, 
it is well-known that entrepreneurial activities differ between migrants and 
inhabitants without any migration background (see, e.g., Harding, 2004 for 
the UK). According to GEM data, the total entrepreneurial activity rate 
(TEA)l was 5.0 % in Germany 2003 for 18-64 year old persons enfitled to 
vote (as proxy for non-migrants), whereas among adults not entitled to vote 
(as a proxy for migrants) respective percentage was 9.9 %! Our hypothesis 
would be that such start-ups created by migrants are more unevenly distrib­
uted across German regions than start-ups created by non-migrants. From 
other research work it is known that this hypothesis is of empirical validity if 

1 As described in previous section, within REM (and GEM) an individual may be considered 
a "nascent entrepreneur" based on three conditions: first, if he or she has done something -
taken some action - to create a new business in the past year, if he or she expects to share own­
ership of the new firm; and, third, if the firm has not yet paid salaries and wages for more than 
three months. In cases where the firm already exists and the interviewee is the owner and he or 
she has paid salaries and wages for more than three but less than 42 months, it is classified as a 
"new business" and the individual is classified as a "young entrepreneur". The TEA rate is the 
sum of the two previous measures; those persons who qualify as both a "nascent entrepreneur" 
and a "new business" are counted only once, however. 
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such migrants are return migrants as Miiller (2004) reports for Chinese return 
migrants. These return migrants can be responsible for a significant part of all 
entrepreneurial activities within a given region, as Saxenian (2000) has 
shown. However, it is assumed that such entrepreneurial behavior of migrants 
differs between regions within Germany as well - given the uneven distribu­
tion of ethnic minorities between (and within) German regions and the ethnic-
specific entrepreneurial activities. Due to the fact that the economic role of 
migrants will increase in all German regions in the future (however, to a dif­
ferent extent between the regions), it would be worthwhile to analyze empiri­
cally the role of start-ups by current and fliture migrants. 

How and why do the locational preferences of nascent entrepreneurs and 
young entrepreneurs change over time? The spatial immobility of individuals 
which have started a firm is supported by empirical evidence based upon nu­
merous studies (see Sternberg et al, 1997 for start-ups in German business in­
cubators). However, much less is known about the relevance of this spatial 
immobility when firms are getting older. Due to an increasing importance of 
national and international demand (compared to local demand) and changed 
relevance of hard and soft locational factors a new firm location could be a 
reasonable reaction when start-ups grow (Meester, 2004). On the other hand, 
young owner-managed firms still need their reliable local personal networks 
of fi'iends, fools and families even if they are more established. With the help 
of panel studies it might be possible to shed an empirical light on the hypothe­
sis that the relevance of intra-regional networks and spatial immobility de­
crease over time. Implications for the role of start-ups within a policy strategy 
of endogenous regional development (see Sternberg, 2003) are obvious. 

How, when and where should start-up policies support nascent entrepre­
neurs or potential nascent entrepreneurs? Finally, the available and future 
studies based upon REM data potentially offer a variety of possibilities to de­
velop recommendations for local and regional start-up policies. For some ten 
years now, there have been a large, and still increasing, number of promo­
tional programs in Germany aimed explicitly or implicitly at supporting en­
trepreneurial activities. These programs, which take effect in Germany and its 
regions, have been established by the European Union, individual federal 
ministries (... for Economics and Labor, ... for Educafion and Research), 
ministries of the individual federal states and individual municipalities. First 
results with REM data show for the selected ten REM regions the statistical 
relationship between policy instruments and start-up activities seems to be 
only modest (Sternberg, 2005). However, much more empirical research is 
needed to recover the interdependent relationship between entrepreneurial ac­
tivities and policy instruments to support start-ups. As shown before, the 
REM regions are divided up on the basis of the 97 planning regions, which do 
not represent any official delineation of regions. Consequently, there are no 
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entrepreneurship promotion programs, which apply exclusively to individual 
REM regions. It is, therefore, not possible to evaluate existing public policy 
instruments directly using REM data. Significant research deficits exist in 
terms of time lags. The discussion of policy impacts on an individual's deci­
sions and the intended regional development effects must be interpreted as a 
complex system of interdependent relationships between at least two factors. 
Entrepreneurial activities are the result of the personal perception of the en­
trepreneurial framework conditions (and the related policies) of the individu­
als living in a region - as explained in a previous section. 

To conclude, and to put our own findings into perspective, we point out 
that stylized facts that could be most valuable for entrepreneurship research­
ers, policy makers, and, last but not least, nascent entrepreneurs, need to be 
based on results from a number of studies using large, comprehensive longi­
tudinal data bases that are comparable across time and space, and that can be 
accessed by researchers for replication and extension of former studies. The 
Global Entrepreneurship Monitor (GEM) and the Panel Study of Entrepre­
neurial Dynamics (PSED) projects, and the data collected within these pro­
jects, are important steps towards this aim at the level of countries as a whole. 
The high importance of new firms for economic dynamics, and the high im­
portance of nascent entrepreneurs for new firms, point to the need for further 
steps in the future. With a focus on the region and inter-regional differences in 
entrepreneurship activities inside countries, these steps should include further 
waves of the Regional Entrepreneurship Monitor (REM) Germany and com­
parable projects in other countries. 
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THE SPATIAL EMBEDDEDNESS OF 
NETWORKS FOR WOMEN ENTREPRENEURS 

Friederike Welter and Lutz Trettin 

1. Introduction 

Unlike well established firms, new businesses have to build up their resource 
base and gain legitimacy in the market. Here, networks provide access to op­
portunities and resources such as local contacts to customers and suppliers, in­
formation on potential business partners as well as advice and mentoring fi*om 
established entrepreneurs. Some research has shown an association between 
successfiil entrepreneurship and involvement in networking activity (e.g. 
Birley et al , 1991; Bniderl and Preisendorfer, 1998; Chell and Baines 1998; 
Jenssen, 2001). With respect to women entrepreneurship, social capital can 
take on additional importance, since it can contribute to entrepreneurial confi­
dence, thus assisting women entrepreneurs in overcoming resource barriers. 

So far, most entrepreneurship research has studied networks and their role 
in fostering (female) entrepreneurship and firm growth from the perspective 
of the entrepreneur and/or fi-om a cultural viewpoint (e.g., Havnes and Senne-
seth, 2001; Dodd and Patra, 2002; Lechner and Dowling, 2003), while re­
search fi-om regional sciences mainly focused on success factors for regional 
innovative milieus. There still seems to be 'less concern with networking be­
tween institutions that form the infrastructure and support environment that is 
crucial to successful development', as already noted by Deakins and Philpott 
in 1995 (p. 47). Only a few studies concentrate on the links between entrepre­
neurs' networks and the local and regional institutional support structure for 
the creation of new firms (e.g., Nilsson, 1997), although one might assume 
that this is to be one of the ingredients in developing 'entrepreneurial' re­
gions. 

In this context, the paper investigates the spatial embeddedness of networks 
for and of women entrepreneurs, with a particular emphasis on the emergence 
of networks and cooperation between networks. The paper concentrates on 
the institutional 'formal' network structure of a region, which includes public, 
semi-public and private support networks, voluntary (women) entrepreneurs' 
networks as well as professional associations and networks generally aimed at 
women. In particular, we are interested in the development of networks over 



36 The Spatial Embeddedness of Networks for Women Entrepreneurs 

time, relationships, and interactions between different types of networks and 
support structures, the spatial characteristics of different types of networks, 
and, finally, possible implications for developing regional milieus which fos­
ter entrepreneurship. More specific research questions include: Which lo­
cal/regional actors are involved in fostering (women) entrepreneurship? 
Which role do they play? How did networks and network cooperation evolve 
over time? Which relations exist between women (entrepreneurs) networks 
and (semi-)public or private support networks in terms of formality and inten­
sity? Which factors influence inter-organizational cooperation? What are the 
lessons for fostering an entrepreneurial local climate in different urban set­
tings? 

This chapter consists of four parts. The first part contains a conceptual re­
view, followed by a short description of the methodology and the two sample 
areas. The empirical results will be presented in part three, while part four 
discusses conclusions and implications. 

2. Conceptual Review: Networks and (Women) Entrepre­
neurship in Different Regional Settings 

2.1 Overview of Current Research on Networks, Networking and 
(Women) Entrepreneurship 

Most current network research focuses on networks and networking from an 
individual perspective. Networks can be understood as 'a configuration of 
firms, owner-managers, support agencies, voluntary associations, and other 
bodies through which small firms connect to the wider economy' (Curran et 
al., 1995). With regard to women entrepreneurs, gender differences in net­
work structure and networking behavior may influence both the decision to 
start and to develop a business as well as business survival and success 
(Carter et al., 2001). Some research indicates gender-specific deficits in net­
working contacts of female entrepreneurs. For example, Allen (2000) reports 
women networks as including fewer entrepreneurs, which might restrict their 
outreach and usefulness for a female entrepreneur. Other studies report 
women entrepreneurs' networks as more homogeneous (e.g., RenzuUi et al, 
1999) and less outreaching, less frequent network activities of women entre­
preneurs (e.g., Carter et al. 2001, Caputo and Dolinsky, 1998; Schutjens and 
Stam, 2003) and a tendency for women entrepreneurs to concentrate on strong 
ties (e.g., Dobler, 1998). 

Yet another strand of research emphasizes the quality of informal network­
ing ties, including marriage and the extended family, as the decisive factor in 
facilitating or constraining female entrepreneurship. RenzuUi et al. (1999) in­
dicate that gender does not matter, but a greater proportion of kin in female 
networks which could create a disadvantage to entering entrepreneurship. In 
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addition, Brtiderl/Preisendorfer (1998) found support from strong tie net­
works, especially family support, as a decisive factor on business success. On 
the whole, results are sparse. While gender differences in network structures 
appear to be an accepted empirical result contributing to differences in 
women entrepreneurship, the results on network contents and network fre­
quency are not conclusive, leading McManus (2001) to raise the point that re­
search still has to prove empirically the facilitating effect of networks and 
networking towards entrepreneurship. 

Overall, many research studies have demonstrated that networks and net­
work contacts are important during the establishment, development and 
growth of business (e.g. Birley et al., 1991, Briiderl/Preisendorfer 1998, Chell 
and Raines 1998). Social networks play a role in mobilizing complementary 
resources, getting support and help, and establishing viable business relations. 
For example, Jenssen (2001) analyzes the impact of social networks on start­
up success, demonstrating that social networks have both a direct and an indi­
rect effect on the degree of start-up success. This especially applies to the 
number of initial weak ties and emerging strong ties. Here, micro enterprises 
might experience disadvantages due to limited time resources of their owners, 
as indicated by low participation rates in social networking (Katz and Wil­
liams, 1997, 195, Curran and Blackburn, 1994, 171). 

Although most empirical studies confirm a link between networking and 
positive business development, the evidence is not conclusive whether strong 
ties or weak ties matter the most. In their review on network studies, Hoang 
and Antoncic (2003) conclude that the respective outcome seems to depend 
on the operationalization of network variables to a large extent. 

2.2 Network Emergence and Network Actors 

Why do networks emerge? Transaction cost theory provides one answer. In 
the case of entrepreneur's networks, the individual (nascent) entrepreneur 
seeks to reduce risks, uncertainties, and information costs connected with 
business formation and development through the interaction with like-minded 
people. Networks emerge in situations where the costs of participating in a 
network are lower compared to the benefits of the membership. Moreover, en­
trepreneurship research indicates that it is not only transactions costs which 
matter for network emergence but also properties inherent in social capital 
(Anderson and Jack, 2003), such as affinities, communalities and joint inter­
ests. 

Only a few studies so far have researched the emergence of networks (e.g.. 
Human and Provan, 2000; Neergaard, 1998; Sarasvathy and Dew, 2003), 
mainly focusing on network relations between entrepreneurs. With regard to 
how new networks may be initiated, Sarasvathy and Dew (2003) suggest a 
simple typology: Networks either emerge spontaneously and through random 
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chance (also Neergaard, 1998); they may form in "some path dependent fash­
ion" (Sarasvathy and Dew, 2003, 13), or they result from deliberate actions of 
an existing network. 

Similar to new businesses, networks also need to acquire legitimacy. In a 
'pre-phase' of network development, those interested in creating a network 
start developing common interests and objectives, thus, legitimating their 
need for networking (Human and Provan, 2000). In this phase, individual in­
terests and objectives dominate, determining who may join the network and 
the network's internal identity (Sarasvathy and Dew, 2003). Human and Pro-
van (2000) found that during the formation phase networks mainly rely on 
two strategies, namely an internal-external oriented strategy and vice versa. 
The former appears to be more successful in early stages of network emer­
gence, as it focuses on creating internal legitimacy and functioning organiza­
tion structures without neglecting external stakeholders. In comparison, an ex­
ternal-internal oriented strategy concentrates on external stakeholders in 
searching for legitimacy, and it neglects building up the network's identity 
and functioning working structures. 

Networks are initiated and driven by persons; and recent research studies 
emphasize the role(s) network promoters play in network emergence and de­
velopment (Axelsson and Larsson, 2002; Koch 2003, Koch et al., 2003). In a 
study on network structures in Gnosjo, a Swedish industrial district, Axelsson 
and Larsson (2002) identified typical forms of networks, all of which are 
based on the different roles network actors play: The 'locomotive-driven net­
work' is one which is initiated and dominated by one actor, while a 'joint um­
brella' describes a network structure which is driven by members and their 
joint interests. Referring to research by Miles et al. (1992), the authors em­
phasize three key actors for networks to be successful: the 'architect' brings in 
a vision for the network and is capable of structuring the network along these 
lines; the 'lead operator' fulfils a bonding function within the network; and 
the 'caretaker' focuses on developing and improving the network (Axelsson 
and Larsson, 2002, 98). 

Applying the concept of innovation promoters, Koch et al. (2003) showed 
that actors within networks often act as process and relationship promoters, 
which implicitly refers back to the ideas presented by Miles et al. (1992, cited 
in Axelsson and Larsson, 2002) and Axelsson and Larsson (2002). The au­
thors, furthermore, demonstrate that different promoter roles and network po­
sitions go hand in hand. For example, relationship promoters often had a full 
time job and a central position within the network. In this context, the works 
on the creative milieu suggest that high communicators play an important role 
for network development. High communicators are individuals at the decision 
making level in several public and private organizations. They play a central 
role in transmitting information, speeding up decision-making, and fostering 
inter-organizational linkages (Fromhold-Eisebith, 1995, 38). Such key indi­
viduals contribute to the development of 'institutional thickness' by bringing 
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in local knowledge and the ability to access and link local capacity at different 
levels (Malecki, 1997, 91 with reference to Amin and Thrift, 1994). 

With regard to our empirical study, we, therefore, propose that personal 
factors play an important role for the emergence and later development of 
networks, while an internal-external strategy favors network survival. 

2.3 Spatial Success Factors for Network Development 

Studies analyzing spatial success factors for the development of entrepreneur-
ship networks are rare. Therefore, we draw on theoretical approaches from the 
wider field of economic geography, namely the concepts of Creative Milieus, 
Localized Learning, and Endogenous Regional Development. These concepts 
mainly focus on spatial factors supporting innovation, but they also provide 
clues for our topic. 

Ideally, a regional support system for entrepreneurship promotion would be 
characterized by a clear division of labor between different actors. For exam­
ple, (semi-)public institutions could offer support for new enterprises, entre­
preneur's networks could focus on later stages of business formation while 
both groups would be actively involved in public relations (Schmude, 2001; 
GroBe et al., 2002). In this context, some authors emphasize the necessity to 
integrate the different fields of regional entrepreneurship promotion better 
(Butler and Hansen, 1991, Nilsson, 1997). With regard to regional actors and 
their role in fostering entrepreneurship Camagni (1991, 1995) and Malecki 
(1997) point out the broad range of actors which is needed to form an institu­
tional net in the region aimed at fostering entrepreneurship. This includes 
government on different levels, universities and other (higher) educational in­
stitutions, chambers of commerce and business associations, (local) banks, in­
cubators, and private support groups such as firms' or entrepreneurs' net­
works. In this context, networks serve as a platform where different actors 
involved in regional enterprise support can exchange information and pool 
know-how on those spatial factors, which influence entrepreneurship. This 
further stimulates learning processes, which generate region-specific tacit 
knowledge, thus creating competitive advantages in supra-regional competi­
tion (Camagni, 1991, Maskell et al., 1998). In this regard, large incubators 
like universities, which assemble widely acknowledged and engaged scien­
tists, may contribute in particular to the development of an 'entrepreneurial 
social infrastructure' (Backes-Gellner et al, 2002, 80). They can provide ser­
vices which support the emergence of high-quality networks aimed at the 
stimulation of collective learning processes. Based on such university linked 
networks of young entrepreneurs, a self- reinforcing process might be initi­
ated, leading to regional new firm cluster (Sternberg, 2003, 10). 

The types of networks and interrelationships that evolve in a particular ter­
ritory depend on the historical, cultural, social, and political settings as well as 
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on the economic conditions (Malecki, 1997, 92). Densely urbanized areas fa­
vor the development of entrepreneurs' networks and thick inter-organizational 
relations, since they regularly contain a large number of (nascent) entrepre­
neurs, support organizations, network promoters, and high communicators. 
However, in remote and less urbanized territories with only a few entrepre­
neurs and potential 'key individuals' present, municipal officers who are not 
normally involved in fostering entrepreneurship may initiate the respective 
activities. Examples include school headmasters (Malecki, 1997, 91). There­
fore, network emergence and development strongly depends on regional set­
tings (Price, 2004, 470). 

Which factors influence inter-organizational cooperation aimed ?ii fostering 
a local climate which is conducive for entrepreneurship? For (semi-)public 
institutions as well as for network organizations, Bathelt (1998) and Porter 
(2000) pointed out the need to systematically use the competencies of local 
entrepreneurs in order to design policies, which are aiming at fostering re­
gional economic development. It depends on local circumstances whether en­
trepreneurs are involved through public-private-partnerships or even a private 
sector leadership. Ftirst (2001) emphasizes that local governments should 
support different forms of collective learning in their territory through foster­
ing interrelations between local universities, adult education centers and en­
trepreneurs organizations. This should include linkages across regions 
(Camagni, 1995), as inter-regional cooperation can help in preventing re­
gional 'lock-ins' and inertia because regional actors may learn from each 
other's experiences in fostering entrepreneurship (Grabber, 1993). 

With regard to remote, less urbanized areas Spannowsky et al. (2002) stress 
the need for a systematic long-term support of so-called 'connecting institu­
tions' (Buhmann et al., 2002, 158) by regional development agencies. They 
should provide decentralized counseling services for entrepreneurs, support 
the formation of entrepreneurs' organizations and help to establish links be­
tween them and local authorities in order to sustain the bottom-up initiatives 
of local entrepreneurs. However, public actions of local and regional devel­
opment authorities and support for inter-organizational cooperation also re­
quire adequate fimding in order to provide for sustainable support structures 
(Sternberg, 1995). 

Finally, on an individual level, informal face-to-face contacts are consid­
ered essential for creating a regional network of institutions involved in fos­
tering innovation and entrepreneurship (Fromhold-Eisebith, 1995, 37). This 
underlines the importance of high communicators and network promoters also 
from a spatial perspective; and it indicates trust as the 'lubricant' for network 
activities. 

With regard to our explorative empirical study, we propose that the exis­
tence of an entrepreneurial infrastructure, which would consist of several an­
chor points in (semi-)public institutions, social and educational organizations 
provides a good basis for the 'bottom- up' emergence and spatial embedded-
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ness of entrepreneurs' networks. In less urbanized regions, the existence of 
'connecting institutions', which also would need sustainable flmding, is of 
particular importance. 

3. Empirical Design 

3.1 Methodology 

Empirically, the paper draws on two regional case studies conducted within a 
larger research project on the importance of networks supporting women 
start-ups, which was commissioned by the Federal Ministry of Economic Af­
fairs. The project was carried out jointly by the Rhine-Westphalia Institute of 
Economic Research Essen (RWI) and the sfs Dortmund (that is the Federal 
State Institute of Labor Research, project manager: Ursula Ammon) from 
2003 to 2004 (cf. Welter et al, 2004). The study analyzed the emergence, de­
velopment, organization, management, and regional embeddedness of se­
lected networks for and of women entrepreneurs, in order to identify struc­
tural and spatial strengths and weaknesses. Methodologically, the project 
employed a multi dimensional approach, combining qualitative elements 
(document analysis, in-depth interviews) on the supply side (i.e., the net­
works) with a standardized online survey of female network users ̂  and re­
gional case studies. This paper reports results from two of our three regional 
case study regions, where we mapped network structures in different regional 
settings, namely the City of Munich, selected urban centers in the State of 
Mecklenburg-Western Pomerania and the Eastern part of the Ruhr Area. 
Here, we concentrate on the first two regions. 

In order to select regional interview partners, we employed the following 
steps. Firstly, for the 'supply-side' study, typical networks for women entre­
preneurs were selected. We used the following criteria to identify typical net­
work forms: 

• Organization structures: Are networks operating as 'real' structures? Or 
are they virtual, i.e., Internet-based structures? 

• Outreach: Do the networks operate on a national level with regional or lo­
cal subgroups? Or do they mainly operate locally? 

• Target group: Are networks solely focused on entrepreneurs? Or are they 
targeting employees and managers, i.e., potential entrepreneurs? 

• Gender: Is membership restricted to women? Or are both women and men 
members? 
Secondly, for our regional case studies we identified regional branches of 

national associations and networks. Furthermore we searched the Internet in 

1 For further information on the methodology of the online survey and problems involved in 
identifying network users cf Welter et al. (2004). 
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order to identify the overall support structures within the case study regions. 
Besides regional branches of national networks, this includes local networks 
of women (entrepreneurs) and business associations, (semi-)public organiza­
tions involved in entrepreneurship promotion as well as other support net­
works fostering women entrepreneurs such as university initiatives, business 
incubators and advisory centers. Thirdly, twenty three semi-structured in-
depth interviews were carried out in both regions from March to May 2004, 
supplemented by document analysis and, where necessary, telephone calls to 
clarify open points. 

3.2 Sample Areas 

Before we report the results from our explorative regional study, this section 
gives some background information on the sample areas. The East German 
State of Mecklenburg-Western Pomerania (MWP) is characterized by a very 
low population density (1.76 Mio inhabitants, 76 pers./sqkm) and a settlement 
structure which reflects the traditional rural character. Around one third of the 
population lives in villages, one quarter in small towns with up to 20,000 in­
habitants, and around 20 percent in medium-sized cities and in the two big cit­
ies Rostock and Schwerin, respectively (Weiss, 1996). The state had to un­
dergo a tremendous socio-economic transition process for the past 15 years, 
characterized by a thorough restructuring of the industrial and agrarian base. 
Since the early 1990s, ten thousand employees were released from the ship­
building industry, food industries, large agricultural cooperatives, the military, 
and even the tourism sector. 

Table 3.1: Unemployment rates in comparison, 1998 -2002 (annual average rate, in %) 

1998 1999 2000 2001 2002 

Germany 

State of Mecklenburg-
Western Pomerania 

Rostock (city) 

Munich (region) 

Munich (city) 

Federal Employment Service's (2003). 

At present, the state of MWP is characterized by one of the highest unem­
ployment rates in Germany (approx. 20 percent) and low private disposable 
incomes (tables 3.1, 3.2). Moreover the demographical structure changed 
drastically due to the ongoing emigration of young and well qualified persons 
who are in search of job opportunities. Entrepreneurship, measured as self-
employment, grew from 40,000 to nearly 60,000 from 1990 and 2001, al­
though this by far could not substitute for the job loss in former state owned 
companies. On the whole, the self-employment rate of MWP is still lower 
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compared to East Germany and Germany as a whole (in 2002: 8.2 percent 
versus 8.6 percent and 10.3 percent). Self-employed persons are mainly en­
gaged in service businesses such as retail trade, catering and tourism, health 
services, education, and enterprise related consultancy, but they are also to be 
found in the IT/New Media sector (FGB MWP, 2000). 

Table 3.2: Private disposable income in comparison, 1996 - 2001 (per person in € ) 

Germany 

State of Mecklenburg-
Western Pomerania 

Rostock (city) 

Munich (region) 

Munich (city) 

1996 

14,290 

11,655 

12,134 

17,937 

18,507 

1997 

14,580 

11,928 

12,477 

18,502 

19,158 

1998 

14,959 

12,175 

12,771 

19,266 

19,956 

1999 

15,461 

12,802 

13,597 

19,639 

20,326 

2000 

15,930 

13,197 

13,915 

19,881 

20,566 

2001 

16,485 

13,560 

14,244 

20,555 

21,230 

Federal Statistical Office (2003). 

The second region, the City of Munich and its (proximate) hinterland are 
considered the number one High Tech Region in Germany, with around 15 
percent of all industrial R&D-employees in Germany in the late 1990s. This 
development was initiated shortly after the Second World War by the move of 
the electronic and IT giant Siemens from Berlin to Munich, accompanied by 
strong state support fostering public science and R&D-infrastructure (Stem-
berg and Tamasy, 1999; Sternberg, 2000). Moreover, the region, with its 2.5 
million inhabitants, is characterized by a large and prosperous service and 
public sector. All this is reflected in a comparatively low unemployment rate 
and high private disposable incomes (tables 3.1, 3.2), while the self-
employment rate is remarkably higher than the German rate (in 2001, 11.3 
percent in Munich compared to 10.3 percent in Germany). 

4. Empirical Results: Networks in the Region 

4.1 Network Development in Mecklenburg-Western Pomerania 

In the early 1990s, all East German states faced a major challenge because 
they had to establish and rebuild institutional and government structures at 
state, regional, and local level. Therefore, during the early stages of the trans­
formation process, state authorities and semi-governmental institutions did 
not immediately focus on providing comprehensive support for (women) en­
trepreneurs, while women entrepreneurs initially concentrated on setting up 
their own ventures before they turned to initiating network organizations. 
Nevertheless, in MWP some support measures for women entrepreneurship 
were set up in the early 1990s, and gradually more and more regional and lo­
cal actors became involved in fostering women entrepreneurship. At the pre-
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sent time, in urban centers such as Rostock and Stralsund, local women net­
works offer a broad range of activities from ad hoc counseling to long-term 
training programs (table 3.3), while regional groups of national networks such 
as 'Schone Aussichten', which aims at women entrepreneurs in the free pro­
fessions, concentrate on public relations and coaching. Additionally and 
partly in collaboration with the women networks, university initiatives pro­
vide comprehensive services for university graduates interested in setting up 
their own business. 

Table 3.3: Interactions between organizations promoting women entrepreneurship in the 
State of Mecklenburg Western Pomerania 

Collaboration amongst different types of actors Topics of cooperation 

Women networks with (semi-)public organizations 
(equality opportunity officers, entrepreneurship 
and regional development agencies) 

Women networks amongst each other and with 
RC's* 

Women network, RC's, (semi-)public organiza­
tions with (women) entrepreneurship initiatives at 
universities (of applied science) 

Individual support for women entrepre­
neurs (informal, ad hoc) 

Public events and network meetings 

(sponsored) programs for training, coa­
ching, counseling 

Developing infrastructure to support 
women entrepreneurship 

exchanging new trends in entrepreneur-
ship development** 

Source: Welter et al. 2004. * Regional Resource Centers; ** cross-border collaboration, initiatives at/with 
universities. 

This changes when leaving the urban centers. In most medium-sized and 
small towns women (entrepreneurs) networks do not exist, and where they ex­
ist they operate on a small-scale basis. There are some small towns that are 
notable exceptions, where equal opportunity commissioners offer counseling 
for women (nascent) entrepreneurs. In order to extend support for women en­
trepreneurs to remote areas of MWP, five Regional Resource Centers (RC) 
have been established from 2002 onwards. 

With regard to the emergence of women (entrepreneurs) networks and in­
ter-organizational relationships within the region, we can distinguish four 
phases, which partly overlap (figure 3.1): 

During the first phase, the women network FIW ('Frauen in die Wirtschaft' 
- 'Women into Business') was set up in the City of Rostock in 1994, which 
marked the starting point for the emergence of an institutional 'formal' net­
work structure in MWP (figure 3.1, map I). Women entrepreneurs, who had 
set up their businesses shortly after the transition to a market economy started 
in 1990, initiated FIW, drawing on contacts to local authorities, development 
agencies, and chambers of commerce. Interestingly, these relations partly 
originated from the socialist period, indicating at the importance of 'trusted' 
and known linkages in setting up a network. Major sources of such linkages 
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were the Faculty of Educational Science at the Rostock University as well as 
the College of Education in Gustrow, a town close to the City of Rostock. 

I Starting point in 1994: Creation of the first 
formal network 

Stralsund 

II Development of sister organizations and 
initiatives at universities, 1995 to 2002 

Stralsund 

III Formalization and internationalization 
of relationships, since 1996 

Stralsund 

IV Set-up of Regional Resource Centers 
in remote areas, since 2002 

Stralsund 

h 
50 100 150 200 km 

H 1 1 1 
# Women Entrepreneur Network • 

O State Branches (National Women Association) A 

^ International partner organizations of women networks 

Universities (Entrepreneur initiatives) 
Regional Resource Center 

Figure 3.1: Mecklenburg-Western Pomerania: emergence of spatial inter-organizational 
cooperation 

The second phase, which lasted from 1995 until 2002, is characterized by 
two features (figure 3.1, map II). Firstly, promoters from the Rostock FIW 
network initiated a systematic spatial extension of network activities to foster 
further women entrepreneurship throughout the whole state. FlW-members 
used their personal contacts to women entrepreneurs in medium-sized and 
small towns in order to assist them in developing sister organizations. Again, 
long lasting contacts to local authorities played an important role in getting 
these organizations off the ground. Moreover, local equal opportunity com­
missioners became involved as well, indicating a step forward in the quality 
of network linkages. They either supported the newly originating women net-
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works in their area, or they initiated themselves similar networks in their own 
district, supplementing the overall bottom-up approach of network emergence 
by a top-down element (one such example is to be found on the Island of 
Rtigen, see figure 3.1, map II). 

A second characteristic of this phase concerns the development of entre-
preneurship initiatives at the universities, which resulted from an overall 
growing interest on federal and state level in fostering graduate entrepreneur-
ship. Universities set up special courses to address female students, and they 
included modules on entrepreneurship into mainstream topics. Examples in­
clude the state-wide initiative 'Women in Science and Technology' (initiated 
on the federal level) or a special course for women in industrial engineering 
and management. This development served as basis for fiirther collaboration 
between universities, FIW, and its sister organizations throughout the state. 

The third stage of network development was again characterized by two 
processes (figure 3.1, map III). Firstly, three national (women) entrepreneurs' 
associations established branches in the state. The organizations were the 
Verband Deutscher Untemehmerinnen (VdU - Association of German 
Women Entrepreneurs), a federal business association of women entrepre­
neurs in the free professions ('Schone Aussichten'), and the Association of 
German Young Entrepreneurs (BJU), which is a mixed-gender network for 
entrepreneurs under the age of 40. 

Moreover, national and local women networks started to cooperate. In the 
City of Stralsund the regional VDU-group and the local FIW regularly par­
ticipate in public events about women entrepreneurship at the University of 
Applied Science. In the state capital Schwerin, the regional group of 'Schone 
Aussichten' cooperates with the sister organization of FIW Rostock. This in­
cludes organizing public events and network(ing) meetings for business 
women of the region. 

The second process throughout this third stage of network development 
concerns the formalization and internationalization of inter-organizational 
relations. Inter-organizational relationships went beyond personal and 
friendly relations, and networks formalized their connections with various 
public and semi-public authorities in the state. Local women networks began 
to collaborate with the equal opportunity commissioner of the state M WP and 
the State Ministry of Labor and Social Affairs. Examples refer to applications 
for financial support in order to conduct training courses for nascent entrepre­
neurs and the joint organization of several widely recognized Women Fairs in 
the state. Moreover, local networks set out to exchange information and 
knowledge with similar organizations abroad, mainly in the Baltic Sea region, 
e.g., in Sweden. 

This trend led to the fourth stage of network development, from 2002 on­
wards. Modeled on a Swedish example, public and private actors established 
the above mentioned Regional Resource Centers, with the aim to foster 
women entrepreneurship in remote areas of MWP (figure 3.1, map IV). This 
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project was designed jointly by FIW Rostock and officers of the state gov­
ernment. FIW Rostock is also responsible for coordinating the RC's activities. 
The RC's provide services and information for (nascent) women entrepre­
neurs. They aim at bundling capacities and competencies of different institu­
tions in order to broaden the support offered for women start-ups in peripheral 
areas. Moreover, their regional managers also try to support new women en­
trepreneur networks through linking these networks with different public au­
thorities and other local initiatives such as start-up incubators and job centers. 

CityofWolgast 

• startup incubator 

• local women 
entiepreneurs assoc. 

CityofPasewalk/ 
District Uecker-Randow 

# equal opportunity 
commissioner 

> Staiixip initiative 
of the Regional 
Development 
Agency 

City of Anklam 

• job center 
• business women 

(volunteers) 

Regional Resource Center 
Wolgast 

City of Greifswald 

# entiepreneurship 
initiative of the 
university 

City of Ueclcermuende 

# equal opportunity 
commissioner 

• German-Polish 
Association 

• German-Polish 
Women Fomm 

# German-Polish 
women entrepreneurs 
association 

regular consultation for women entrepreneurs 
startup-workshops 
public events and network meetings (occasionally) 
pennanent support of newly established women entiepreneur networks 

Figure 3,2: Network of Regional Resource Centers in Mecklenburg-Western Pomerania: 
the example of the rural district Uecker-Randow/Westem Pomerania 

Figure 3.2 illustrates the range of activities RC's offer and their local em-
beddedness, based on the example of a RC situated in the Eastern part of 
MWP, namely in the districts of Uecker-Randow and Western Pomerania. 
The RC manager regularly visits several small towns in the area, providing 
consultancy services for women entrepreneurs in cooperation with local pub-
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lie and private partners and initiating loeal round tables. In this regard, RC 
managers act as high communicators fostering entrepreneurship in remote ar­
eas through initiating inter-organizational linkages. 

With regard to our conceptual review, the four stages of network develop­
ment clearly reflect the importance of relationship promoters (Axelsson and 
Larsson, 2002; Koch et al, 2003) and high communicators (Fromhold-
Eisebith, 1995) for the emergence of networks and the development of inter-
organizational relationships. Initially, women entrepreneurs played a central 
role, acting as relationship promoters and using informal contacts to public 
authorities both to set up their business and to initiate first networks. High 
communicators appeared in different forms. First of all, this includes equal 
opportunity commissioners, followed by a later stage also dedicated single 
municipal officers and the above mentioned RC managers. 

Often, the function of relationship promoters and high communicators go 
hand in hand. In this context, the following example illustrates the important 
contribution of high communicators and relationship promoters to network 
development as well as the close interrelation between both functions. In the 
City of Stralsund, two of the most active women in the local FIW are a 
woman professor at the local university of applied science, and a municipal 
officer. The former also supports actively entrepreneurship programs at her 
university and coordinates state-wide initiatives focusing on female students, 
while the latter is in charge of business development in the municipal gov­
ernment. 

Overall, the strong commitment of high communicators and relationship 
promoters as well as dense inter-organizational relations can be considered as 
strengths of network development in MWP, all contributing to developing re­
gional conditions, which favor entrepreneurship. Weaknesses refer to an over­
all weak embeddedness of financial institutions into existing networks and 
supporting structures. Another problem concerns the weak financial basis of 
the RC's, which rely on temporary fimding through EU fimds. However, pub­
lic fimding will decline from 2005 onwards, which indicates the challenge for 
public and private actors to develop strategies for sustaining the RC's and 
their work in the longer term. 

In assessing the process of entrepreneurs' network development in a state 
similar to MWP, where network development only started once the transition 
process had begun, one has to account for the short time period private actors 
had for creating network organizations and inter-organizational linkages. 

4.2 Network Development in the City of Munich and its Hinterland 

In contrast, women entrepreneurs' networks in West German regions such as 
the City of Munich could draw on long lasting traditions with regard to foster­
ing gender equality. Similar to the situation in the State of MWP, the support 
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system for women entrepreneurship in the City of Munich is characterized by 
a broad range of different actors offering a wide palette of support for women 
entrepreneurs (table 3.4). Several (semi-)public organizations provide consuh-
ing, training, coaching and financing for entrepreneurs, partly with a special 
emphasis on women in different circumstances (unemployed/after family 
leave, graduate/non-graduate). Sometimes projects involve actors from differ­
ent (semi-)public institutions. 

Table 3.4: Interactions between organizations promoting women entrepreneurship in Munich 

Collaboration amongst different types of actors 

(semi-)public organizations amongst each 
other (incl. support networks ) 

(semi-)public organizations / support networks 
and women networks 

Women networks, partly supported by (semi-) 
public organizations 

Women networks amongst each other 

Topics of cooperation 

(sponsored) programs for training, coach­
ing, counseling 
exchanging new trends in entrepreneurship 
development* 

Regular exchange of information, lobby 
work; developing gender competences in 
public authorities; coordinating activities; 
developing networks in the Munich hinter­
land 

Public events, network meetings; counsel­
ing and workshops 

Public events, network meetings, lobbying 

Source: Welter et al. (2004). * initiatives at/with universities and adult education centers. 

Unlike networks in MWP, which regularly offer training courses and coun­
seling activities, thus compensating for a less developed public infrastructure, 
in Munich women networks mainly concentrate on their 'core competencies', 
namely the provision of (informal) networking opportunities. Only one net­
work offers additional services such as individual counseling and workshops, 
which target non-graduate nascent women entrepreneurs. With regard to pub­
lic relations and lobbying, the respective networks operate jointly, to some ex­
tent supported by (semi-)public organizations (table 3.4). 

Again, we can distinguish four phases of network evolution and the devel­
opment of inter-organizational relations (figure 3.3). Contrary to MWP, how­
ever, the emergence of networks in Munich and its hinterland is characterized 
by a different development path. Here, the public support infrastructure and 
networks emerged (more or less) independent from one another and inter-
organizational linkages developed much later. 

Moreover, network evolution benefited from a strong tradition with regard 
to fostering gender equality. Organizations which work for the enforcement of 
women's position in professional life have a long history in the City of Mu­
nich. In 1894, the Association for Women Interests (VfF - 'Verein fur 
Fraueninteressen') was set up as the first center which offered career counsel­
ing and a placing service for girls and women. In 1914, together with other 
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women organizations, most of which had either a cathohc, a protestant, or a 
trade-union background, the VfF created an umbrella organization of Munich 
women organizations ('Stadtbund Miinchner Frauenvereine'). All participat­
ing associations aimed at improving the educational and professional oppor­
tunities for women in the city. 

Phase 1 of network development started in the late 1980s, when the VfF-
board decided to initiate a project called 'Frauenborse' in order to provide a 
specific counseling program for nascent women entrepreneurs ('New start 
with 35', figure 3.3, map I). In this context, VfF played a pioneering role by 
targeting non-graduates who were looking for opportunities to re-enter pro­
fessional life after a family leave. Female employees of the Munich Aduh 
Education Center (VHS), who had regular and long-standing personal and 
professional contacts to the 'Stadtbund' and their member organizations such 
as the VfF, joined in. They arranged workshops, which complemented the 
program of the VfF-Frauenborse by specifically targeting graduates. More­
over, both organizations initiated a mutual informal information exchange. 

Phase 2 was characterized by the emergence of new women network or­
ganizations, all of which focused on business women and women entrepre­
neurs (figure 3.3, map II). Some of them were set up as local groups of a na­
tional organization (e.g., 'Connecta' or the Association of Women in 
Management - FIM) or of international associations such as the 'Business and 
Professional Women' (BPW) and the 'European Women Management Devel­
opment Network' (EWMD). Nowadays, one of them operates on a national 
level, but emerged in Munich (the virtual net 'webgrrls', www.webgrrls.de), 
while the others started as and remained local associations like the 'Women 
Business Club' (WBC). This overall network boom gave new impetus to ex­
isting organizations as well. For example, the Munich Women Academy 
(FAM) and the Munich Economic Forum (WMF) were already founded in the 
mid-1980s, but they gained momentum in their work after 1990. 

The emergence of new networks in the 1990s boosted inter-organizational 
relations, and, thus, contributing to overall institutional thickness in Munich. 
Networks started to cooperate amongst themselves and with (semi-)public or­
ganizations. Beside the VfF-Frauenborse, four of the new women networks 
(BPW, FAM, FIM, WMF) became members of the umbrella organization 
'Stadtbund Miinchner Frauenvereine', using its political connections to foster 
women's entrepreneurship. According to the regulations of the Munich Mu­
nicipality, the 'Stadtbund' can send a representative to the Municipal Gender 
Equality Commission, which consists of women members of the local parlia­
ment, women representatives of churches, trade unions, and other important 
organizations. Although already founded in the mid-1980s, the Commission's 
work became more important from 1993 onwards, which is partly related to 
the overall accelerated pace of network development in the early 1990s. 

During a third phase firom 1996 until 1999, (semi-)public organizations 
started several initiatives to promote entrepreneurship in general, picking up 
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the overall dominating support trend on federal and state level. One example 
is the 'Munich Entrepreneurship Office' (MEB), a joint initiative of the mu­
nicipal government and the local chamber of commerce, which offers coun­
seling, seminars, training and coaching. Another example is the 'Office of En­
trepreneurship' (BfE), an initiative of the Munich job center which, aims at 
supporting unemployed persons to re-enter into professional life as a self-
employed person (figure 3.3, map III). 

I Consulting programmes as a starting point 
at the end of the 1980s 

II Set-up of new Women networks, 
1990 to 1995 

III Fostering a gender oriented design of 
public entrepreneurship promotion 
programmes, 1996 to 1999 

IV Extension of entrepreneurship 
promotion activities and network structures 
into the hinterland, since 2000 

25 50 km 

Women (entrepreneur) Network 

Semi-public institution 

O Platform of networks 

A Local Branches (National Women Association) 

Figure 3.3: Munich and hinterland: emergence of a network structure to support women en­
trepreneurship 

All this boosted inter-organizational relationships, which now began to fo­
cus on a gender-oriented design of these programs. In this context, women 
networks, local woman politicians, and the equal opportunity commissioner 
closely cooperated with each other. One such example concerns the Munici­
pal Gender Equality Commission, which adopted a recommendation address-
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ing the municipal parliament with regard to developing gender competence in 
all public institutions involved in entrepreneurship promotion and the creation 
of a women start-up incubator. 

The present 2ind fourth phase is characterized by two processes. Informal 
interactions between actors and organizations in the city have been strength­
ened through the introduction of a new informal platform, the so-called 'Net­
work Breakfast'. Here, representatives from 10 to 15 networks, which at least 
partly focus on women entrepreneurship, exchange news and information on a 
quarterly basis in order to improve their mutual lobbying and public relation 
work. They also regularly inform (semi-)public institutions about ongoing ac­
tivities in the city. This enables those involved in counseling new women en­
trepreneurs to recommend adequate women networks. Moreover, network 
evolvement now is also initiated top-down. Some of the (semi-)public initia­
tives have started to stimulate new networks amongst participants of their 
training courses, attempting to link those networks with the activities of estab­
lished network organizations. 

Secondly, we can observe a spatial extension of network activities into the 
Munich hinterland, mainly initiated by public actors (figure 3.3, map IV). Un­
til recently and contrary to the remote areas in the state MWP, the hinterland 
lacked both support structures for women nascent entrepreneurs as well as an 
established network of voluntary women organizations. Only since the late 
1990s, the BfE extended its entrepreneurship programs to the hinterland. 
Since 2003, the 'EFFEKT-Initiative', which is a cooperation between univer­
sities in Munich, the adult education centers of the districts around Munich, 
and other public institutions, has arranged a series of workshops and counsel­
ing services for women graduates who wish to re-enter the labor market after 
a family break. In its next stage, the EFFEKT-program plans to initiate net­
work meetings of the participants. In contrast to MWP, where women entre­
preneurs, assisted by equal opportunity officers, were the driving forces for 
creating networks in rural areas, the spatial extension in the Munich hinter­
land can be characterized as 'top-down': Network development first of all is 
initiated by public actors. So far, none of the women networks operating in 
the City of Munich has created a sister network in the hinterland. 

Comparable to the state MWP, temporary public funding by the European 
Social Fund and the Bavarian state government supports the recent steps to 
spatially extend network activities into suburbs and less urbanized districts in 
the wider hinterland of Munich. While temporary funding may become a ma­
jor problem in developing sustainable networks, the top-down approach used 
to create new networks in the hinterland of Munich might add to this. This 
approach resembles the external-internal strategy which Human and Provan 
(2000) assessed as less successful for network development, as this apparently 
impedes the creation of a strong voluntary network identity, which however is 
needed in order to sustain networks over time. 
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To sum up, the inter-organizational relationships in the City of Munich 
can be characterized as a heterogeneous set of very intensive formal and in­
formal relations. The long lasting tradition of cooperation and self-
coordination of Munich women organizations, going back to the 19̂ ^ and 
early 20̂ ^ century, allowed for a quick embedding of new women (entrepre­
neur) associations. Again, network development and the development of thick 
inter-organizational linkages profited from the commitment of individual per­
sons, thus, once more confirming the importance of personal factors in the 
development of an institutional infrastructure for entrepreneurship. In Mu­
nich, women in key public positions, who were both responsible for support­
ing entrepreneurship, and simultaneously engaged in women organizations, 
acted as process promoters. For example, at the Munich Local Job Center 
(BfE) a chief executive responsible for entrepreneurship programs regularly 
arranges lectures on self employment, and she also initiated a counseling ser­
vice for women nascent entrepreneurs at the above mentioned Munich 
Women Academy (FAM). This again illustrates the important role high com­
municators can play in boosting regional activities to support women entre­
preneurs. 

5. Conclusions and Implications 

In analyzing and comparing networks in two different regional settings, i.e., 
in the City of Munich and in urban centers of the rural State of Mecklenburg-
Western Pomerania, we have set out to analyze the factors influencing the 
emergence and spatial embeddedness of different kinds of (support) networks. 
From a spatially based perspective, our paper contributes to the understanding 
of how a regional institutional infrastructure, which aims at fostering regional 
enterprise development, evolves and which role the path dependence plays in 
the formation of network interrelationships. Both regional case studies dem­
onstrate the important contribution of personal factors such as high commu­
nicators, i.e., actors in central public positions, as well as relationship and 
process promoters within the networks play for the emergence and develop­
ment of networks and inter-organizational contacts. With regard to spatial 
success factors for network development, we suggest that in both case study 
regions women entrepreneurship networks are central for securing a constant 
exchange of regional information both for their participants and public institu­
tions involved in supporting women entrepreneurs. 

Furthermore, we could illustrate that pathways of network and interrela­
tionship emergence show several similarities, but also a few interesting dif­
ferences. In the East German State of Mecklenburg-Western Pomerania net­
works evolved through a 'bottom-up' approach: Women entrepreneurs were 
the main driving force for network development. As the transformation proc­
ess in East Germany also included rebuilding institutions and government 
structures, public administrations saw this as their main task in the early 
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1990s. Only in later phases of network development, public actors on local 
and state level took more and more responsibility for fostering inter-
organizational relations in remote mid-sized and small towns. 

This bottom-up approach to network development goes hand in hand with 
an internal-external strategy of network emergence, as outlined by Human 
and Provan (2000). Networks initially focused on building up internal legiti­
macy before orientating themselves towards external stakeholders, which 
Human and Provan (2000) identified as a more successful strategy for net­
work emergence. Moreover, women entrepreneurs and high communicators in 
public organizations were able to draw on known relationships. 

Compared to Munich, network development in MWP happened within a 
relatively short time period. This apparently was facilitated by the strong 
commitment of various private and public actors. Moreover, common experi­
ences from the socialist period also played a role, as network initiators and 
promoters were able to draw on trusted and known persons and 'old' linkages. 
During our interviews, respondents regularly emphasized their 'socialist 
background', which helped them in knowing who to contact in order to solve 
problems, where to get access resources and support for their network etc. 
While this kind of behavior ('blat', cf. Ledeneva 1998) was a necessary re­
sponse to the constant shortage of materials and consumer goods in the social­
ist period, its functioning was extended to the transition period. In MWP, this 
obviously helped to build a formal network structure in a relatively short pe­
riod of time, as it facilitated identity creation in networks and amongst women 
(entrepreneurs) during the transition process. 

In the City of Munich, this regional identity and awareness towards women 
(entrepreneurs) roots back to the 19̂ ^ century, when formal cooperation be­
tween women organizations and public institutions began. Therefore, when 
public institutions started to promote women entrepreneurs, this was institu­
tionally accepted and embedded. Moreover, this helped those networks of 
women entrepreneurs, which emerged during the 1990s. These network or­
ganizations could rely on long-established political mechanisms in order to 
foster gender-oriented support measures for entrepreneurs in the municipality. 

Main differences in network emergence occur with regard to the spatial ex­
tension of networks into less urbanized regions. In both case study regions, 
this spatial extension was a planned activity. While in MWP both entrepre­
neurs' networks and public administrations worked together in extending their 
activities into rural areas, this differed in the Munich region. Here, we can ob­
serve a 'top-down' approach: (Semi-)public institutions initiated the spatial 
extension of network activities into the less urbanized Munich hinterland, at­
tempting to create new networks of women entrepreneurs, while most women 
networks are less interested in extending their activities. In terms of suitable 
strategies for network development, this questions the longer term survival 
and sustainability of these new networks. Network legitimacy and network 
identities, which are important requirements for building a successful net-
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work, depend on whether members commit and identify themselves with 
'their' network. However, our case evidence for the hinterland of Munich in­
dicates that those networks initiated 'top-down' by public actors appear to 
have serious difficulties in developing a joint network identity. 

Moreover, in the case of both the remote areas in MWP and the Munich 
hinterland, foreseeable financial difficulties might add to this. Presently, rele­
vant efforts of spatial extension in both case study regions are largely based 
on temporary project fiands fi*om public (sometimes European) sources, which 
will be decreasing from 2005 onwards. While private sponsoring might be an 
option, especially in Munich, an increase in private fianding conflicts with the 
oftentimes weak resource base of young and new firms. With regard to impli­
cations for policy makers and those involved in fostering regional entrepre-
neurship development, this indicates a need to develop strategies for setting 
up and running a network infrastructure outside big urban centers also in a fi­
nancially sustainable manner. 

In both sample areas (semi-)public organizations follow principles that pre­
vious studies already identified as key factors for a successful regional milieu 
for fostering innovation and (women) entrepreneurship: They use competen­
cies and experiences of local entrepreneur organizations in order to design or 
modify entrepreneurship support measures. They support interrelations be­
tween women networks and educational institutions for the purpose of collec­
tive learning, and they provide funds for the extension of networking activi­
ties into less urbanized regions. 

On the whole, dense (formalized and informal) inter-organizational and 
personal contacts of (entrepreneur) organizations appear essential in order to 
create a regional milieu, which is favorable for (women) entrepreneurship. 
However, our study also has its limitations, because we cannot analyze the ef­
fects entrepreneurs' network activities have on new venture performance. 
Studies which analyze new venture creation across different regions of Ger­
many, like the Regional Entrepreneurship Monitor (REM) for Germany, 
demonstrate huge differences in regional start-up rates (Liickgen and Ober-
schachtsiek 2004). For example, in 2003 the Munich region had a rate of nas­
cent entrepreneurs twice as high as the one in the City of Rostock and its 
wider hinterland. Moreover, the current REM study points out remarkable re­
gional differences in venture survival rates. Compared to the Rostock region, 
urban agglomerations like Munich and Cologne apparently provide a more 
favorable business environment for new start-ups. Interestingly, the REM re­
port for 2004 reveals that the rate of women nascent entrepreneurs in the Mu­
nich region slightly exceeds the rate of men, while in the Rostock region the 
rate of male nascents is three times the women's rate (Liickgen and Ober-
schachtsiek, 2004, 17). 

Thus, we suggest that there are certain positive impacts of network activi­
ties on (women) entrepreneurship, but that these differ across regions. This 
indicates that an operational network structure is important, but it needs to be 
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complemented by other elements in order to create an entrepreneurial regional 
climate. Therefore, we recommend that further research work should focus on 
the emergence and on the effects of the entrepreneurial infrastructure on the 
development of new ventures in a particular territory. In line with Becker and 
Dietz (2002, 260) we admit, that the analysis of localized interrelations be­
tween the network infrastructure, authorities, and the performance of estab­
lished firms and young entrepreneurs deserves a comprehensive and longitu­
dinal research design, which combines adequate quantitative and qualitative 
research methods. 
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WHAT CHARACTERIZES SUCCESSFUL 
START-UP COHORTS ? 

Antje Weyh 

1. Introduction* 

Much is expected from newly founded firms. They should advance structural 
economic change, create new jobs, and promote innovations. However, it was 
often shown that many of the newly founded firms do not survive long. To 
track cohorts of newly founded firms over time is an important way for as­
sessing the long run effects of new businesses. Because these long run effects 
may differ considerably over time as well as across industries and regions, 
these dimensions should be taken into account in such an analysis. 

Start-ups constitute a market entry and, thus, a substantial element of the 
market process. There are three effects which should be considered in regards 
to the relationship between start-ups and economic development (Fritsch and 
Mueller, 2004; Fritsch, Mueller and Weyh, 2005). Firstly, there is a direct ef­
fect which is the growth of a start-up itself Secondly, a crowding-out-effect 
may occur which leads to the exit of incumbent firms as well as of newly 
founded businesses, which do not survive competition. Thirdly, there can be 
an improvement of supply-side conditions and of competitiveness. This paper 
deals with the first of the three effects, the development of new businesses, 
and the factors that influence their success. Data from the establishment file 
of the German Social Insurance Statistics are used, which provide information 
about all start-ups and their development for West Germany for the time pe­
riod of 1984 - 2002. With this database, start-ups in 326 districts (regions) of 
West Germany and 52 industries can be observed over a period of 18 years. ̂  

* I am indebted to Udo Brixy, Michael Fritsch, Marcus Kunz and Anne Otto for helpful 
comments on earlier versions. 
1 Establishments which are set up without any employees are not included because the data­
base only records establishments with one employee who is subject to obligatory social insur­
ance other than the founder. For this reason, some of the start-ups may be identified too late in 
the database. For a description of how start-ups are identified in the Social Insurance Statistics 
and an assessment of the quality of the data see Brixy and Fritsch (2002) and Fritsch and Brixy 
(2004). 
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The paper is organized as follows: Section 2 provides a review of theoreti­
cal concepts and the empirical evidence attained so far. Survival rates, hazard 
rates, and the employment development of start-up cohorts of the sample are 
reported in section 3. The main resuhs of multidimensional analysis of the 
success of start-up cohorts are discussed in section 4. Section 5 concludes the 
paper. 

2. Organizational Ecology and Review of the Evidence 

Empirical studies have shown that new firms are characterized by a relatively 
high risk of failure during their first years of existence. This so-called liability 
of newness is one of several concepts of organizational ecology for explaining 
the development of organizations^. The liability of newness suggests that 
emerging firms are more likely to exit the market than older ones. The main 
reason for this inability to survive competition may be caused by the diffi­
cultly of setting up relationships to customers and suppliers and to acquire fi­
nancial resources as well as personnel. Hence, new firms may fail because of 
problems that they have in learning their roles as social actors and in the co­
ordination with other actors (Stinchcombe, 1965). With increasing age firms 
learn how to operate the business and fewer mistakes occur (Woywode, 1998, 
41). The results of empirical studies on survival chances of new businesses 
are, however, somewhat ambiguous. While some studies confirm a liability of 
newness (e.g.: Bates, 1985; 1990; Churchill, 1955; Hannan and Freeman, 
1989; Fritsch and Weyh, 2004; Fritsch, Brixy and Falck, 2004), others attrib­
ute middle-aged businesses with the highest mortality rate (e.g.: Fichman and 
Levinthal, 1991; Audretsch, 1995; Wagner, 1994), and some claim a rela­
tively high mortality rate for older firms (e.g.: Aldrich and Auster, 1986; 
Bruederl and Schuessler, 1990). 

A non-monotonous relation between age and the probability of survival is 
referred to as liability of adolescence. According to this hypothesis, the prob­
ability of failure is relatively low shortly after founding but then increases and 
after some time decreases again. The relatively low failure rate directly after 
start-up is explained by a kind of a 'honeymoon period' of newly founded 
businesses due to a certain 'leap of faith' fi*om their environment (Fichman 
and Levinthal, 1991). Furthermore, the new businesses have an initial inven­
tory of resources available, that may be exhausted before the necessity of a 
closure threatens them (Bruederl and Schuessler, 1990). However, after this 
initial time period, the concept of a liabihty of newness applies. 

2 The classical form of the organizational ecology concept assumes that new organizations 
have specific organizational characteristics, which due to affiliation to a population or an indus­
try. Because of the phenomenon of organizational inertia, a change of the characteristics which 
were acquired in setting-up the business, would be related with an increased risk of failure 
(Hannan and Freeman, 1977; 1984). 
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The concepts of a liability of newness and a liability of adolescence suggest 
a decreasing risk of failure for older incumbent organizations. However, the 
organizational inertia can also lead to an increasing risk of failure as firms 
mature. This phenomenon is denoted as the liability of aging (Carroll, 1987, 
40; Aldrich and Auster, 1986; Bruederl and Schuessler, 1990). The basic re­
quirement that the firms are able to react to changes in environmental condi­
tions may be threatened, if certain established routines are left unchanged. 
Thus, if the firms do not adapt to new technologies and changing market con­
ditions, the risk of failure may increase with age (Baum and Mezias, 1992). 
Such a liability of obsolescence might be one explanation for the liability of 
aging. A second explanation could be labeled the liability of senescence 
(Woywode, 1998, 43). It denotes the danger of failure due to a 'sclerosis' of 
unchanged routines, rules, and organizational structures even if the environ­
mental conditions remain rather constant (Barron, West and Hannan, 1993). 

A concept which is closely associated with the liability of newness is the 
liability ofsmallness. The liability of smallness concerns the relation between 
firm size at the time of establishment and the probability of survival. Accord­
ing to this hypothesis, small firms possess a lower probability of survival than 
larger firms of the same age. Several empirical studies confirm the relevance 
of such a liability ofsmallness.^ 

Studies that investigate the development of employment in start-up cohorts 
as a measure of success are rather rare. Wagner (1994) analyzed the post-
entry performance of new firms in German manufacturing industries between 
1979 and 1982. He found a high risk of failure for entrants, which are re­
flected in relatively high hazard rates in the first years and a decreased hazard 
rate afterwards. In this study the deterioration of employment due to exiting 
firms is compensated by a growing employment in surviving firms. Boeri and 
Cramer (1992) showed that the number of employees in start-up cohorts first 
increases. Peaking approximately one year after the entry, the employment 
gradually declines and stabilizes between 90 and 100 percent of the inidal co­
hort employment. According to this study, nearly 50 percent of the new busi­
nesses did not survive the first five years. 

Brixy and Grotz (2004), using the same database as Boeri and Cramer 
(1992) for a different period of time showed higher survival rates for East 
Germany in the early phase of the transformation process than for West Ger­
many. Not only were the survival rates in the East German cohorts higher in 
this period, but also the development of the number of employees increased 
tremendously. The results for West Germany correlate with the findings from 
Boeri and Cramer's (1992) analysis. Fritsch (2004) could show that in the 
1990s each new yearly entry cohort in East Germany had a lower survival rate 

3 See e.g. Audretsch and Mahmood (1995) and Mahmood (1992, 2000) for the USA, Dunne 
and Hughes (1994) for the UK, Bruederl and Mahmood (1996) as well as Wagner (1994) for 
Germany. 
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and employment growth than its predecessor, while in the West German co­
horts the opposite pattern could be observed, i.e. younger West German co­
horts tend to have higher survival rates and more employment than the entries 
of the previous year. The pattern found for East German cohorts can be ex­
plained by an increase of market density during the transformation to a market 
economy. In general, the analysis demonstrates the importance of regional 
characteristics and time for the development of entry cohorts. 

Fritsch and Weyh (2004) analyzed cohorts of newly established businesses 
in West Germany over a time period of about 18 years. They found that only a 
few of the new firms grow and generate a significant number of jobs.^ In all 
private sector industries, the employment first grows above the initial level. A 
peaking of the employment in the first year is then followed by a decline. Af­
ter eight years employment falls under the initial level. While a similar curve 
progression was found for start-ups in the service sector, the curve for manu­
facturing remains above the initial employment level for all of the 18 cohorts 
analyzed. Obviously, the sector also plays a role for survival and growth of 
newly founded businesses. 

3. Descriptive Analysis 

This section analyzes the effect of industry, region and time on the employ­
ment development^, the survival rate^, and the hazard rate^ of start-up co­
horts. In order to analyze the impact of regional characteristics, the 326 dis­
tricts of West Germany were divided into three different types of regions: 
agglomeration, moderately congested regions, and rural areas. The 52 indus­
tries were aggregated into two sectors: manufacturing (figure 4.1) and ser­
vices (figure 4.2). 

4 After 18 years, the largest one percent of initial start-ups account for nearly 44 percent of 
employment. The largest 25 percent have 100 percent of cohort employment. 

5 In order to compare the pattern of the employment development between cohorts, the num­
ber of employees is expressed as an index with initial employment, i.e. the number of employ­
ees in the year in which the firm has been set up, set at 100 percent. 
6 The survival rate is the share of firms which were established in a certain year and survived 
the respective observation period. 
7 The hazard rate is the share of businesses that were closed in a year t under the prerequisite 
that they have survived until t-1. 
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For the start-up cohorts in manufacturing, large differences can be found 
between the three types of regions. In the agglomerations, the hazard rate is 
slightly higher than in moderately congested and rural areas., A liability of 
newness can be observed for all three types of regions.^ After a relatively 
strong decline in the first five years, the hazard rate remains at a constant 
level of six percent in agglomerations and moderately congested regions and 
approximately five percent in rural areas. The highest five year survival rate is 
found in rural areas. It is about two percentage-points higher than in agglom­
erations and moderately congested regions. While the differences between the 
cohorts are small for the hazard rate and the survival rate, they are relatively 
high for employment. The average employment in rural areas remains posi­
tive for 18 years. For moderately congested regions, the average employment 
is in each year at nearly 100 percent of the initial level. After four years, the 
employment of cohorts in the agglomerations falls below the initial level and 
declines monotonically. 

Table 4.1: Survival rates, hazard rates, and employment development in manufacturing 
and different region classifications (West Germany 1984 - 2002) 

Years 
after 
start-up 

0 

5 

10 

15 

Agglomerations 

Sur­
vival 
rate 

100 

55.37 

41.71 

32.49 

Hazard 
rate 

7.03 

5.81 

5.42 

Em­
ploy­
ment 
deve­
lop­
ment 

100 

98.82 

85.44 

82.42 

Manufacturing 

Moderately con 
regions 

Sur­
vival 
rate 

100 

58.04 

45.39 

36.01 

Hazard 
rate 

6.54 

5.16 

5.51 

[gested 

Em­
ploy­
ment 
deve­
lop­
ment 

100 

100.90 

96.88 

99.06 

Rural 

Sur­
vival 
rate 

100 

60.39 

47.69 

39.11 

areas 

Hazard 
rate 

6.11 

4.87 

4.39 

Em­
ploy­
ment 
deve­
lop­
ment 

100 

109.92 

106.15 

105.81 

The picture for the start-up cohorts in the service sector is quite different 
from what is found in manufacturing. In the first five years after being set up 
the hazard rate of newly founded service firms is marginally higher than in 
manufacturing. The hazard rate remains at a level of about six percent for the 
first five years. This pattern clearly confirms the liability of newness hypothe­
sis. The lowest survival rate after five years as well as at the end of the obser­
vation period is found for the agglomeration. Firm survival is considerably 
higher in manufacturing than in services for all three types of regions. Em­
ployment in moderately congested and rural areas is lower than in the ag­
glomerations. However, pronounced differences in the development pattern of 

8 Because of the extraordinary development of the 1984 cohort (especially for moderately 
congested and rural areas), this year was excluded in the calculation of the average employment 
over the observation period. 
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Start-up cohorts according to regional type as found for manufacturing cannot 
be identified. After reaching a maximum in the first year, the employment de­
clines monotonically in all three types of regions. In the agglomeration, it falls 
under the initial level of 100 percent after seven years, in moderately con­
gested regions this is the case after four years, and in rural areas already after 
two years. 

Table 4.2: Survival rates, hazard rates, and employment development in services 
and different region classifications (West Germany 1984 - 2002) 

Years 
after 
start-up 

0 

5 

10 

15 

Sur­
vival 
rate 

100 

47.57 

34.43 

26.55 

Agglomerations 

Hazard 
rate 

8.47 

6.56 

5.62 

Em­
ploy­
ment 
deve­
lop­
ment 

100 

103.24 

94.25 

84.54 

Services 

Moderately congested re-

Sur­
vival 
rate 

100 

49.24 

36.56 

28.91 

gions 
Hazard 
rate 

7.94 

6.16 

5.57 

Em­
ploy­
ment 
deve­
lop­
ment 

100 

98.02 

88.25 

81.21 

Sur­
vival 
rate 

100 

50.14 

37.50 

29.99 

Rural areas 

Hazard 
rate 

7.61 

6.01 

6.18 

Em­
ploy­
ment 
deve­
lop­
ment 

100 

96.09 

88.12 

78.99 

Table 4.1 and table 4.2 show employment development, survival rates, and 
hazard rates for manufacturing and services in the three regional categories 
(agglomerations, moderately congested regions, and rural areas). In all types 
of regions the survival rate after five, ten and 15 years is the highest in manu­
facturing. Survival chances of new manufacturing firms are highest in rural 
areas - perhaps because of lower market density and level of competition (see 
e.g. Brixy and Kohaut, 1998). The same pattern applies for services; however, 
the differences of survival rates between rural areas and moderately congested 
regions are not very high. The lowest hazard rates are found for manufactur­
ing in rural areas. Interestingly, the employment development of start-up co­
horts in rural areas remains above the initial 100 percent over the entire ob­
servation period. When comparing the employment development of the 
cohorts in agglomerations, it is remarkable that the cohorts in the service sec­
tor always show higher growth. This could be explained by a higher demand 
for services in densely populated regions allowing the surviving service firms 
in these regions to grow more than in other regions. All in all, it is apparent 
that different sectors also develop differently in different regions. 

4. Multidimensional Analysis 

What are the reasons for the different development of star-up cohorts in dif­
ferent sectors and regions? Which variables are suited to assess the differ-
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ences of development? In order to answer these questions an analysis of vari­
ance was conducted. Two dependent variables proved to be particularly suit­
able for measuring the success of start-up cohorts and were included in the 
multidimensional analysis: survival rate after five years and average firm size 
of the surviving start-ups after five years. The two variables differ signifi­
cantly over the three dimensions time (i), industry (j), and region (k). To 
avoid problems of serial autocorrelation and heteroscedasticity, a Huber-
White heteroscedasticity consistent covariance matrix estimator was chosen 
for the analysis. This method relates each observation to the average value of 
the industry in the appropriate region and at the same time it controls for the 
unobserved region-specific and industry-specific effects. Spatial autocorrela­
tion was accounted for by including the average of the residuals of the 
neighboring districts (regions), as well as, alternatively, the average value of 
the dependent variable in the neighboring districts (regions) into the model. 
Table 4.3 gives an overview of the potential determinants of development of 
start-up cohorts that have been tested and the expected sign of the coefficient. 

The start-up rate (business stock approach^) and the self-employment rate 
are indicators for the intensity of competition and for the economic climate 
for start-ups in the respective industry and region. The number of employees, 
the share of growing firms, and the average firm size indicate size advantages 
or disadvantages. The share of persons in the workforce with a university de­
gree stands for qualification structure, and the technological regime represents 
a measurement for the share of R&D in small firms as compared to larger 
firms. A positive coefficient for the number of employees as an explanatory 
variable can be expected because the employees represent a pool of potential 
entrepreneurs, as well as possibly a size advantage of the respective industry 
and region (Bruederl, Preisendoerfer and Ziegler, 1996, 118; Mata and Portu­
gal, 1994). The higher the start-up rate in an industry and region is, the more 
pronounced the competition and the lower the prospects of new firms to be 
successftil will be (MacDonald, 1986; Audretsch, 2001; Sterlacchini, 1994). 
However, a high start-up rate may also indicate a positive climate for new 
firm formation activity that is conducive for the success of further start-ups. 
The same applies for the regional self-employment rate. We expect a posidve 
sign for population density because of a better availability of resources in ag­
glomerations and because of spatial proximity to customers in densely popu­
lated regions. For the share of growing firms, as well as for average firm size, 
a positive relationship with the success of start-up cohorts is to be expected 
due to possible size advantages. The chances for survival and growth increase 
when the employees have higher qualifications. 

9 See Audretsch and Fritsch (1994) for different approaches of calculating a start-up rate. 
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Table 4.3: Overview of hypotheses about the effect of different factors on the success of 
start-up cohorts 

Determinants 

Number of employees in t 

Start-up-rate 

Population density 

Self-employment-rate 

he respective industry and region 

Entrepreneurial technological regime 

Share of growing firms in 

Share of employees with z 

fourth or seventh 

I university degree 

Average firm size after five or eight years 

year 

Success of start-up cohorts 

+ 

- / + 

+ 

- / + 

- / + 

+ 

+ 

+ 

Table 4.4: Regression analysis for survival rate, average firm size, and growth rate of 
employment (West Germany 1984 - 2002) 

Number (In) of employ­
ees in each industry and 
region(ijk) 

Start-up-rate (business 
stock approach) (ijk) 

Population density (ik) 

Self-employment-rate 
(ik) 

Entrepreneurial techno­
logical regime (ijk) 

Share of growing firms 
(ijk) 

Share of employees with 
an university degree (ijk) 

Average firm size (ijk) 

Average residuals in ad­
jacent regions (ijk) 

Average of the depend­
ent variable in adjacent 
regions (ijk) 

R2 (overall) 

F-value 

Survival rate after five years 

-1.6394** 
(12.75) 

-0.4588** 
(16.72) 

-0.0012** 
(5.22) 

0.2024** 
(5.85) 

-0.0562** 
(2.62) 

0.2628** 
(17.29) 

-

0.0078** 
(2.93) 

0.4547** 
(18.53) 

0.0380 

225.13** 

-1.5857** 
(12.34) 

-0.4614** 
(16.84) 

-0.0009** 
(3.75) 

0.1757** 
(5.08) 

-0.0584** 
(2.79) 

0.2431** 
(15.94) 

-

0.0079** 
(2.95) 

-

0.5371** 
(22.82) 

0.0408 

265.84** 

Average firm 
five years 

1.8298** 
(10.85) 

0.4645** 
(9.42) 

0.0009** 
(3.57) 

-

-

0.2756** 
(10.36) 

0.2332** 
(3.91) 

-

-0.0409 
(1,57) 

• 

0.0116 

45.33** 

size after 

1.8351** 
(10.92) 

0.4664** 
(9.46) 

0.0009** 
(3.51) 

-

-

0.2758** 
(10.24) 

0.2311** 
(3.90) 

-

-

0.1185** 
(3.58) 

0.0118 

43.16** 

i: values per year, j : values per industry, k: values per region. **: statistically significant at the 
one percent level. *: statistically significant at the five percent level. 
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Empirical studies show diverging results for the influence of the techno­
logical regime on survival and growth (Winter, 1984). The technological re­
gime is measured as the share of R&D employees in small firms divided by 
the share of R&D employees in all firms representing the importance of small 
firms in the innovation activity. Two types of technological regimes are usu­
ally distinguished: the entrepreneurial technological regime and the routinized 
technological regime. An entrepreneurial technological regime is a character­
istic for early stages of the industry life cycle where no dominant design is es­
tablished and a high share of the R&D acfivity is in the small firms. A routi­
nized technological regime characterizes the later stages of the life-cycle. In 
such a structure, innovation activity of the industry is dominated by the large 
firms. Literature suggests that in an entrepreneurial technological regime the 
survival and growth chances of newly founded businesses are smaller 
(Audretsch, 1995, 65-122). However entry of new firms is easier at such a 
stage than in a routinized regime (Klepper, 2001; Klepper and Simons, 2000; 
Suarez and Utterback, 1995). 

The results of the estimations are presented in table 4.4. The values of all 
the explanatory variables relate to the year in which the new businesses have 
been established. The expected signs for the share of growing firms, as well 
as for average firm size are confirmed in the model for the survival rate. The 
higher the number of employees in the respective industry and region, the 
lower the survival rate is. The number of employees in the respective region 
and industry has a strong negative influence indicating diseconomies of size. 
A negative sign is also found for the start-up rate indicating a relatively low 
likelihood of survival in regions with high levels of new firm formation activ­
ity. This may be explained by the pronounced intensity of competition in in­
dustries and regions with a high level of start-up activity. Also the negative 
sign for populadon density may indicate an effect of relatively high competi­
tion in agglomerations. A high self-employment rate has a positive influence 
on the five-year survival rate, which may be regarded as an effect of a posi­
tive start-up climate in an industry and region on the success of newly 
founded businesses. A negative sign was found for the technological regime 
measure pointing at a higher risk of failure in an entrepreneurial economic 
environment. 

The estimations for the average size of the surviving new firms after five 
years confirmed most of the expected relationships. The numbers of employ­
ees in the industry and region as well as the start-up rate have a positive im­
pact indicating that the size of the industry in the region and a pronounced en­
trepreneurial climate is more important for the growth of the surviving start­
ups than the relatively high intensity of competition by other new firms. The 
expected sign for the share of growing new firms and for qualification of the 
workforce is also confirmed. 

In both models, a considerable degree of spatial autocorrelation was found 
indicating that the success of start-up cohorts in adjacent regions is not inde-
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pendent but related in some way. There are two possible explanations for such 
spatial autocorrelation. Firstly, there may be influences at work which pertain 
to adjacent regions and which are not fiiUy reflected in the explanatory vari­
ables of the model. In order to account for this type of spatial autocorrelation, 
the average value of the residuals in adjacent regions is included in the model. 
A second source of spatial autocorrelation may be that the effect of certain de­
terminants of cohort success is not limited to the particular region but also 
spills over to other regions. Controlling for this type of spatial autocorrelation, 
the average of the dependent variable in adjacent regions is included. Both 
types of controls lead to nearly the same results indicating a considerable de­
gree of spatial autocorrelation. 

5. Conclusion 

The analysis has shown that there are pronounced differences in the develop­
ment of start-up cohorts across industries and regions. Thus, the direct em­
ployment effect of new businesses varies according to the characteristics of 
the respective industry and region. While it might be more promising for a 
new manufacturing firm to be located in a rural area than in a high density 
area, the opposite seems to hold for start-ups in the service sector. 

In the multidimensional analysis, a set of variables could be identified that 
have an impact on the success of a start-up cohort. Especially, it shows that 
regional characteristics are of great importance for the success of start-ups. 
The pronounced degree of spatial autocorrelation found also demonstrates the 
importance of regional factors for the performance of the new firms. 
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5 DIRECT EMPLOYMENT EFFECTS OF NEW 
FIRMS* 

Further Empirical Insights Concerning the Regional and 
Technological Dimension 

Dirk Engel and Georg Metzger 

1. Introduction 

Recent published studies suggest a positive relationship between new busi­
ness formation and economic development (Audretsch and Fritsch, 2003; 
Audretsch and Keilbach, 2004; Fritsch and Mueller, 2004). Regions are, how­
ever, heterogeneous units and differ with respect to determinants of growth, l 
These determinants also affect firm formation and firm growth, and one may, 
therefore, expect remarkable regional differences in the employment contribu­
tion of new firms. For example, Brixy and Grotz (2004) show that the cohort 
employment of Eastem German start-ups increased more than that of Western 
German start-ups in mature stages. Related to this discussion, particularly 
firms occupying market niches and entering into formative stages of new in­
dustries are seen as driving forces for positive employment effects in the long 
run. New or better products, processes, and services increase the technologi­
cal competitiveness of an economy and, hence, its economic growth. Tech­
nology orientation and knowledge intensity are major characteristics of firms 
occupying market niches forcing its performance and survival (see Almus et 
al., 1999; Almus, 2001; Agarwal and Audretsch, 2001). 

Thus far, a descriptive analysis highlighting the regional differences in the 
employment contributions of new firms on a more disaggregated regional 
level as well as those in the employment contributions of high-technology 

* Financial support from the Deutsche Forschungsgemeinschaft through grant STA 169/10-2 
is gratefully acknowledged. Special thanks to Matthias Almus and Susanne Prantl for preparing 
the ZEW Entrepreneurship Study and to Georg Licht, Jurgen Egeln, and Helmut Fryges for 
valuable comments and discussion. 
1 Fritsch (2004), for example, summarizes a number of reasons why growth may differ be­
tween regions. Regions may differ with respect to technology regime, industry structure, 
knowledge, and knowledge flows, ability to cluster industries and much more. 
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firms has not been performed.^ In this paper, we address both questions and 
present new findings with respect to the direct gross employment effect of 
new firms. In doing so, we offer descriptive resuhs concerning the employ­
ment figures of certain cohorts of newly founded firms and their evolution in 
mature stages. Since we do not account for indirect effects, namely crowding-
out effects in incumbents and positive supply-side effects, we only address 
one major part of new firms' employment effects. 

Besides the two unique features of this paper, our results also allow a com­
parison to the findings of Boeri and Cramer (1992); Brixy and Grotz (2004); 
Fritsch and Weyh (2004). In contrast to all these studies, we apply the ZEW 
Entrepreneurship Study as an ahemative database to the lAB Establishment 
Register. The latter database suffers firom the limitation that foundations of 
sole proprietorships, that is, firms without any employee subject to social se­
curity contributions, are not included. 

The remainder of the paper is presented as follows. In the following section 
we provide some background information on the topic of employment effects 
of newly founded firms and derive our expectations regarding the evolution of 
cohort employment. A short description of the database and some information 
on data preparation are presented in Section 3. Section 4 contains the results 
of our empirical analysis. The study concludes with a summary in Section 5. 

2. Background 

2.1 Employment Effects of New Firms 

We start with a systematic look at the employment effects of new firms (see 
also Fritsch, 1997; Fritsch and Mueller, 2004). The employment effects of a 
cohort of a newly established firm are aligned with the course of the firm's 
life cycle. New firms create an initial number of new jobs at their foundation. 
In the mature stage, the number of jobs generated by new firms depends on 
their success with respect to sufficient profitability. Insufficient success re­
sults in severe consequences, like capacity reduction or market exit - both 
lead to job losses. These losses might be compensated by the growth of sur­
viving firms. The early-stage growth of new firms is mainly affected by their 
size at foundation. This stylized fact results from wide empirical evidence 
seeking to test Gibrat's Law. Gibrat's Law postulates that firm growth is in­
dependent of firm size (see Geroski, 1995, for details). 

In the mature stage, the employment effect of new firms can be positive or 
negative. The ultimate sign, thereof, depends on the ability of surviving firms 
to cull more new employees than other firms release due to its market in­
volvement. The business activities of new firms interfere with the market po-

2 Weyh (2006), also presents empirical evidence concerning the development of cohort em­
ployment on a more disaggregated level. 
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sitions and supply chains of incumbents. Thus, an indirect new-firm employ­
ment effect is apparent. On the one hand, new or better products, processes, 
and services increase the surplus for sub-purchasers heightening their com­
petitiveness and, hence, the employment security and development of existing 
firms. On the other hand, increasing market pressure hinders the development 
of competitors, which might result in job losses. Table 5.1 summarizes the 
main effects of new firms with respect to employment. 

Table 5,1: New firms' employment effects 

Effect... 

...in new firms 
(direct effect) 

...on other firms 
(indirect effect) 

Bottom line 

... in short term ... in medium term 

Jobs at Job gains for surviving Job losses for poorly per-
foundation firms, which then grow forming firms 

Job gains for sub- Job losses for competitors 
purchasers and suppliers 

Is strictly Possibly positive or negative 
positive 

2.2 Empirical Evidence for Germany 

In this paper, we emphasize the direct employment effect of new firms in the 
medium term. We are particularly interested in the employment contributions 
of new businesses in Hght of general employment. Boeri and Cramer (1992) 
present initial results for West Germany for the period from 1977 to 1987. 
Their results clearly suggest an inverse U-shaped curve of cohort employment 
evolution over time: cohort employment rose in the first two years and de­
clined thereafter. Their picture emphasizes that cohort employment in mature 
stages tends to be somewhat lower compared to the initial employment. Brixy 
and Grotz (2004) focused on employment figures in the 1990s and dealt with 
East/West-differences in particular. Their findings for Western Germany are 
mostly in accordance with results of Boeri and Cramer (1992). The recently 
published study by Fritsch and Weyh (2004) gives some initial insights into 
long-term cohort employment development. Most remarkably, the cohort em­
ployment continuously declines after a period of eight years. The number of 
individuals employed by a cohort of a new firm reaches about 80 percent of 
the initial level 18 years after foundation. In summary, the direct employment 
contribution of new firms is considerable in the long term as well. 

2.3 Regional Conditions and their Relevance to Direct Employment 
Effects 

Regional conditions may affect the formation, survival and growth of new 
businesses. Brixy and Grotz (2004) show the most remarkable regional effect 
in terms of the comparison of Eastern and Western Germany. By applying an 
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alternative database, we test the validity of their results. The Eastern German 
economy was characterized by an (ongoing) transformation process, which 
has been initiated by "shock treatment" (Brezinski and Fritsch, 1995). The in­
troduction of the Deutsche Mark on July 1, 1990 led to enormous economic 
pressure on the Eastern German economy. Competitiveness decreased re­
markably and existing partners in the formerly communist Eastern Bloc were 
not willing to pay new prices in hard currency. Due to this, many firms col­
lapsed and released huge portions of the Eastern German workforce. On the 
other hand, enormous transfers of resources from Western to Eastern Ger­
many preserv^ed a relatively substantial purchasing power. The combination of 
both instances defined a "start-up window" for entrants into the Eastern Ger­
man market. The collapsing of firms led to low competition in local markets 
for non-tradable goods. The lack of infrastructure as well as a backlog in con­
sumption in conjunction with the aforementioned preserved purchasing power 
offered an ideal opportunity to set up new businesses and realize fast growth. 
Based on these concepts, we expect that the overall growth rate of cohort em-
ployment of newly founded Eastern German firms is higher than that of West­
ern German firms. 

In addition, we point out regional differences within Eastern as well as 
Western Germany. In doing so, we expect that the evolution of cohort em­
ployment may differ between regions with high population density and those 
with lower density levels. High-density regions show some advantages with 
respect to the availability of highly qualified employees, R&D infrastructure, 
market size, and market heterogeneity. However, these regions are also con­
fronted with some disadvantages; higher local taxes and rent payments as well 
as narrow physical spaces for firm expansion hamper firm growth in high-
density regions. One may expect these regions to be mainly attractive to 
small-scale firms with low growth perspectives, e.g. R&D-intensive firms in 
early stages and service-oriented firms. As a result, growth oriented new firms 
may avoid settling in densely populated regions. Therefore, regions with 
moderate or low population density may attract growth-oriented firms to a 
greater extent and, hence, perform better with respect to the evolution of new 
firm cohort employment than regions with high population density. 

2.4 Business Characteristics and their Relevance to Direct Employment 
Effects 

We also stress the role of firms occupying market niches and entering into 
formative stages of new industries. A formative industry life-cycle stage 
known as the 'entrepreneurial regime' (Winter, 1984) is favorable to the entry 
of new firms with knowledge-intensive or innovation activities. Trial-and-
error processes and high uncertainty (e.g. regarding demand, market accep­
tance or technological risk) are characteristics which characterize this stage. 
Experienced value-added processes, minor (expected) profitability of new 
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business ideas and insufficient flexibility to implement radical changes in the 
specification of products or within the production process hinder incumbents 
in playing an active role in the formative stage of a new industry. 

A mature industry life-cycle stage is characterized by incremental innova­
tions, high importance of its accumulated stock of knowledge and a 'routi-
nized regime' (Winter, 1984), all of which are necessary to complete the in­
novation process. It favors activities of incumbents if knowledge and 
experience are non-transferable. Some business ideas and market niches, 
however, are inaccessible to incumbents due to their disadvantages in imple­
menting new specifications in their proven production processes. Hence, theo­
ries of strategic niches proposed by Porter (1979) and others suggest the si­
multaneous co-existence of small and large companies - if small firms 
identify and occupy niches. Along these lines one may expect that the cohorts 
of new firms occupying market niches and entering into formative industry 
life-cycle stages perform better with respect to the evolution of cohort em­
ployment than the cohorts of other new firms. 

3. Database, Definitions, and Procedures 

We use the ZEW Entrepreneurship Study to derive empirical evidence con­
cerning the employment figures of cohorts of new firms. The database was 
constructed by the ZEW and the University of Mannheim via a telephone sur­
vey in 1999 (see Almus et al., 2001, for details).^ The survey aimed to acquire 
information with regard to the annual employment as well as the survival 
status of firms founded between 1990 and 1993. The ZEW Foundafion Panels 
East and West provided the parent population from which a random sample of 
6,000 Eastern German and 6,000 Western German firms was drawn. These 
panels are based on data allocated by Creditreform, which, as the largest 
German credit rating agency, maintains a comprehensive database of German 
firms (Almus et al, 2000). With 3,702 complete interviews'^ out of 
12,000 sample observafions, the response rate (31 percent) surpasses many 
other German studies conducted by telephone.^ 

We apply the definifion of the German Federal Office for Building and Re­
gional Planning (BBR) to analyze regional differences in the evolution of em­
ployment contributions of new firms. In doing so, we differentiate between 

3 The questionnaire was part of a project co-funded by the Deutsche Forschungsgemein-
schaft (DFG) under the grant LEI 147/1-1. Matthias Almus and Susanne Prantl were mainly re­
sponsible for organizing the questionnaire, and both pubUshed a series of papers based on it. 

4 The term "complete interview" refers to a final status of the CATI system. Nevertheless, 
the individual observations differ in their information content. 

5 Several firms refused to answer all of the questions but at least gave information as to 
whether they had exited the market or not. For analyses dealing with the survival of firms, a 
statement regarding the survival status is possible for an additional 2,234 firms. 
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agglomeration regions, moderately congested regions, and rural areas. Firm 
affiliation is available at the zip code level, and, thus, supports the aggrega­
tion of cohorts of new firms according to these three types of regions. Due to 
our use of firm-level data, each firm's entire employee base is apportioned to 
the region in which its headquarters is located, regardless of where the em­
ployees actually work. Hence, regions that are home to firms with fewer non­
resident establishments are represented more accurately. 

Related to the second main contribution of the paper, we consider cohorts 
of knowledge-intensive and technology-intensive firms to approximate the 
group of firms occupying market niches. In addition, we take into account 
business formation activities in the information and communication technol­
ogy (ICT) sector as an example of a new market. The expectations regarding 
the benefits of applying ICT innovations are still very high and partly con­
firmed in empirical studies (see, e.g., Bresnahan et al, 2002). Based on this 
high potential for new ICT applications, an increase in the number of ICT-
related firms is evident. 

The identification of high-technology firms, knowledge-intensive firms, 
and firms in the ICT sector is based on the industry-level bearing on the clas­
sification of technology-intensive goods derived by the Organisation for Eco­
nomic Co-operation and Development (OECD) (see Gehrke et al., 1997). 
Manufacturing industries are divided according to their R&D intensity into 
'high-technology industries' and 'other manufacturing'. High-technology in­
dustries are considered as having an average R&D intensity of 3.5 percent or 
higher. Recent empirical studies (see, e.g., Engel and Tier, 2001) show that 
many firms in the service sector carry out considerable innovation activities 
as well. Analogously, these service industries are treated as part of the high-
technology service sector (see Grupp and Legler, 2000). Finally, we stress the 
importance of non-technical consulting services (NTCS) characterized by 
high levels of knowledge intensity. High-technology industries and NTCS 
form the group of knowledge-intensive firms. Firms in other industries are 
low-tech as well as low-knowledge-intensive. The cross-section sector 'In-
formafion and Communicafion Technology' is defined according to the 
OECD (2000) list of applicable industries. Additionally, we include the retail 
sale of ICT-related products in the ICT sector (see Licht et al., 2002). 

Alternatively, we use information about the entrepreneurs in regarding 
knowledge-intensive firms. In accordance with Landstroem's (1999) defini­
tion, we regard an entrepreneur as an individual who takes on ftiU or partial 
responsibility for the risk of a firm's failure and who is involved in its man­
agement. Subsequently, we aggregate individual-level data about each entre­
preneur's highest graduate degree at the firm level. We differendate among 
firms with at least one academically distinguished founder, those with at least 
one master craftsman and those with lower 'human capital' inputs. 

The parent population includes about 304,000 new Eastern German firms 
and 474,000 new Western German firms. Our final sample of 1,683 surveyed 
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firms is a 0.2 percent sample of the parent population. This paper provides 
representative analysis concerning the cohort development and the share of 
new firm employment in overall employment. Thus, we make a projection 
from the sample data to the parent population of newly founded firms. Thus, 
we weight each firm with the inverse of the firm's drawing probability and 
subsequently calculate the sum of cohort employment. Each firm's drawing 
probability is differentiated by firm size, industry, and survival state. These 
factors are the main determinants of the firm's employment level and, hence, 
may eliminate the bulk of the potential sample bias. 

4. Empirical Results 

In essence, we focus on a description of cohort employment evolution and 
present possible explanations for observed figures. Our analyses take the em­
ployment contribution of surviving firms into account as well as that of busi­
ness failures. Of course, our explanations are not sufficient to derive causal 
relationships. This is mainly due to the fact that we do not control for the im­
pact of other factors - start-up size, for instance - explicitly. 

4.1 Cohort Development Between 1990 and 1999 

We start with an analysis resembling the study of Brixy and Grotz (2004). In 
contrast to these authors, we focus on firm-level cohort development, thereby 
taking sole proprietorships into account. Figure 5.1 shows the employment 
development of four Western German cohorts of new firms; figure 5.2 does 
the same for the four Eastern German firms. Since we are focusing on the 
comparison of developing patterns, we present indices. The number of em­
ployees in new firms at the foundation year is, thus, set to the initial index 
value of 100. The values for the subsequent years are calculated as follows: 
the employment statistic in year t is divided by that of the foundation year 
then multiplied by 100. 

While, for example, the Eastern German 1990s cohort reaches an index 
level of 159 points, the Western German cohorts reaches only 133 points at 
the end of the investigation period in 1999. We observe lower index levels in 
the year 1999 for the 1991 cohorts. The difference between Eastern and 
Western German cohorts, however, is still obvious. The superiority of the 
Eastern German cohorts results from the so-called 'start-up window' that they 
were able to utilize after the German reunion: the very low firm density and 
firm productivity, lack of infrastructure, and backlog in consumption seen in 
the period offered an ideal opportunity for newly founded firms to grow. 
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Figure 5.1: Western German cohort-employment development 
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Figure 5.2: Eastern German cohort-employment development 

However, the 'start-up window' closed very quickly. Subsequently worse 
economic conditions led to lower index levels for 1992 and 1993 cohorts of 
new firms in 1999. This observation is in accordance with the results of 
Geroski et al. (2002). They show for new Portuguese firms that founding con­
ditions have long-term effects on survival and, as a consequence, on post-
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entry performance. Most of the cohort developments take the expected course, 
but the Western German 1992 and 1993 cohorts do not. Because initial condi­
tions in 1993 were worse than in 1992, the 1993 cohort performed better than 
that of 1992. However, one might expect - regardless of the economic condi­
tions - any cohort to definitely grow in the first year; for instance, founders 
tend to start very optimistically, blind to reality to a certain degree. This 
background facilitates the explanation of the evolvement of the two cohorts in 
question: after the first year of their existence, the firms of the 1992 cohort 
were confronted with a declining real GDP in 1993, thus having to draw on 
their resources to withstand the poor economic situation. The firms founded 
during 1993 were able to match their initial features with the prevalent condi­
tions. After their first period, they were faced with better conditions and did 
not need to draw on their resources. As a consequence, they were more capa­
ble o exploit the increasing economic activity. 

Figure 5.1 and figure 5.2 also show the typical inverted U-shaped, two-
phase development of cohort employment. Firstly, employment losses in 
poorly performing firms (including market exits) are overcompensated for by 
firms which expand in their first years. This period is very short, and lower 
maximum index levels are reached if economic conditions are poor. The in­
crease in cohort employment is then followed by a continuous decline in em­
ployment until the end of the investigation period. Employment gains if ex­
panding firms cannot compensate for employment losses in poorly 
performing firms. Cohorts confronted with bad economic conditions fall short 
of the starting level at the end of the investigation period. This means that, in 
general, the direct initial employment contribution of new firms is reduced, 
and, hence, cannot be maintained in the long run. In summary, we observe a 
very similar development of cohort employment at the firm level, just as 
Brixy and Grotz (2004) did on the level of establishments with one or more 
employees making social security payments. The 'start-up window' for East-
em German firms closed very quickly, and the development of cohort em­
ployment follows an inverted U-shaped curve. 

So far, the figures are merely displaying the development of the cohort em­
ployment of each founding cohort. However, relatively little is known about 
the absolute contribution that newly and recently founded firms make to econ­
omy employment. Figure 5.3 presents the shares in the whole labor force, in­
corporated by the founding cohorts between 1990 and 1999. Beneath the typi­
cal inverse U-shaped courses, which are mapped by the quotas of the single 
cohorts, one can see that more than a few people were wage-earners in young 
firms. The share of a cohort in the labor force at the year of foundation ranges 
between 1.7 and 2.4 percent. The share increases in the medium-term for the 
1990 and 1991 cohorts, and decreases for the 1992 and 1993 cohorts. In 1993 
about 11 percent of the labor force was employed in firms not older than four 
years. One in nine employees worked in a young firm. From our point of 
view, the direct employment effect of new firms is remarkable. The economic 
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conditions in the early 1990s were extraordinarily good and the transforma­
tion of the Eastern German economy to a market-oriented economic system 
was firing on all cylinders. These conditions indicate optimal possibilities for 
the entry and growth of new firms and hence, the cohort development is not 
representative of cohorts in the late 1990s. 
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Source: ZEW Entrepreneurship Study, authors' own computations. 
Figure 5.3: Cohorts' share-development in created jobs, scaled by labor force 

4,2 Regional Pattern of Cohort Development 

In the following, we distinguish regional differences in the evolution of cohort 
employment. Due to data restrictions, we are not able to stress regional differ­
ences for diverse groups of firms (e.g. by sectors) and are forced to pool the 
data. Therefore, we present employment figures for all new firms in agglom­
eration regions, moderately congested regions, and rural areas. In doing so, 
figure 5.4 shows the results for Eastern Germany and Western Germany. The 
figures suggest remarkable differences in the evolution of cohort employment 
between agglomeration regions on the one hand and moderately congested re­
gions as well as rural areas on the other. The number of employees in cohorts 
of new firms which are located in moderately congested regions or rural areas 
reaches about 160 percent of initial employment in the sixth year. In contrast, 
cohort employment in agglomeration regions declines very quickly and ends 
at 109 percent of the figure at time of foundation. The differences may sup­
port the idea that regions with high population density may attract another 
type of new firm than regions with low density do and that growth-relevant 
conditions differ between the regions. The differences in employment figures 
for Western German regions are similar to Eastern Germany in the first four 
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years. Contrary to the Eastern German case, cohort employment in agglom­
eration regions does decline in the fifth and the sixth years. In the results, all 
regions show a similar change in cohort employment in the sixth year: The 
values range between 109 and 115. The employment figures are very similar 
to results of Weyh (2006) in this volume. 
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Figure 5.4: Eastern German cohort-employment development according to region 
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Figure 5.5\ Western German cohort-employment development according to region. 
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4.3 Technology and Human Capital Differentiation 

Now we focus on the second main contribution of our paper: the role of new 
firms occupying market niches and/or entering into formative industry life-
cycle stages. Firstly, we look at the cohort-employment development of dif­
ferent groups of firms according to their industry. Secondly, we discuss the 
implications regarding sharing between knowledge-intensive firms as well as 
of firms in high-tech and ICT-related industries in the cumulative number of 
employees of all newly founded firms. We are unfortunately obliged to pool 
the data and to depict a period of just six years. This is due to the small num­
ber of newly founded firms in our dataset attributable to the group of high-
tech-oriented firms. Thus, an analysis differentiated according to year of 
foundation makes no sense and, consequently, we have to ignore founding in­
formation and pool the data in order to achieve a sufficient number of obser­
vations for our analysis. The loss of pooling is given by the reduction of the 
investigation period, which is limited by the information on employees for the 
youngest cohort (= cohort of new firms founded in 1993). In this case, we 
have information for six years. 

Figure 5.6 screens the cohort-employment development for five sub-groups of 
the private economy. It can be observed that the curve representing the cohort 
employment of superior-tech and high-tech firms steadily increases and 
reaches an index value of nearly 220 points after six years. The growth of the 
cohort employment of firms offering technology-intensive services or non­
technical consulting services is smoother, with the curves reaching their top 
levels (140 and 150) in the fourth and fifth years. The cohort employment of 
the remaining firms in low-tech industries already reaches its top level in the 
third year and declines afterwards to an index level of 110 until the sixth year 
after foundation. 

Figure 5.7 shows the cohort-employment development according to the 
founders' 'human capital', which is measured at the firm level by the highest 
academic achievement of the involved entrepreneurs. We differentiate among 
firms founded by academics, master craftsmen, and founders with lower 
qualifications. The curve representing the employment development of start­
ups founded by academics outpaces the two other groups, reaching a top level 
of about 160 index points and falling back to 140 points in the sixth year. The 
end levels of each of the other two groups are about 130 points. It is amazing 
that the curves of these two aggregates end in close contact despite the fact 
that - besides the observations which were not able to be assigned - several 
founders lacking an apprenticeship or any other education are included in the 
residual group. Craft firms, however, are usually small and remain so because 
they are, due to regulation, confronted less with the 'pressure to grow' in or­
der to remain in the market. It could be argued that the predominance of new 
'academic' firms results from the fact that these firms operate mostly in the 
high-tech industries of manufacturing. However, in our sample, the smallest 
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share of academics founded new firms in these industries. Most academics -
neglecting the aggregate of the miscellaneous industries - settled in the tech­
nology-oriented services sector. From the opposite point of view, the highest 
share of academic entrepreneurs can also be found in the tech services indus­
try. The second-largest share is associated with non-technical consultants. 
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Figure 5.6: Industry-specific cohort-employment development 
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Figure 5.7: Cohort-employment development categorized by founders' human capital 
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Figure 5.8 presents the compendious employment development of new 
firms pertaining to the ICT sector. The analysis of the ICT sector follows the 
idea of separating a group of firms, which entered markets in formative 
stages. The four sub-groups regarded are: the ICT sector as a whole, the ICT 
sector without trading and leasing, ICT-related trading and leasing, and non-
ICT industries. Firms with ICT-related trading and leasing activities reach an 
index level of about 220 at their peak and outperform the group of remaining 
ICT firms as well as remaining firms outside the ICT sector. It is remarkable 
that the cohort of software developers does not achieve a higher employment 
growth compared to the firms outside the ICT sector. In contrast to the results 
for high-tech industries, high-tech orientation does not necessarily achieve a 
high employment growth. In the early 1990s, computers started their diffusion 
into private households. Thus, the ICT-consumer market consisted mainly of 
retailers, which were beginning to prosper and build up employment. The 
boom of software developers and service suppliers started a few years later 
and led to flourishing founding conditions for mid-1990s ICT-cohorts. 
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Figure 5.8: ICT-specific cohort-employment development 

Almost all of the presented results suggest that cohorts of firms occupying 
market niches or entering new markets achieve higher employment growth 
compared to the others. 
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Figure 5.9: Job-share development of cohorts attributable to technology-intensive 
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Figure 5.10: Cohorts' share-development in created jobs assignable to the ICT sector 

One impact of the higher-than-average employment growth of new high-
technology firms, knowledge-intensive firms and firms in the ICT sector is its 
increasing share in the overall number of jobs created by a cohort of new 
firms. This increase is shown by the next three figures. Six percent of the cre­
ated jobs in the founding year can be attributed to firms in high-tech indus-
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tries (figure 5.9). This share rises steadily to above eight percent after six 
years of existence. With regard to many exaggerated statements about the im­
portance of newly founded high-technology firms for the labor market, this 
result falls short of expectations. The ICT sector starts as a whole with a share 
of just 3.2 percent. While the share of the ICT trading and leasing sector rises 
continuously from 1.5 to 2.4 percent, the share reflecting the second ICT 
group hovers around 1.7 percent, hampering the general increase (fig­
ure 5.10). Figure 5.11 screens the shares according to founders' human capi­
tal. In the founding year, 42 percent of the new jobs traceable to firms 
founded by academics and 8.5 percent result from foundations made by mas­
ter craftsmen. In the observation period, the latter wavers around the afore­
mentioned 8.5 percent with only moderate fluctuation. The superiority of the 
cohort of academic founders leads to a distinct rise in its share of jobs created 
to a level of 44.5 percent. 

The advantage of technology-oriented and knowledge-intensive firms may 
be influenced by technology orientation as well as knowledge intensity. Once 
again, our analysis is not appropriate for deriving a causal relationship. The 
descriptive results tell us something about variances among different cohorts 
of new firms. For example, the employment figures might also result from 
differences in governmental support activities (see table 5.2). The table sug­
gests remarkable differences in the share of firms funded by cheaper loans 
fi-om public banks. 
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Table 5.2: Industry-specific supporting quotes 

Industry 

Superior- and high-technological manufacturing 

Non-techno logical manufacturing 

Technology-intensive services 

Non-technological consulting and remaining firm-related services 

Miscellaneous industries (consumer-oriented services, construc­
tion, trade services, transportation) 

Support 

Yes 

50% 

41 % 

22% 

18% 

32% 

No 

46% 

56% 

75% 

8 1 % 

66% 

n/a 

4 % 

3 % 

3 % 

1% 

2 % 

Source: Almus et al. (2001). 

5. Conclusions 

The paper provides additional empirical evidence of the evolution of cohort 
employment of new firms and the level of their direct gross employment ef­
fect. We confirmed the inverted U-shaped curve of cohort employment at the 
level of firms. Newly founded Eastern German firms had a growth advantage 
in terms of better economic conditions - known as the 'start-up window' -
inducing an advantage over their Western German counterparts. To summa­
rize, our firm-level analysis showed similar results compared to studies based 
on establishment data. Our analysis provides insight at a disaggregated level 
of regions as well. The results for Eastern Germany suggested that agglomera­
tion regions perform worse with respect to the evolution of cohort employ­
ment of new firms in mature stages. In contrast, differences among agglom­
eration regions, moderately congested regions, and rural areas are evident in 
the first years but declined to zero in mature stages in Western Germany. 

The direct employment effect can be remarkable. Each cohort of new firms 
provides between 1.7 percent and 2.4 percent of all jobs in Germany at the 
time of foundafion. The economic condifions in the early 1990s were quite 
extraordinary and are not representative of the present. Therefore, we expect a 
lower employment contribution of new firms founded at present. The em­
ployment contribution of one single cohort appears to be small; however, tak­
ing into account the high turbulence rate in the economy, numerous jobs are 
created and destroyed within a few years' time. 

Finally, we illustrated that cohorts of firms founded in high-technology in­
dustries as well as in ICT-related trading and leasing generally perform better 
than other newly founded firms. This dominance was also evident in aca­
demic foundations. The employment figures implicated an increase in the 
share of all jobs provided by new high-tech firms in the medium-term. High-
tech firms reached a share of about eight percent in the sixth year after foun­
dation. This result emphasizes that the direct employment effects of high-tech 
firms are very small. Indirect employment effects may be more important due 
to the supply of new or better products. 
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6 HOW FAST DO NEWLY FOUNDED FIRMS 
MATURE? 

Empirical Analyses on Job Quality in Start-Ups* 

Udo Brixy, Susanne Kohaut and Claus Schnabel 

1. Introduction 

Economic policy in Germany strongly stimulates the founding of new firms, 
not least because politicians hope that new firms may create the additional 
employment that is so desperately needed in Germany. In order to find out 
whether this is really the case and how successful new firms are, a growing 
empirical literature has studied the performance of new firms at various levels 
of aggregation. At the micro level, i.e. using data of individual firms or estab­
lishments, quite a few studies have been published in the last decade that ana­
lyze the success of newly founded firms over the years in terms of survival 
rates, employment growth, and other indicators of firm performance (see, e.g., 
Wagner, 1994; Bruderl et al., 1996; Brixy and Kohaut, 1999; Almus, 2002). 
From a macro perspective, using the concepts of job creation, job destruction 
and job turnover, a number of studies have tried to identify the extent to 
which new firms contribute to aggregate employment growth (see, e.g., Boeri 
and Cramer, 1991; Bellmann et al , 1996; Gerlach and Wagner, 1997; Turk 
2002; Brixy and Grotz, 2004).! 

Most of this research has concentrated on the number of new jobs created, 
although the persistence of these jobs has also been taken in consideration. 
This reflects the insight that not only the quantity but also the quality of (new) 
jobs is important. The quality of employment has also been stressed recently 
by the European Commission (2001: ch. 4) and is part of its employment 
strategy. While it may be difficult to define and measure the characteristics 

* The authors would like to thank the Deutsche Forschungsgemeinschaft for financial sup­
port under project SCHN-730/2-1. Helpful comments on previous versions of this paper by 
Joachim Wagner, two anonymous referees, the participants in the DFG program workshop in 
Mannheim and the participants in seminars at the Institut der deutschen Wirtschaft Koln and 
the University of Regensburg are gratefully acknowledged. The usual disclaimer applies. 

1 International studies at the micro level include Dunne et al. (1989) for the US and Storey 
(1994) for the UK; macro analyses are provided, inter alia, by Davis et al. (1996) for the US 
and Barnes and Haskel (2002) for the UK. 
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which best reflect job quaUty, wages and working conditions as well as labor 
fluctuation in the plant are surely among potential indicators. Whether these 
indicators differ between newly founded and incumbent firms has received 
surprisingly little attention in empirical research so far. It would also be inter­
esting to know whether such differences - if they exist - vanish over time 
once the new business matures and how fast such a convergence takes place. 
In other words, we do not know how long it takes until a new firm becomes 
an incumbent firm. 

This paper seeks to overcome this research deficit by analyzing differences 
in wages, bargaining coverage and labor fluctuation between newly founded 
and other firms in Germany in the period from 1997 to 2001. It makes use of 
a representative sample of establishments that were founded in 1995/96 and 
that form part of a large-scale set of establishment data in Germany. This 
unique data set is described in section 2. Section 3 analyzes the determinants 
of labor fluctuation and traces the observed differences in labor turnover of 
the cohort of newly founded establishments over time. In a similar way, the 
wage differential of newly founded establishments is investigated in Sec­
tion 4, and their bargaining coverage is compared to that of other plants. Sec­
tion 5 provides some concluding remarks and suggestions for fixture research. 

2. The Data 

The data used in this study is derived from two sources that are closely inter­
related and together form an employer-employee data set. The employee side 
of the data set is the "German Employment Statistics", which is sometimes 
also called the "German Social Insurance Statistics" (see Fritsch and Brixy 
2004 for details). It requires all public and private employers to report certain 
information about every employee who is subject to obligatory social insur­
ance, i.e. health and unemployment insurance along with pension fiinds. Mis-
reporting is legally sanctioned. The information collected is transformed into 
an establishment file that provides longitudinal information about the estab­
lishments and their employees and which is called "lAB Establishment Regis­
ter".^ A great advantage of this database is that it covers all establishments 
that employ at least one employee who is liable to social insurance. The at­
tributes of each firm covered in this database are the number of employees, 
their sex, age, and qualification (four levels) as well as the wages and salaries 
paid and the exact duration of the engagement in days. Although these data 
refer to individuals, only aggregate data at the establishment level were avail­
able to us. 

The employer side of our data set is given by the "lAB Establishment 
Panel", a random sample of establishments from the comprehensive lAB Es-

2 lAB is an acronym for "Institut fur Arbeitsmarkt- und Berufsforschung", which is the re­
search institute of the German Federal Employment Agency. 
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tablishment Register drawn according to the principle of optimal stratifica­
tion. The stratification cells are defined by ten classes for the size of the estab­
lishment and by 16 economic sectors. This selection process means that the 
selection probability of an establishment increases with its size. Every year 
since 1993 the lAB Establishment Panel has surveyed the same establish­
ments fi'om all branches and different size categories in western Germany 
(and since 1996 in eastern Germany). In order to correct for panel mortality, 
exits and newly founded establishments, the panel is augmented regularly. 
The questionnaire covers a wide variety of questions which can be used for 
our analysis, such as information on the legal form, the profit situation and the 
location of the establishment, the state of production technology and on bar­
gaining coverage. Data are collected in personal interviews with the owners or 
senior managers of the establishments by professional interviewers.^ 

In 1997, a representative sample of establishments that reported under a 
new firm-identification-number in the employment statistics was drawn and 
integrated into the lAB Establishment Panel. From this sample, 826 newly 
founded establishments can be used in our analysis, 368 of which can be 
traced every year until 2001 (although not all of these establishments provide 
information on all variables in every year). Each of these newly founded es­
tablishments hired its first employee between July 1, 1995 and June 30, 1996. 
Our sample was restricted to establishments that had less than 200 employees 
in 1997"̂  and that were in private ownership of one or more founders but were 
not owned by other firms, so there are no derivative foundations. The devel­
opment of these newly founded establishments is contrasted with 4,525 in­
cumbent establishments from the private sector that had already existed in 
1996 and had employed at least one and less than 200 employees in 1997. Of 
these establishments, 3,083 could be traced in every year until 2001, the last 
year in which information from both the employees' and the employers' side 
is available. 

In our empirical analysis we predominantly make use of the data from the 
lAB Establishment Panel. In addition, exact data on the composition of the 
workforce, the number of employees, labor fluctuation, and the amount of 
wages and salaries paid in the establishment are supplied from the quasi-
official German Employment Statisfics via the lAB Establishment Register. 
The data are linked through a plant identifier that is available in both data 
sets. 

3 Details regarding the lAB Establishment Panel (including information on the question­
naires and how to access the data) are given in Kolling (2000). 

4 We do not use the full sample because we want to compare groups of plants that are 
roughly similar with respect to establishment size. While in the unrestricted sample there would 
be many incumbent firms with more than 200 employees, there is only one newly founded es­
tablishment that is larger, and this seems to be an outlier; on average the start-ups had five em­
ployees. 
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Table 6.1: Newly founded and incumbent establishments in Germany 1997 
(sample restricted to establishments with less than 200 employees) 

Establishment charac­
teristics 

Establishment size 
(no. of employees) 

Female employees 
(%) 

Part-time employees 
(%) 

Fixed-term employees 
(%) 

High-skilled employ­
ees (%) 

Low-skilled employ­
ees (%) 

Export share (%, in 
1996) 

State-of-the-art pro­
duction technology 
(%) 
Labor turnover rate 

Hiring rate 

Departure rate 

Covered by a collec­
tive agreement (%) 

Daily wage (€ ) 

Newly 
founded 

2.4 

40.5 

17.5 

1.4 

7.3 

25.9 

3.3 

67.0 

0.7 

0.6 

0.8 

39.0 

58.4 

Western Germany 

Incumbent Difference 
(t-test) 

8.3 

47.0 

15.5 

1.6 

2.1 

24.9 

2.5 

65.0 

0.5 

0.4 

0.5 

59.0 

60.1 

-5.9** 
(-278.1) 

-6.5** 
(-40.3) 

2.0** 
(15.4) 

-0.2** 
(-8.2) 

5.2** 
(58.8) 

1.0** 
(6.7) 
Q 9** 

(15.9) 

2 1** 
(12^4) 

0.2** 
(70.0) 

0 2** 
(57*6) 

0.2** 
(63.5) 

-20.0** 
(-116.3) 

-t 7** 
(-15^9) 

Newly 
founded 

4.2 

47.8 

9.4 

2.1 

5.0 

21.9 

1.2 

70.0 

0.7 

0.6 

0.8 

31.0 

42.8 

Eastern Germany 

Incumbent 

9.6 

48.2 

9.4 

1.9 

5.5 

16.3 

0.8 

66.0 

0.4 

0.3 

0.5 

41.0 

47.1 

Difference 
(t-test) 

-5.3** 
(-73.5) 

-0.4 
(-1.6) 

-0.0 
(-0.1) 

0 2** 
(3^3) 

-0.4** 
(-4.3) 

5 7** 
(27.4) 

0.4** 
(8^8) 

(15.6) 

0.3** 
(61.6) 

0.3** 
(63.0) 

0.4** 
(47^6) 

-10.0** 
(-40.5) 

-4.3** 
(-50.2) 

Note: Weighted data based on information about 255 new and 2153 incumbent establishments in west-
em Germany and 571 new and 2372 incumbent establishments in eastern Germany; two-sample 
t-test with unequal variances; ** denotes statistical significance at the 0.01 level. 

Source: lAB Establishment Panel, German Employment Statistics. 

Some descriptive evidence based on weighted data from our representative 
set of data is presented in table 6.1. Since labor markets and economic condi­
tions still differ considerably between western and eastern Germany, we pro­
vide disaggregated information for both regions. The comparison of newly 
founded and incumbent establishments shows that there were substantial (and 
statistically significant) differences between both groups in 1997. On average, 
newly founded establishments were much smaller and had a slightly higher 
export share than incumbents. More of them said that their production tech­
nology was state of the art, but their share of low-skilled employees was also 
higher than in incumbent establishments. Concerning our indicators of job 
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quality, new establishments were characterized by a higher labor fluctuation 
(measured by the labor turnover rate, the hiring rate and the departure rate ex­
plained below), by a lower bargaining coverage and by lower wages than in­
cumbents. It will be interesting to see whether these differences still show up 
in multivariate analyses. 

3. Labor Fluctuation 

Since newly founded firms, by definition, have no current employees and 
cannot fill vacancies through vocational training or promotion in internal la­
bor markets, they need to attract employees from the external labor market. 
Potential employees will compare the quality of the job offered with the qual­
ity of their current job or with what they are offered by other firms. When as­
sessing quality, employees can be expected to not only look at compensation 
and working conditions but also at the (expected) employment stability and 
the labor fluctuation rates in new firms. 

It is well known that new firms are more likely to fail than incumbent ones 
what has been termed "the liability of newness" by Stinchcombe (1965). The 
risk of failure tends to increase within the first year(s) and to decrease non-
monotonically afterwards.^ Interestingly, at the aggregate level employment 
is usually rather stable in the sense that the number of employees working in a 
cohort of firms tends to stabilize over time at a level roughly comparable to 
the size in the year of entry since the "decline of employment in a cohort due 
to exiting firms ... is more or less compensated by the growth of survivors of 
the same cohort." (Wagner, 1994, 144).^ This observation makes clear that 
there is a lot of heterogeneity behind the aggregate stability: While the major­
ity of new firms do not change employment size in their first years, some 
shrink, others dissolve, and a few show a rapid expansion and account for the 
lion's share of employment growth and of total employment after ten years 
(see Brtiderl et al , 1996; Almus, 2002; Fritsch and Weyh, 2004). 

These insights are interesting, but they do not fully reflect the labor fluctua­
tion at the plant level and an individual employee's chance of employment 
stability. For reasons of data availability, most studies are only able to inves­
tigate net employment flows, that is whether the total number of employees in 
a plant has changed between two points in time. It could well be, however. 

5 Depending on the data sets and the periods of observation used, German studies differ at 
the exact shape and length of this process; see, e.g., Brtiderl et al. (1996, 94ff.), Gerlach and 
Wagner (1997), Turk (2002) and Fritsch and Weyh (2004). 

6 While this is a stylised fact for western Germany (see also Boeri and Cramer, 1991; Brixy 
and Grotz, 2004), in eastern Germany for a short period after unification an exceptionally posi­
tive "start-up window" for new firms seemed to exist which resulted in substantial employment 
gains of several cohorts (see Brixy and Kohaut, 1999). 
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that several hires and departures have taken place in this period whereas the 
total level of employment has remained the same. Since our linked employer-
employee data set contains information on the beginning and the end of each 
employment relationship, we are able to analyze gross employment flows and 
labor fluctuation in each plant. To the best of our knowledge, no empirical 
studies exist that have explicitly addressed these issues with German or inter­
national data on newly founded firms. 

For various reasons we would expect newly founded firms to record a 
higher labor fluctuation than similar incumbent firms. Since the likelihood of 
termination of an employment contract (by either party) declines with tenure 
(Franz, 2003, 197), incumbent firms with a certain history of job matches tend 
to have higher employment stability than newly founded firms hiring their 
first employees. These new firms will have to go through the usual matching 
process characterized by trial and error when attempting to hire suitable em­
ployees. In addition, new firms face the problem that due to their higher risk 
of failure (and their lower wages analyzed below) they may not be able to 
poach employees fi-om other firms but may have to rely more on attracting 
workers who are currently unemployed. If unemployed people are less able 
(or willing) to fulfil the requirements of the job, there is a higher risk of lay­
offs or quits in new firms (followed by a new process of hiring). Since newly 
founded firms also tend to face higher uncertainty and fluctuation in demand 
for their products or services while at the same time having less financial re­
sources to hoard labor in weaker periods, they may have to adjust employ­
ment more often than incumbent firms.^ Over time, these differences should 
become smaller and even vanish once the critical initial period of new em­
ployment relationships is over and the economic situation of the new firms 
stabilizes. 

To analyze these issues, an appropriate dependent variable and a well-
known indicator of labor fluctuation is the labor turnover rate, which is de­
fined as the ratio of the sum of hires and departures in a plant over its average 
employment level in a given year. Of course, hires and departures may also be 
analyzed separately, relative to average employment levels.^ This means that 
we can make use of three dependent variables that reflect various aspects of 
labor fluctuation, with the labor turnover rate being the most encompassing 

7 The higher chance of failure of newly founded firms could also imply higher departures if 
firms or employees react accordingly when they see the shadow of death sneaking around the 
comer in the months or years before the exit. There is, however, conflicting empirical evidence 
as to whether this is the case in Germany; see Wagner (1999) and Almus (2002). 
8 More precisely, following standard practice and in order to achieve some consistency with 
the rates of hires / employment and of departures / employment, the labor turnover rate was 
calculated as 0.5 (hires + departures) / employment (see Franz, 2003, 194). We dropped a few 
establishments with labor tumover rates of 3 and above since these may reflect some errors in 
the data base (the mean of this rate is about 0.4 in our sample). Note that departures are a com­
posite measure that includes dismissals, quits, and retirement, inter alia. 
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one. We estimate OLS regressions for the period from 1997 to 2001, making 
use of stacked cross section models for each year as well as pooling the data, 
and we provide disaggregated estimates for the different labor markets of 
western and eastern Germany. 

The main interest of our analysis is the labor fluctuation in newly founded es-
tabhshments, which are represented by a dummy variable indicating whether 
an establishment hired its first employee between July 1, 1995, and June 30, 
1996. The other independent variables used are standard in labor turnover re­
gressions of this sort.^ They include establishment size because for purely 
mechanical reasons the labor turnover rate is usually higher in small estab­
lishments where the entry or exit of one single employee has a higher per­
centage effect. In order to take account of potential non-linearities in this rela­
tionship, we also include the square of establishment size. Potential spill-over 
effects in personnel policies from the mother firm are accounted for by a 
dummy variable indicating whether the establishment is a branch plant or 
subsidiary. We control for the structure of the workforce using the employ­
ment shares of female, part-time, and low/high-skilled employees and we take 
into account that establishments with a high proportion of fixed-term employ­
ees should have a higher labor turnover. Since collective bargaining agree­
ments are often said to inhibit labor force adjustments we include dummy 
variables on the existence of sectoral or firm-level collective agreements. 
Employees can be expected not to leave establishments that pay well and are 
in good economic shape. Therefore the average level of wages in the estab­
lishment, a dummy variable reflecting its subjective assessment of the ("very 
good or good") profit situation and a dummy variable for its state of produc­
tion technology are included in the analysis. The situation on the regional la­
bor market is reflected by the regional rate of unemployment; however, since 
high unemployment might be associated with less quits and hires but more 
layoffs, its total effect on labor turnover is open.^^ As further controls we also 
include ten industry dummies and three dummies for the degree of urbaniza­
tion at the location of the establishment (highly agglomerated, densely popu­
lated or rural regions). 

9 See, for instance, Addison et al (2001). Note that although we have a relatively rich data 
set, selection of control variables was limited by the fact that information on some potential ex­
planatory variables was either never asked (this is the case for the capital stock and for fringe 
benefits) or was not available in all years of our observation period (e.g. existence of a works 
council and profit sharing). 

10 In the estimations with Stata/SE 8.2, we made use of the cluster option to take into account 
that the unemployment data at district level are at a different level of aggregation than the es­
tablishment data and that the unobserved influences on the dependent variables may be not in­
dependent in establishments from the same district. 
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Table 6.2: Determinants of labor turnover and wages in Germany, 1997-2001 
(OLS estimations; pooled data; establishments < 200 employees) 

Dependent variables 
Explanatory variables 

Constant 

Newly founded establishment 
(dummy: 1 = yes) 

Establishment size 
(number of employees) 

Establishment size squared 

Branch plant/subsidiary 
(dummy: 1 = yes) 

Female employees 
(percentage) 

Part-time employees 
(percentage) 

Fixed-term employees 
(percentage) 

High-skilled employees 
(percentage) 

Low-skilled employees 
(percentage) 

Covered by sectoral collective 
agreement (dummy: 1 = yes) 

Covered by firm-level collective 
agreement (dummy: 1 = yes) 

Wage level 
(In daily wage per employee, in € ) 

Firm receives wage subsidies 
(dummy: 1 = yes) 

Profit situation 
(dummy: 1 = very good/good) 

Export share 
(percentage) 

Production technology 
(dummy: 1 = state of the art) 

Legal form of the firm 
(dummy: 1 = family-owned firm) 

Regional unemployment rate 
(at district level, in percent) 

Year dummies 

Industry dummies 

Urbanization dummies 

N 
R̂  

Labor turnover rate 
Western 
Germany 

1.0356** 
(8.44) 

0.0979** 
(2.85) 

-0.0008** 
(-5.17) 

Eastern 
Germany 

1.2700** 
(13.24) 

0.1468** 
(8.87) 

-0.0010** 
(-5.60) 

4.42e-07** 6.26e-07** 
(3.92) (4.98) 

0.0442** 
(2.68) 

-0.0017** 
(-5.56) 

0.0006 
(1.50) 

0.0108** 
(7.38) 

0.0002 
(0.32) 

0.0017** 
(5.39) 

-0.0228 
(-1.71) 

-0.1545** 
(-5.90) 

— 

-0.0119 
(-1.02) 

... 

-0,0232 
(-1.86) 

— 

0.0001 
(0.06) 

yes* 

yes** 

yes** 

7389 
0.1413 

0.0265 
(1.75) 

-0.0020** 
(-7.75) 

0.0007* 
(2.00) 

0.0065** 
(10.90) 

0.0001 
(0.23) 

0.0009** 
(4.09) 

-0.0331** 
(-2.80) 

-0.0100 
(-0.71) 

-0.1988** 
(-8.43) 

— 

-0.0350** 
(-3.56) 

... 

-0.0592** 
(-3.95) 

— 

-0.0005 
(-0.23) 

yes 

yes** 

yes 

9436 
0.1380 

In wage 
Western 
Germany 

4.1973** 
(123.97) 

-0.0901** 
(-2.91) 

0.0016** 
(10.91) 

-7.30e-07** 
(-6.14) 

0.0521** 
(3.45) 

-0.0028** 
(-12.31) 

0.0019** 
(4.38) 

0.0003 
(0.57) 

0.0062** 
(11.82) 

-0.0019** 
(-7.38) 

0.0619** 
(4.33) 

0.0478** 
(2.83) 

... 

-0.0114 
(-1.02) 

0.0395** 
(3.73) 

0.0021** 
(6.84) 

0.0577** 
(5.90) 

-0.1750** 
(-11.86) 

-0.0007 
(-0.36) 

yes** 

yes** 

yes** 

7037 
0.4606 

Eastern 
Germany 

3.9990** 
(89.30) 

-0.0570** 
(-3.87) 

0.0006** 
(4.53) 

-2.23e-07* 
(-2.53) 

0.0954** 
(5.59) 

-0.0037** 
(-8.28) 

0.0037** 
(8.28) 

-0.0004 
(-1.47) 

0.0059** 
(17.22) 

0.00004 
(0.27) 

0.0921** 
(9.52) 

0.0484** 
(4.78) 

— 

-0.0534** 
(-6.89) 

0.0558** 
(7.33) 

0.0009* 
(2.19) 

0.0420** 
(5.42) 

-0.1668** 
(-16.32) 

-0.0051* 
(-2.41) 

yes** 

yes** 

yes** 

9203 
0.4819 

Note: Heteroscedastic-consistent t-values in parentheses; **/* denote statistical significance at the 
0.01 and 0.05 levels, respectively; see text for exact definitions of dependent variables. 

Source: L\B Establishment Panel, German Employment Statistics. 
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The results of the pooled estimations of the labor turnover rate for the pe­
riod 1997 to 2001 (which also include dummies for each year) are presented 
in columns 2 and 3 of table 6.2. It can be seen that most of the coefficients es­
timated are of the expected sign, but not all of them are statistically significant 
at conventional levels, and the overall explanatory power of the regressions is 
modest. While the impact of control variables does not need to be discussed in 
detail, it is important to note that newly founded establishments have higher 
labor turnover rates than incumbent ones. This difference shows up in western 
as in eastern Germany and is statistically significant at the 1 percent level, 
thus confirming our theoretical hypothesis above. 

The estimated coefficients of the dummy variables for newly founded estab­
lishments can be interpreted as follows: The average labor turnover rate in our 
sample is 0.39 in western and 0.42 in eastern Germany, which means that la­
bor fluctuations (i.e. hires and departures) amount to 39 and 42 percent of the 
average stock of employment, respectively. In newly founded establishments, 
this rate is 9.8 percentage points higher in western Germany and even 14.7 
percentage points higher in eastern Germany. In other words, over the first 
five years labor turnover rates in newly founded establishments are one quar­
ter to one-third higher than in incumbent establishments. 

Table 6.3: Labor fluctuation in newly founded establishments over time (coefficients of OLS 
estimations similar to table 6.2, columns 2 and 3) 

Indicator, region 

Labor turnover rate 

Western Germany 

Eastern Germany 

Hiring rate 

Western Germany 

Eastern Germany 

Departure rate 

Western Germany 

Eastem Germany 

1997 

0.1583** 
(3.26) 
[N=2042] 

0.1725** 
(6.93) 
[N-2621] 

0.1659** 
(3.22) 

0.1766** 
(5.19) 

0.1507* 
(2.33) 

0.1685** 
(4.97) 

1998 

0.1341** 
(2.64) 
[N=1686] 

0.1749** 
(5.93) 
[N=2134] 

0.1675** 
(2.99) 

0.1763** 
(6.37) 

0.1008 
(1.48) 

0.1736** 
(3.74) 

1999 

0.0123 
(0.23) 
[N=1376] 

0.1339** 
(4.33) 
[N=1776] 

0.0304 
(0.57) 

0.1274** 
(3.32) 

-0.0058 
(-0.09) 

0.1405** 
(3.47) 

2000 

0.0432 
(0.68) 
[N=1058] 

0.0566 
(1.41) 
[N=1354] 

0.0357 
(0.55) 

0.0801 
(1.82) 

0.0507 
(0.64) 

0.0330 
(0-53) 

2001 

0.0232 
(0.32) 
[N=901] 

0.0699 
(1.43) 
[N=1189] 

0.1010 
(1.17) 

0.0613 
(1.08) 

-0.0546 
(-0.81) 

0.0786 
(121) 

Note: Heteroscedastic-consistent t-values in parentheses; **/* denote statistical significance at the 
0.01 and 0.05 levels, respectively; see text for exact definitions of dependent variables. 

Source: lAB Establishment Panel, German Employment Statistics. 
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In addition to the average effects over the whole period shown in table 6.2, 
table 6.3 presents the results of cross section estimations for each single year. 
The models estimated are almost identical to those shown in table 6.2, the 
only differences being that the year dummies are not included, of course, and 
that for all years except 1999 (where information is lacking) a dummy vari­
able on the existence of overtime work is included. In order to economize on 
space, table 6.3 just presents the estimated coefficients of the dummy variable 
for newly founded establishments (full results are available from the authors 
on request). It can be seen that the labor turnover rate in newly founded estab­
lishments is higher than in incumbent establishments only for a relatively 
short period of time and that start-ups assimilate fast: After three years in 
western Germany and four years in eastern Germany, the difference in labor 
turnover rates between both types of plants is not statistically significant any 
more. ̂  ̂  

Table 6.3 also provides estimates of hires and departures that largely mirror 
the labor turnover results. As expected, hiring in newly founded establish­
ments is stronger than in similar incumbent establishments, but only in the 
first two to three years. The same is true for departures: Already in the second 
year in western Germany and in the fourth year in eastern Germany, jobs in 
newly founded establishments seem to be as stable as those in incumbent es­
tablishments. These results probably reflect an initial period of new employ­
ment relationships, uncertainty and likely failure of newly founded firms that 
is characterized by difficult matching processes and a higher frequency of la­
bor adjustment in both directions. They show that, concerning labor fluctua­
tion, it takes a new plant only a few years to become an incumbent plant. 

4. Bargaining Coverage and Wage Setting 

In Germany, wages and working conditions are predominantly determined by 
collective bargaining between trade unions and employers associations or sin­
gle employers at sectoral or firm level, respectively. Since the powerful Ger­
man trade unions have been able to push through wages that are relatively 
generous in international comparison and since negotiated working conditions 
(such as working hours, annual leave or fringe benefits) are usually much bet­
ter than stipulated by law, establishments and employees covered by collec­
tive bargaining can be assumed to have high-quality jobs. Bargaining cover­
age may thus be interpreted as a crude catch-all indicator of job quality. 

11 Since these results might be affected by the failure (or non-reporting) of newly founded and 
other establishments in the panel, we tested this by including a dummy variable for establish­
ments which survived until 2001 and an interaction term of surviving and newly founded estab-
Ushments in the regressions on which the upper part of table 6.3 is based. While labor turnover 
was found to be significantly lower in surviving establishments, among newly founded estab­
lishments we did not find an (additional) systematic difference between survivors and non-
survivors, and the difference in labor turnover rates between new and incumbent establishments 
still vanishes in the third year in western Germany and in the fourth year in eastern Germany. 
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Although less than 50 percent of establishments in western Germany and just 
about 25 percent of establishments in eastern Germany are covered by collec­
tive agreements, these agreements determine wages and working conditions 
of about 70 percent of employees in western and 45 percent of employees in 
eastern Germany: In addition, several firms that are not officially bound by 
collective agreements use them as a point of reference in setting wages and 
working conditions (see Kohaut and Schnabel, 2003). 

Making use of representative data from the lAB Establishment panel and 
concentrating on our restricted sample of establishments with less than 200 
employees, table 6.4 compares the bargaining coverage of newly founded es­
tablishments with that of incumbent establishments in several size intervals. It 
can be seen that in 1997 only 39 percent of newly founded establishments in 
western Germany were covered by a collective agreement, whereas among 
incumbents the bargaining coverage rate was 59 percent. This overall differ­
ence of 20 percentage points is statistically significant, and similar differences 
show up in each size interval. In eastern Germany, where the bargaining cov­
erage is generally lower, newly founded establishments are also significantly 
less likely to be covered by a collective agreement than incumbent ones. 

Table 6.4: Bargaining coverage of establishments (share of establishments covered by a 
collective agreement, in percent) 

Western Germany 

Establishment size in­
terval (employees) 

l t o 4 

5 to 9 

10 to 19 

20 to 199 

Average 

Eastern Germany 

Establishment size in­
terval (employees) 

l t o 4 

5 to 9 

10 to 19 

20 to 199 

Average 

Newly 
founded 

37 

39 

54 

— 

39 

Newly 
founded 

27 

39 

34 

62 

31 

1997 

Incumbent 

46 

64 

70 

76 

59 

1997 

Incumbent 

32 

41 

50 

66 

41 

Newly 
founded 

34 

47 

27 

— 

38 

Newly 
founded 

13 

28 

32 

52 

19 

1999 

Incumbent 

31 

50 

57 

73 

46 

1999 

Incumbent 

18 

27 

45 

53 

30 

Newly 
founded 

40 

60 

42 

— 

46 

Newly 
founded 

25 

21 

18 

38 

24 

2001 

Incumbent 

40 

58 

51 

67 

51 

2001 

Incumbent 

21 

29 

38 

53 

30 

Note: weighted data (cross-section weights); — indicates that data may not be published due to an 
insufficient number of observations 

Source: lAB Establishment Panel. 

Over time, there is a certain convergence between both types of plants, 
which is partly due to the falling coverage rates of incumbents reflecting the 
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gradual erosion of the German system of industry-wide wage bargaining. 
Even in 2001, however, the bargaining coverage rate of newly founded estab­
lishments was significantly lower than that of incumbents in western and 
eastern Germany. This result is consistent with econometric evidence from 
Kohaut and Schnabel (2003) showing that young establishments (i.e. those 
founded in the last five years) are less likely to be bound by collective agree­
ments. 

While coverage by a collective agreement does give a good general impres­
sion on the quality of wages and working conditions in a plant, a more precise 
indicator is the level of wages. Newly founded firms are usually equated with 
small firms, and we know that these tend to pay lower wages, ceteris paribus 
(standard references include Brown et al, 1990 and Oi and Idson, 1999; for 
Germany, see Schmidt, 1995 and Wagner, 1997). It is an open question, how­
ever, whether newly founded firms pay higher or lower wages than incumbent 
firms of the same size.^^ 

There are several reasons why wages in newly founded firms may differ 
fi-om those in incumbent firms (for more general discussions see Brown and 
Medoff, 2003 and Brixy et al., 2004). On the one hand, newly founded firms 
may have to pay higher wages than incumbent ones in order to attract em­
ployees fi*om the external labor market. If potential employees take into con­
sideration that newly founded firms are much more likely to expire than older 
ones and have a higher labor turnover, they can be expected to demand higher 
wages than those that they receive fi'om their current employers (or are of­
fered by other firms) in the sense of a wage differential compensating for the 
increased risk of a job loss. Wage demands will also be higher if potenfial 
employees recognize that newly founded firms offer fewer fringe benefits 
(such as pension plans) than long-established firms. With a falling risk of 
failure (and an increase in fi*inge benefits) over time, the size of this compen­
sating wage differential can be expected to fall. 

On the other hand, wages in newly founded firms may be lower than those 
in incumbent firms because of their lower ability to pay. In the start-up phase 
of a business it is essential for survival to keep labor costs as low as possible, 
and any claim of inability to pay higher wages is much more credible (and 
more likely to be accepted by the employees) when made by a newly founded 
firm than by a long-surviving firm. Furthermore, newly founded firms do not 
have to pay the wage premiums for tenure and firm-specific knowledge which 

12 There is an emerging literature that tries to find out whether the age of a firm has an influ­
ence on the wages paid to its employees and that provides some information on the wage dif­
ferential of young firms (see, e.g., Audretsch et al., 2001 for the Netherlands, Brown and 
Medoff, 2003 for the US and Kolling et al , 2002 for Germany). However, these studies do not 
pay special attention to newly founded firms and do not follow an age cohort of firms over 
time. 
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employees in incumbent firms command. ̂ ^ Over time, this negative wage dif­
ferential should become smaller since a firm's ability to pay can be expected 
to rise and since its employees acquire tenure and valuable firm-specific hu­
man capital 

These contrasting theoretical hypotheses suggest that an empirical investi­
gation may be worthwhile. As in the analyses of labor fluctuation we estimate 
OLS regressions for the period fi'om 1997 to 2001, making use of stacked 
cross section models for each year as well as pooling the data. The dependent 
variable is the log of daily wages per (fiall-time equivalent) employee at the 
establishment level. It is calculated by dividing the annual sum of all wages 
and salaries in an establishment by the sum of (calendar) days worked by all 
employees in this establishment. Since the number of days with part-time 
work is divided by 0.5, we in fact calculate a sort of "full-time equivalents" of 
employment. Because of part-fime work and fluctuations in employment, our 
denominator is more precise than just using the number of employees at some 
point in time. The data stem from the "German Employment Statistics" and 
include all wages and salaries paid to each employee during a job up to the 
contribution assessment ceiling of the social security system. Since higher 
earnings are censored at this ceiling, wages in firms of high-income sectors 
are underreported. Although there is a certain downward bias in our wage 
variable, this should not systematically and seriously affect our results on the 
wage differential. 1"̂  

Again our main explanatory variable of interest is the dummy variable in­
dicating whether an establishment hired its first employee between July 1, 
1995, and June 30, 1996. The control variables are quite similar to those in 
the labor turnover regressions above. They include the number of employees 
in the establishment and its square (which are expected to exhibit the well-
known positive but decreasing establishment size effect on wages) as well as 

13 In this case, the new firm may not be able to poach employees from other firms but may 
rely more on attracting workers who are currently unemployed, who are out of the labor force 
or who search for their first job. Non-monetary incentives that help newly founded firms to hire 
employees in spite of lower wages may also exist. These include enthusiasm for the business 
idea and the attractiveness of a situation with flat hierarchies where structures can still be 
formed. Some employees could also speculate that they are first in line and therefore in a good 
position for a career within the firm. Others may prefer to stay in the region where they fin­
ished their education and/or where they are well integrated in networks of friends and family. 
For a detailed analysis of incentives and incentive schemes in new firms, see Bau (2003). 

14 This contribution assessment ceiling is relatively high, amounting to 148 €  in western and 
124 €  in eastem Germany per calendar-day in 2001. As the wage variable used is calculated at 
the establishment level, whereas the contribution assessment ceiling refers to the individual 
level, there is no clear-cut truncation point which could be taken into account by choosing ap­
propriate estimation methods (such as Tobit or truncated regression). At the other end of the 
spectrum, there was a small number of wages reported that were obviously too low and that 
probably reflected errors in the data base. We therefore omitted all incomes that were lower 
than twice the wages paid for so-called "mini jobs" (for which only flat-rate taxes are paid). 
This lower threshold was 21.18 €  per day in 2001 in both parts of Germany. 
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a dummy variable indicating whether the establishment is a branch plant or 
subsidiary (thus probably paying higher wages than similar independent 
firms). The structure of the workforce is represented by the employment 
shares of female and low-skilled employees (both of which are expected to 
receive lower wages), of high-skilled employees (with higher wages), and of 
fixed-term and part-time employees. Although there is no such thing as a un­
ionized establishment in Germany, it is necessary to control for the existence 
of sectoral or firm-level collective bargaining agreements, both of which are 
expected to raise wages. The establishment's ability to pay is expressed by a 
dummy variable reflecting its profit situation. We also take into account the 
state of production technology in the establishment, which should be posi­
tively correlated with wages, as well as the regional unemployment rate, 
which can be expected to reduce wages. Additional explanatory variables are 
the export share of an establishment, which should be associated with rising 
wages, the existence of wage subsidies and the legal form of the firm, al­
though we have no clear-cut priors on the likely influence of the latter vari­
ables on the wages paid. We also include ten industry dummies and three 
dummies for the degree of urbanization at the location of the establishment. 
Since wages in western Germany are still substantially higher than in eastern 
Germany and since both labor markets still differ considerably, we again pro­
vide disaggregated esdmates for both regions. 

The results of the pooled estimations for the period from 1997 to 2001 
(which also include dummies for each year) are presented in table 6.2. For 
western and eastern Germany alike, the goodness of fit of the regressions is 
relatively high, and almost all coefficients estimated are significant and of the 
expected sign. The principal result is, of course, the negative effect of the 
newly founded establishment dummy on log wages. Over the entire period, 
wages paid in newly founded establishments in western Germany were 
8.6 percent lower than in other establishments, whereas in eastern Germany 
this average wage differential was just 5.5 percent.^^ This difference probably 
reflects the fact that wages in eastern Germany are about 20 percent lower, ce­
teris paribus, and that new establishments thus may have less scope for pay­
ing even lower wages there. 

In addition to the average effects over the whole period shown in table 6.2, 
table 6.5 presents the results of cross section estimations for each single year. 
The models estimated are almost identical to those shown in table 6.2,^^ and 
by and large they are equally well determined. In order to economize on 
space, table 6.5 just presents the estimated coefficients of the dummy variable 
for newly founded establishments (full results are available from the authors 
on request). It can be seen that the point estimates of the wage differential 

15 The percentage wage effect is calculated from the estimated coefficient p as (e'^-l)-lOO. 
16 As before, the only differences are that the year dummies are not included, of course, and 
that for all years except 1999 (where information is lacking) a dummy variable on the existence 
of overtime work is included which always proves to be significant. 
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tend to fall and lose significance over time: While in 1997 wages were 
9.4 percent lower in newly founded western German establishments than in 
other plants, ceteris paribus, in 2001 the point estimate of the wage differen­
tial between these two groups of plants was just 4.4 percent. In eastern Ger­
many, the wage differential fell from 5.7 percent in 1997 to 3.8 percent in 
2001.^^ Moreover, the wage differential between newly founded and incum­
bent establishments becomes statistically insignificant after four years in 
western Germany, whereas in eastern Germany this process takes five years. 

Table 6.5: Wage differentials of newly founded establishments over time (coefficients of 
OLS estimations similar to table 6.2, columns 4 and 5) 

1997 1998 1999 2000 2001 

Western Germany 

Eastem Germany 

-0.0988** -0.0891** -0.0864* -0.0576 -0.0452 
(-3.52) (-2.55) (-2.04) (-1.21) (-0.98) 
[N=1962] [N=1588] [N=1316] [N=1006] [N=858] 

-0.0591** -0.0472** -0.0595** -0.0726** -0.0390 
(-3.97) (-2.54) (-3.09) (-3.50) (-1.52) 
[N=2558] [N=2074] [N=1715] [N=1332] [N-1170] 

Note: Heteroscedastic-consistent t-values in parentheses; **/* denote statistical significance at the 
0.01 and 0.05 levels, respectively. 

Source: lAB Establishment Panel, German Employment Statistics. 

5. Concluding Remarks 

The question whether job quality differs between newly founded and incum­
bent firms of the same size and whether such differences vanish over time 
once the new businesses mature has received surprisingly little attention so 
far. We provide a first empirical analysis that tackles these issues following a 
cohort of establishments with less than 200 employees in western and eastem 
Germany from 1997 to 2001. Our results indicate that start-ups are character­
ized by higher labor fluctuation, lower bargaining coverage and lower wages 
than incumbent establishments. These differences are shown to decline and 
become insignificant over time as the newly founded firms mature. This result 
implies that - at least concerning our indicators of employment quality - it 
takes a new firm only a few years to become an incumbent firm. The fact that 
this convergence is the result of market forces and not of government inter­
vention, suggests that economic policy does not need to introduce special 
measures for protecting job quality in start-ups. 

17 Since these estimates might be biased in various ways due to the failure (or non-reporting) 
of newly founded and other establishments in the panel, we made several checks using the full 
sample of all plants on which data were available (see Brixy et al., 2004 for details). We found 
that the wages paid in surviving plants do not differ significantly from those in other plants, 
thus confirming the result of Audretsch et al. (2001, 818) that "differentials in employee com­
pensation are far more attributable to firm size than to whether the firm ultimately survives or 
fails." 
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In order to establish the stability and generality of our results, the analyses 
should be replicated with cohorts for other years, with data for other covm-
tries, and with other indicators of job quality (including subjective measures). 
Furthermore, it would be interesting to know more about the reasons for the 
initially higher labor turnover and the negative wage differential found, but 
these are difficult to identify and disentangle. One reason could be that newly 
founded firms rely more on workers that are recruited from the pool of unem­
ployed or from out of the labor force; these may be less expensive but also 
less likely to survive the crucial initial period of a new employment relation­
ship. Unfortunately we are not able to analyze this possibility since we do not 
have reliable information on the origin of employees in an establishment yet. 

Like this, some of our other questions could be answered more precisely by 
tracing the employment of individuals in various (newly founded and incum­
bent) establishments over the years. For instance, by investigating how the 
wage of a given employee changes when he or she moves from an incumbent 
to a newly founded establishment we may be able to identify the wage differ­
ential more precisely. It would also be interesting to see how often employees 
in newly founded firms experience job losses, and how their wages evolve 
over time compared to that of similar employees that did not choose to work 
in a start-up. These issues point to promising areas for further research that we 
intend to investigate in the future. 

References 

Addison, J.T., Schnabel, C, Wagner, J., 2001, Works councils in Germany: their effects on es­
tablishment performance, Oxford Economic Papers, 53, 659-694. 

Almus, Matthias, Wachstumsdeterminanten junger Unternehmen. Baden-Baden: Nomos, 2002. 

Audretsch, D.B., van Leeuwen, G., Menkveld, B., Thurik R., 2001, Market dynamics in the 
Netherlands: Competition policy and the role of small firms, InternationalJournal of 
Industrial Organization, 19, 795-821. 

Barnes, Matthew, Haskel, Jonathan, 2002, Job Creation, Job Destruction and the Contribution 
of Small Businesses: Evidence for UK Manufacturing. London: Department of Eco­
nomics Working Paper No. 461, Queen Mary, University of London. 

Bau, Frank, 2003, Anreizsysteme injungen Unternehmen. Lohmar, Koln: Eul Verlag. 

Bellmann, Lutz, Diill, Herbert, Kiihl, Jiirgen, Lahner, Manfred, Lehmann, U.,1996, Flexibilitdt 
von Betrieben in Deutschland. Niimberg: Institut fur Arbeitsmarkt- und Berufsfor-
schung der Bundesanstalt fur Arbeit. 

Boeri, T., Cramer, U., 1991, Betriebliche Wachstumsprozesse: Eine statistische Analyse mit 
der Beschaftigtenstatistik 1977-1987, Mitteilungen aus der Arbeitsmarkt- undBerufs-
forschung, 24, 70-80. 

Brixy, Udo, Grotz, Reinhold, 2004, "Entry Rates, the Share of Surviving Businesses and Em­
ployment Growth: Differences between Western and Eastern Germany since Unifica­
tion." In Advances in Interdisciplinary European Entrepreneurship Research, Mi­
chael Dowling, Jiirgen Schmude, Dodo zu Knyphausen-Aufsess eds. Miinster: LI. 



Udo Brixy, Susanne Kohaut and Claus Schnabel 111 

Brixy, U., Kohaut S., 1999, Employment Growth Determinants in New Firms in Eastern GQX-
mdiny. Small Business Economics, 13, 155-170. 

Brixy, Udo, Kohaut, Susanne, Schnabel, Claus, 2004, Do newly founded firms pay lower 
wages? First evidence from Germany. Niimberg: Discussion Paper No. 28, Lehrstuhl 
fiir Arbeitsmarkt- und Regionalpolitik der Friedrich-Alexander-Universitat Erlangen-
Niimberg. 

Brown, Charles, Hamilton, James, Medoff, James L., 1990, Employers Large and Small. Cam­
bridge, Mass., London: Harvard University Press. 

Brown, C, Medoff, J.L., 2003, Firm Age and Wages, Journal of Labor Economics, 21, 677-
697. 

Briiderl, Josef, Preisendorfer, Peter, Ziegler, Rolf, 1996, Der Erfolg neugegrundeter Betriebe. 
Berlin: Duncker & Humblot. 

Davis, Stephen J., Haltiwanger, John C, Schuh, Scott, 1996, Job Creation and Destruction. 
Cambridge, Mass.: MIT Press. 

Dunne, T., Roberts, M.J., Samuelson, L., 1989, The growth and failure of U.S. manufacturing 
plants. Quarterly Journal of Economics, 104, 671-698. 

European Commission, 2001, Employment in Europe 2001: Recent Trends and Prospects. Lux­
embourg: Office for Official Publications of the European Communities. 

Franz, Wolfgang, 2003, Arbeitsmarktokonomik, 5* ed. Berlin: Springer. 

Fritsch, M., Brixy, U., 2004, The Establishment File of the German Social Insurance Statistics, 
Schmollers Jahrbuch, 124, 183-190. 

Fritsch, Michael, Weyh, Antje, 2004, How Large are the Direct Employment Effects of New 
Businesses? An Empirical Investigation. Freiberg: Working Paper No. 05/2004, Fa-
kultat fur Wirtschaftswissenschaften, Technische Universitat Bergakademie Freiberg. 

Gerlach, Knut, Wagner, Joachim, 1997, "Analysen zur Nachfrageseite des Arbeitsmarktes mit 
Betriebspaneldaten aus Erhebungen der amtlichen Industriestatistik - Ein Uberblick 
iiber Ansatze und Ergebnisse fur niedersachsische Industriebetriebe." In Die Nach­
frageseite des Arbeitsmarktes - Ergebnisse aus Analysen mit deutschen Firmenpa-
neldaten, Jiirgen Kuhl, Manfred Lahner, Joachim Wagner, eds. Niimberg: Institut fur 
Arbeitsmarkt- und Berufsforschung der Bundesanstalt fur Arbeit. 

Kolling, A., 2000, The lAB-Establishment Panel. Schmollers Jahrbuch, Journal of Applied So­
cial Science Studies, 120, 291-300. 

Kolling, Amd, Schnabel, Claus, Wagner, Joachim, 2002, Establishment Age and Wages: Evi­
dence from German Linked Employer-Employee Data. Bonn: IZA Discussion Paper 
No. 679, Institute for the Study of Labor (IZA). 

Kohaut, S., Schnabel, C, 2003, Tarifs^ertrage - nein danke!? AusmaB und Einfiussfaktoren der 
Tarifbindung west- und ostdeutscher Betriebe, Jahrbucher fur Nationalokonomie und 
Statistik, 223, 312-331. 

Oi, Walter Y., Idson, Todd. 1999, "Firm Size and Wages." In Handbook of Labor Economics, 
Vol. 3, Orley Ashenfelter, David Card, eds. Amsterdam: Elsevier Science. 

Schmidt, Elke M., 1995, Betriebsgrofie, Beschdftigtenentwicklung und Entlohnung. Frankfurt, 
New York: Campus. 

Stinchcombe, Arthur L. 1965, "Social structures and organizations." In Handbook of Organiza­
tions, James G. March, ed. Chicago: Rand McNally. 



112 How Fast do Newly Founded Firms Mature? 

Storey, David J., 1994, Understanding the Small Business Sector. London, New York: Rout-
ledge. 

Turk, F., 2002, Der Mittelstand als Beschaftigungsmotor, Fakt oder Fiktion? List Forum fiir 
Wirtschafts- und Finanzpolitik, 28, 254-27 L 

Wagner, J., 1994, The post-entry performance of new small firms in German manufacturing in­
dustries. Journal of Industrial Economics, 42, 141-154. 

Wagner, J. 1997, Firm Size and Job Quality: A Survey of the Evidence from Germany, Small 
Business Economics, 9, 411-425. 

Wagner, J., 1999, The Life History of Cohorts of Exits from German Manufacturing, Small 
Business Economics, 13, 71-79. 



7 PATENTING BEHAVIOR AND EMPLOYMENT 
GROWTH IN GERMAN START-UP FIRMS 

A Panel Data Analysis 

Michaela Niefert 

1. Introduction 

Innovation is universally regarded as a major source of economic growth. 
Correspondingly, innovation activities of firms are generally supposed to have 
a positive effect on firm performance. Product innovations increase demand; 
process innovations reduce marginal production costs. As a consequence, 
firms are able to conquer market shares at the expense of other firms and en­
hance their competitiveness. However, the time span of a competitive advan­
tage is very short in highly competitive markets and continuous innovations 
are necessary to maintain a leading position. The positive relationship be­
tween innovation activities and economic performance is empirically less es­
tablished at the firm level than at the macro-level. 

There are quite a few studies analyzing the impact of R&D and innovations 
on productivity, sales, and market value at the firm level. However, despite 
the ongoing debate on the impact of technological change on employment, 
there is only relatively little microeconometric work dealing with the effect of 
innovafions on corporate employment growth, particularly with respect to 
start-up firms. The sign of this effect, derived fi'om theoretical models, is not 
clear: While increasing level of demand, product innovations might replace 
existing products and reduce price elasticity of demand so that output and 
employment may decrease as well; process innovations reduce production 
costs but often imply a labor-saving progress. 

This paper empirically analyzes the relationship between innovative activ­
ity and employment growth at the micro-level using panel data on German 
start-up firms and patent data fi:'om the German Patent Office. It also describes 
the differences in entry patterns and post-entry performance following Ger­
man reunification between Eastern and Western German firms and between 
patenting and non-patenting firms. Using fixed-effects and first-differencing 
panel methods, the effect of patenting activity and other potential determi­
nants of post-entry performance is estimated. 
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The paper is structured as follows. The next section outlines the theoretical 
approaches and empirical results regarding the determinants of employment 
growth at the firm level while focusing on the effects of firm size, age, and 
innovative activity. The methodological problems encountered when analyz­
ing the relationship between innovative activity and corporate growth as well 
as the econometric models used for the empirical analysis are subsequently 
described. A description of the underlying data set and the characteristics of 
Eastern and Western German start-ups as well as patenting and non-patenting 
start-ups follows. The last two sections present the results and the conclusion. 

2. Determinants of Employment Growth 

Turnover and labor costs are undoubtedly decisive factors determining level 
of employment. Innovations, however, are also among the most important de­
terminants in many European economies (Blechinger et al., 1998). In contrast 
to the neoclassical growth theory, the theory of endogenous growth treats 
technological progress not as exogenously given but as a result of research 
and development efforts. Technological knowledge is disseminated and 
shared by the economy as a whole, promoting in turn economic growth. The 
importance which the theory of endogenous growth attaches to the production 
of technological knowledge for the growth process has increased interest in 
the microanalysis of innovation and its consequences for firm performance. 
Before turning to the effects of innovative activity on employment growth, 
however, an overview of theoretical approaches and empirical results regard­
ing the size-growth and age-growth relationship is given. 

2.1 The Effects of Firm Size and Age 

The theoretical literature has paid special attention to the effect of firm size on 
corporate growth and to discussion of Gibrat's Law (Gibrat, 1931). According 
to this law, which is also called the Law of Proportionate Effect (LPE), firms 
grow proportionally and independently of their size. This implies that growth 
is independent of past growth, that growth rates are not heteroscedastic with 
firm size and that firm size distribution tends to become increasingly concen­
trated over time (Goddard et al , 2002). 

Various theoretical approaches contradict Gibraf s Law. Models of opti­
mum firm size postulate that firms converge to the minimum efficient size 
(MES), which varies with industry. Small firms operating below the MES 
have to grow to become competitive and survive. Large firms operating above 
the MES tend to shrink if the advantages of exploiting scale economies are 
outstripped by organizational problems. "Reversion-to-mean" effects and an 
approximation of firm sizes are then observed within industries. The need for 
start-up firms to grow depends on their start-up size and how prevalent scale 
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economies are in the industry in question. The smaller a firm's start-up size 
relative to the MES, the more urgent it is for the firm to grow. 

The model of "noisy selection" introduced by Jovanovic (1982) explains 
why most firms choose a start-up size below the optimal level. This theory 
emphasizes managerial efficiency and learning by doing as the key factors de­
termining firms' growth dynamics. It assumes that new firms do not know 
their cost function in advance, but learn about their relative efficiency as soon 
as they enter the market. Given the information before entry, firms might be 
inclined to start with a suboptimal level of output to keep sunk costs low, to 
expand only if subsequent performance is encouraging and to leave the mar­
ket otherwise. The model implies that surviving young and small firms grow 
faster than older and larger ones. 

Models with Penrose (1959) effects suggest that firms' current-period 
growth rates are constrained. According to the "managerial-limits-to-growth" 
hypothesis, expansion carries an opportunity cost because some existing man­
agers have to be diverted from their current responsibilities to help manage 
the expansion of the management team. These costs are higher for faster 
growing firms. Firms, therefore, tend to smooth out their growth paths over 
time. Additionally, each firm is bom with or develops over time certain or­
ganizational capabilities and competencies which define what the firm is ca­
pable of doing and produce a path dependence of the firm's development 
(Geroski, 1999). Both arguments lead to a serial correlation of growth rates 
over time, which is not compatible with Gibrat's Law. 

As far as the age of a firm is concerned, leam-theoretic models as proposed 
by Jovanovic (1982) postulate a negative relationship with firm growth. Older 
firms have already learned about their relative efficiency and have adapted 
their size accordingly - they have no need to grow. Moreover, returns from 
the process of learning are supposed to decrease over time, making it more 
and more difficult to enhance efficiency further as firms grow older. Life-
cycle models explain the negative relationship by increasing saturation of the 
market for a firm's products (Markusen et al , 1986) and the expanding pres­
ence of competitors offering new or enhanced products (Fritsch, 1990). 

There is a large body of empirical literature investigating the effects of firm 
size and age on corporate growth and survival. Size and age are used as con­
trol variables in virtually every study on firm performance. Empirical work 
focusing on start-ups mostly finds that size and age are positively related to 
likelihood of survival, while growth rates decrease with size and age. Thus, 
results correspond to Jovanovic's model and contradict Gibraf s Law. Accord­
ing to Geroski's (1995) survey article on market entry, this "stylized resulf 
holds independent of the country, time period, and methodology employed. 
Confirmations have since been made by Audretsch and Mahmood (1994) for 
US manufacturing, by Mata (1994) for Portuguese manufacturing, by Almus 
and Nerlinger (2000) for German start-ups, and by Honjo (2004) for Japanese 
manufacturing. Mata (1994) and Goddard et al. (2002) illustrate the impact 
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the particular econometric method applied has on the estimated coefficient of 
firm size. Mata finds evidence of unobserved, time-invariant, firm-specific ef­
fects which are positively correlated with firm size and growth. Accounting 
for these effects by using panel-data methods reveals an even more pro­
nounced negative influence of firm size on growth compared to when stan­
dard cross-sectional methods are applied. 

However, there is some evidence that, for firms exceeding a certain size 
(Becchetti and Trovato, 2002) and for those in specific sectors of the econ­
omy (Audretsch et al. 1999; Almus, 2002), growth and size are independent 
of one another. Lotti et al. (2001, 2003) observe a negative effect of size on 
growth for firms in the Italian manufacturing and instalments industry imme­
diately following start-up. But entrants converge to random growth rates in 
subsequent years as they attain the MES level of output. Empirical work on 
the effect of age does not unanimously confirm the stylized result, either. 
Studies which analyze firms in infant industries or very young firms often 
show a positive impact of age on growth that diminishes with age (Das, 1995; 
Almus and Nerlinger, 1999). This suggests that the returns on learning in­
crease at a diminishing rate during the early life-cycle stage of an industry or 
firm before starting to decrease as the firm or industry matures. 

2.2 The Effect of Innovation Activities 

The direction of the effect of innovation on employment at the firm level is 
theorefically ambiguous. In addidon to direct effects, indirect effects depend­
ing on parameters of the production function, the respective output and labor 
markets and the characterisfics of the innovation itself exist (Blechinger et al., 
1998). Innovations can be categorized as process or product innovations. Pro­
cess innovations make it possible to produce a given amount of output with 
less input and change the production function of the firm. They are of the la­
bor (capital) augmenting type if they allow reduction of labor (capital) input. 
Product innovations comprise quality-improved products as well as new 
products and are supposed to affect the demand function a firm is facing. 

The direct effects of process innovations involve an increase in productiv­
ity and a decrease in production costs. For a given amount of output, labor-
augmenting progress will have a negative impact on employment (displace­
ment effect). However, the decline in marginal costs tends to reduce prices 
and, thus, increase demand and employment (compensation effect). This indi­
rect positive effect on employment will outweigh the direct negative effect, 
ceteris paribus, if demand is elastic. Furthermore, it depends positively on the 
elasticity of substitution between labor and capital (i.e., the degree to which 
the firm can substitute capital by the relatively more cost-efficient factor labor 
in the case of the labor-augmenting progress), on the extent of scale econo­
mies resulting from the innovation, and on the level of competition and the 
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corresponding degree to which cost reductions are transmitted into price re­
ductions (Van Reenen, 1997; Blechinger et al, 1998). 

The direct effect of product innovations is the generation of new demand 
and/or the conquest of market shares at the expense of other firms. Conse­
quently, firms' employment demand will rise. By offering a new or quality-
improved product, a firm can obtain temporary monopolistic profits until 
other firms are able to imitate the product or develop an even better one. 
However, the new product might replace existing products offered by the 
firm. Moreover, the novelty and uniqueness of the product might lead to a 
lower price elasticity of demand for the product, which entails an increase in 
price and a decrease in optimal output. As a consequence, the employment of 
the firm in question might decline (Smolny, 1998b). 

The net effect of product innovations on employment depends on the rela­
tive strength of these effects. However, the positive quantity effect is more 
likely to prevail. In the extreme case in which specialized buyers have not 
previously bought the industry innovator's product, the increase in demand 
and output can be enormous. There is no similar effect for process innova-
fions (Cohen and Klepper, 1996). Katsoulacos (1986) uses a theoretical analy­
sis to derive a positive net effect of product innovations on employment; con­
versely, he finds the net effect of process innovations to be negative. 
Following these results, a negative relation between employment growth and 
industry age arises. In the early stages of the industry life-cycle, product inno­
vations (i.e, the introduction of new products and further substantial product 
enhancements) prevail. In later stages in which the product is already largely 
standardized, process innovations become more important. This would imply 
that innovations have a positive employment effect in the early stages and a 
negative effect in the later stages of the industry life-cycle. 

Empirical work on the effect of innovations on employment growth has 
yielded very mixed results. Katsoulacos' (1986) hypothesis that product inno­
vations stimulate employment and process innovations are labor-saving has 
only been partly confirmed. Many studies detect a positive effect of product 
innovations and a negative (but often insignificant) effect of process innova­
tions (e.g., Rottmann and Ruschinski, 1997, and Blechinger and Pfeiffer, 1999 
for German manufacturing; Brouwer et al., 1993 for Dutch manufacturing; 
Evangelista and Savona, 2003 for Italian services). Smolny's (1998b) analysis 
of Western German manufacturing firms reveals a positive effect for both 
kinds of innovations, but the evidence for the effect of process innovations is 
rather weak. Blechinger and Pfeiffer find a positive effect of product innova­
tions only for large firms, whereas this effect is negative for some SMEs. 
Therefore, they caution against deriving any empirical patterns from their re-
suhs. Similarly, Leo and Steiner (1995) conclude fi*om their analysis of Aus­
trian manufacturing firms that product innovations can increase employment 
in some firms and lower it in others, citing a dependence on the character of 
each new product (complementary or substitutional). Analyzing data from the 
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Community Innovation Survey (CIS) for several European countries, Blech-
inger et al. (1998) observe a positive employment effect of R&D commitment 
in German, Danish, Belgian and Italian manufacturing firms. Given the total 
amount of R&D, a high share of R&D directed toward process innovations 
significantly decreases employment in German firms. However, the reverse 
effect can be found in Luxembourg and Italy. Further evidence in favor of a 
positive effect of process innovations on employment growth is presented by 
Doms et al. (1994) for US manufacturing plants and by Klomp and Van 
Leeuwen (2001) for Dutch firms, most of which were involved in the manu­
facturing sector at the time. Surprisingly, Klomp and Van Leeuwen simulta­
neously detect a negative effect of the share of innovative products on em­
ployment growth. Recent studies by Jaumandreu (2003) and Peters (2004) 
using CIS data on Spanish and German manufacturing and service firms, re­
spectively, find that product innovations increase employment growth and 
that the magnitude of the effect corresponds approximately to the increase in 
innovative sales. In addition, Peters' results reveal that this holds for firm 
novelties as much as for market novelties. As far as process innovations are 
concerned, Jaumandreu does not observe any significant negative impact with 
respect to employment. Peters can only detect such an effect for manufactur­
ing firms which have carried out only process innovations and have intro­
duced a new production technology for rationalization reasons (and not in or­
der to improve product quality or fiilfiU legal requirements). She argues that 
the varying effects of different types of process innovations may explain the 
contradicting empirical evidence concerning the effect of process innovations 
on employment growth. 

Of the studies cited above, those by Das (1995), Goddard et al. (2002), 
Mata (1994) and Rottmann and Ruschinski (1997) apply panel-data tech­
niques (fixed-effects or random-effects models) based on annual growth rates; 
Smolny performs pooled OLS regressions. All of the other studies use cross-
sectional methods and calculated growth rates for the most part over several 
years in order to avoid short-term fluctuations. There are only two studies 
known to the author which - like this analysis - use patents as an innovation 
indicator and apply panel-data techniques in their analysis of employment 
growth at the firm level. Van Reenen (1997) uses Arellano and Bond's first-
differencing model for UK manufacturing firm data and finds a positive rela­
tionship between number of successful innovations^ and level of employment 
two or three periods later; the effect of product innovations is stronger than 
that of process innovations. The number of patents taken out in the US, how­
ever, has a positive but insignificant effect when number of innovations is 
controlled for. Using a fixed-effects model, Greenalgh et al. (2001) discover 
that R&D intensity as well as UK patent publications have a positive impact 
on employment level in British industrial and commercial companies. Instead 

1 "Successful innovation" here means the successful commercial introduction of new or im­
proved products or processes. 
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of patent counts, they use a weighted average of patents published between 
two and four years prior to the employment observation, with weights reflect­
ing the average rate of patent renewals. Like Van Reenen (1997), they are un­
able to find a positive impact of US patents on employment and conclude that 
patents in the respective domestic market, rather than US patents, have a sig­
nificant value to UK firms. 

Only httle empirical work on the effect of innovative activity on the post-
entry performance of start-ups exists. Some studies compare the growth 
chances of young firms in high-tech and low-tech industries without consider­
ing the innovative behavior of the individual firm. They all find the growth 
rates of start-ups to be higher in technology-intensive sectors of the economy 
(Kirchhoff and Phillips, 1989; Almus and Nerlinger, 1999; Audretsch, 1995). 
Tether (1997) derives some stylized facts regarding mean employment crea­
tion in innovative and technology-based new and small firms: Controlling for 
size and age, innovative and technology-based firms significantly outperform 
firms from the general population in terms of rate of job creation, but the 
mean rates of direct employment creation in these firms are only modest. 
Moreover, the distribution of the rates of job creation is highly skewed, i.e., 
the bulk of jobs are created by a small subset of the total population of inno­
vative and technology-based new and small firms. 

There is hardly any empirical literature, however, on the effect of innova­
tive activities on post-entry performance at the firm level. One exception is a 
paper by Hsueh and Tu (2004), who use data on a cross-section of new Tai­
wanese SMEs to investigate the impact of various innovation indicators on 
sales growth and profit rates. According to their results, the cultivation of an 
innovative atmosphere and of the capability to innovate enhances both per­
formance measures, especially profits. Sales growth is more strongly fostered 
by innovative actions like R&D, process innovations, moving into new busi­
ness areas and using new marketing channels. 

The lack of empirical research on the effects innovative activity has on the 
success of entrants is surprising. It is widely recognized that new firms play a 
decisive role in the innovation process. Start-ups are often founded in order to 
introduce new innovations into the market. It is also well known that innova­
tions attract imitators, causing the competitive advantage emanating from an 
innovation to disappear in the long run. In order to be successful in the mar­
ket, start-ups have to constantly implement innovations. The contribution of 
this paper is its investigation of the impact of innovative behavior on post-
entry performance over the first years of firms' life-cycles. Employment 
growth is used as a performance measure, and patent applications are utilized 
as an indicator of innovation. 
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3, Methodological Issues 

There are several methodological problems associated with the empirical 
analysis of how innovative activity affects employment growth. Firstly, the 
evolution of employment size is determined by many factors. All of these 
have to be controlled for in order to isolate the specific contribution of a cer­
tain variable. However, not all the determinant factors are observed - there is 
unobserved heterogeneity. If these unobserved effects are correlated with the 
observed explanatory variables in the model, the estimated coefficients will 
be biased. For example, innovative firms often have unobserved comparative 
advantages in implementing new technologies or possess special strategic 
competencies. If employment growth in these firms is driven by these unob­
served factors, the effect of innovation per se will be overestimated unless one 
controls for unobserved heterogeneity. Panel-data models accounting for un­
observed, time-constant individual effects may help to overcome this prob­
lem. 

Secondly, the data set used might be a non-random sample of the whole 
population of firms, allowing the estimation to be affected by selection bias. 
With panel data, this problem becomes aggravated in the presence of panel at­
trition, i.e., if some firms drop out of the panel after a period of time. If the se­
lection mechanism is non-random but systematically related to the response 
variable after conditioning on explanatory variables, the estimated coeffi­
cients might be biased. In the present case, in which only surviving firms en­
ter the estimation procedure, such a systematic relation is very likely to exist 
because the growth and survival of firms can be supposed to be partially in­
fluenced by the same unobserved factors. If these unobserved factors are cor­
related with those observed, failure to control for them will lead to erroneous 
inference regarding the impact of the observables on the dependent variable. 
For example, it has been claimed that the negative relationship between size 
and growth revealed by many empirical studies is actually due to failing to 
account for survival bias (Mansfield, 1962). Unobserved factors correlated 
with small firm size influence survival as well as growth negatively. The early 
exit of small firms with minor growth rates leads to an overly positive picture 
of small firms' growth performance and a false rejection of Gibrat's Law. As 
long as the probability of being in the sample is constant over time, consistent 
estimates can be obtained fi*om fixed-effects or first-differencing panel-data 
methods. However, if selection varies over time and is correlated with the er­
ror term of the structural equation of interest, special methods correcting for 
selection bias have to be applied. 

Further attention should be devoted to the possible endogeneity of innova­
tive activity as a determinant of employment growth. If the innovation indica­
tors themselves are affected by growth, econometric methods allowing for 
endogenous explanatory variables have to be used. Generally, one might ex­
pect a two-way relationship between R&D, innovation activities and perform-



Michaela Niefert 121 

ance at the firm level: A firm's innovativeness is an important determinant of 
its performance in the subsequent period, but its current performance may 
also control its future innovative effort. This is plausible for performance 
measures such as cash flow or sales, which are closely connected to the li­
quidity of a firm and, thereby, determine its ability to finance innovation ac­
tivities. It may also apply to employment growth, which can be considered as 
a proxy for the demand expectations of a firm. In order to capture a greater 
part of the growing market, a firm might decide to undertake innovative ef­
forts. However, firms can directly influence only the inputs into the innova­
tion process. Throughput and output indicators (patents, innovations) cannot 
be planned exactly since they involve R&D efforts with long gestation peri­
ods and uncertain success (Van Reenen, 1997). A priori, it is not clear 
whether one can assume innovations to be predetermined or must consider 
them as endogenous with respect to employment growth. In their specification 
of an empirical model based on the innovation model of Kline and Rosenberg 
(1986), Klomp and Van Leeuwen (2001) preclude any influence of employ­
ment growth on innovation by allowing for a feedback loop proceeding only 
from sales growth to innovation output. There is no study known to the author 
which documents the effect of employment growth effect on innovations. Per­
forming a Granger causality test, Loof and Heshmati (2004) cannot detect any 
significant impact of employment growth on R&D intensity. 

Another problem is presented by the appropriate measurement of employ­
ment and innovation activity. Regarding employment, simply using number 
of employees might be misleading. Firstly, if labor-saving progress, for ex­
ample, is implemented by a reduction of hours worked instead of a reduction 
of number of employees, the effect of technical progress on employment will 
be underestimated (Blechinger et al., 1998). Hence, it is preferable to use 
number of hours worked. Secondly, innovations may affect various skill lev­
els of employment very differently. There is usually a complementarity be­
tween new technology and skilled labor; this causes the demand for skilled 
labor to rise with technical progress while the demand for unskilled labor de­
clines (Blechinger et al., 1998). It is therefore desirable to have employment 
data distinguishing the skills required to do each individual job. Unfortu­
nately, no information on hours worked or skills was available for this study. 

Different indicators have been used to measure innovative activity. There 
are input-oriented indicators like share of R&D personnel in total personnel or 
R&D expenditures per employee, as well as output-oriented measures such as 
innovation counts, self-reported statements on innovations or share of turn­
over attributable to innovations. Measures also exist which have been referred 
to as an intermediate result of the production process or a throughput indicator 
of innovation (Licht and Zoz, 1996; Blechinger et al., 1998), namely number 
of patent applications or grants. On the one hand, patents are inventions and 
insofar the output of research activity. A patent application indicates that 
R&D efforts have been productive and have led to an invention which the en-
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terprise considers to be worth protecting. On the other hand, patents have to 
be combined with information on manufacturabiUty and user needs in order to 
be implemented in the production process or converted into a marketable 
product. They can, thus, be seen as an input factor for innovations which at 
the same time enable firms to exert property rights and appropriate profits 
from their ideas. 

Of these measures, the one most suitable for empirical analysis depends on 
the research topic. If the effect of innovative activity on employment is to be 
analyzed, output-oriented indicators incorporating economic success - and 
thus the respective demand situation - should be preferred, since a firm's em­
ployment decision depends heavily on demand (Blechinger et al, 1998). In 
this study, such indicators were not available for the underlying data set. For 
patents (which have been used instead) the link to economic success is not as 
strong. Like all input and throughput indicators of innovation, they affect pro­
ductivity and output after a delay. The underlying inventions first have to be 
converted into new production techniques or marketable products. New capi­
tal equipment, training or even ftirther R&D might be necessary. Moreover, 
patents can be regarded as real options guaranteeing exclusive rights which 
allow firms to hold off on the conversion into innovations. When facing un­
certain market conditions, firms might prefer to delay these investments, 
which are at least partly irreversible (Bloom and van Reenen, 2002). Hence, 
the length of time before patents affect firm performance depends on the 
quantity and quality of the necessary investments and on market conditions. 

Furthermore, the patent indicator is beset with three ftxndamental problems: 
First, not all inventions are patentable; second, not all patentable inventions 
are patented; and third, patented inventions differ greatly in quality (Griliches, 
1990). As to the first point, there are some kinds of technical progress, e.g., 
imitative or incremental innovations, which are too small or too applied in na­
ture to be patentable. Still, they represent an increasingly important part of in­
novative activity and may affect firm performance (Licht and Zoz, 1996). Re­
ferring to the second point, it is clear that patents are only one way of 
protecting an innovation and not always the most effective one. In some 
cases, other mechanisms like secrecy, lead time or long-term employment 
contracts are better suited to appropriate returns on R&D. Patents disclose at 
least some information to competitors via patent documents and can play an 
important role in information diffusion (Cohen et al., 2002). The inclination to 
use patents for innovation protection is supposed to depend on the industry 
and type of innovation involved. Patents are a more efficient protection 
mechanism for product than for process innovations (Konig and Licht, 1995). 
For process innovations, secrecy is a more effective instrument of avoiding 
imitation. The last point refers to the fact that some patents reflect important 
inventions leading to successful innovations, while others have almost no 
economic significance and are not converted into innovations. Accordingly, 
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some patents improve firm performance and others do not. This makes it dif­
ficult to estimate the average effect precisely. 

Finally, it is not likely that the effect of innovative activity - no matter how 
it is measured - will be restricted to one time interval. It is likely distributed 
over several delays, as it takes some time for a firm to fully adapt its produc­
tion to the new technique/product in question. This makes it difficult to esti­
mate the overall impact of innovation. Furthermore, only the effects of the 
proceeds of innovating (involving either a product or process) have been ad­
dressed thus far. However, the process of innovating will increase a firm's 
ability to appropriate knowledge contained in other firms' innovations and 
will improve its general competifiveness. Therefore, innovating firms can be 
assumed to perform generally better than their non-innovating counterparts 
(Geroski et al, 1993). 

4. Econometric Model 

The empirical analysis is based on a model which has commonly been used as 
a starting point for testing Gibrat's Law: 

y, - yi,t-i ^ ^i + /^yi,-i + ^u; ^ht = p^u-i + ^^ • 

The dependent variable is the logarithmic employment growth rate with ya 
being the logarithm of employment of firm i in period t. Uu is an error term. j3 
determines the relationship between logarithmic firm size and logarithmic 
firm growth. /]=0 implies that employment grows independently of firm size, 
the case described by Gibrat's Law. Further, if /) = 0 , growth follows a ran­
dom walk, which is another implication of the law. Departures fi*om the law 
arise if either yŜ O (with/?>0 implying explosive growth rates, andy6<0 imply­
ing mean-reverting firm sizes) ov pi^O (withp>0 implying that above-average 
growth tends to persist, whereas for p<0 such growth tends to be followed by 
below-average growth). 

Equation 1 is estimated using fixed-effects and first-differencing methods. 
According to a reparameterization of the model suggested by Goddard et al. 
(2002)2, lagged employment growth is included as an additional regressor. 
Moreover, following Evans (1987a,b), the logarithm of firm age and the sec­
ond-order expansion of logarithmic size and age are added. Legal form and 
indicators of current and past patenting activity are included, as well. While 
the fixed-effects model assumes the error term Uu to be homoscedastic and se­
rially uncorrelated, the first-differencing model implies that uu follows a ran­
dom walk (Wooldridge, 2002). The relative efficiency of the fixed-effects and 
first-differencing methods depends on the appropriateness of their assumption 
concerning the time-series properties of Uu. In addition to the standard within 

2 Goddard derives the following reparameterization: 

yit -yi,t-i = (^i(1 - / ^ ) + Pyi,t-x + Piyi.-i -yi.-i) + Vu ^ith ri, = e, + pPy,,__,. 
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estimator, a fixed-effects model where the error term Uu is assumed to follow 
a first-order autoregressive process is estimated. The first-differencing model 
is estimated by 2SLS using lagged values of yî t-i as instruments for the lagged 
dependent variable on the right-hand side. The first-differencing method is 
more appropriate than the fixed-effects approach if no exogenous instruments 
are available, as in this case (Wooldridge, 2002). Nevertheless, according to 
Goddard et al. (2002), the fixed-effects model is adequate to test Gibrat's Law 
and is in any case preferable to cross-sectional tests due to its important ad­
vantage of accounting for heterogeneity. It will therefore be used as a stan­
dard of reference in this study. 

The first-differencing model is also appropriate for coping with the possi­
ble non-randomness of the sample. Selection bias could be caused by the 
temporary (incidental truncation) or permanent drop-out (attrition) of units 
observed in the data. The permanent drop-outs are often due to firm closure, 
which, as stated above, should be influenced by the same unobserved factors 
as growth. However, firms dropping out for other reasons may also exhibit 
unobserved characteristics affecting employment growth. In order to elimi­
nate attrition bias, an extension of Heckman's (1979) two-step selection cor­
rection procedure to the panel-data context as described in Wooldridge (2002) 
is used.^ 

5. Description of Data 

The empirical analysis is based on a sample of German firms founded be­
tween 1990 and 1993. The impetus behind the creation of this data set was to 
research the foundation activities and post-entry performance of Eastern and 
Western German firms immediately following German reunification. For the 
configuration of the sample, a stratified sample of 12,000 firms was drawn 
fi*om the ZEW Foundation Panels, two complementary firm panels main­
tained by the Centre for European Economic Research (ZEW), Mannheim 
(see Almus et al., 2000 for details). The firm data were provided by Credit-
reform, the largest credit agency in Germany, which collects information on 

3 Let Sit denote a selection indicator where Sn =1 if firm i is observed in t and Su^O if it is 
missing due to permanent drop-out. Sit is only set to zero in the period immediately following a 
unit's departure from the sample. In later periods, these units will be ignored. The first step 
consists of a probit estimation of the selection equation 

s, = l(w„S, + V, > 0) , v , | K , ^ „ . , = l}~Normal(0,l) 

for each t>2, Wit should contain all regressors of the structural equation to avoid exclusion re­

strictions on a reduced-form equation. Moreover, it should include at least one significant ex­

planatory variable which is not part of the structural equation. Inverse Mills ratios A.^ are cal­

culated for each of the T-l probit estimations. In the second step, these are included in Equation 

1,yielding y.^ -y.^^_^ = a, + py,,_, + p^dl,4 +... + pT^TtK + u, 

where d2t through dTt are time dummies. Attrition bias can be tested by a joint test o£Ho:pt=0 
ioxt=2,...J. 
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active, legally independent firms. The data contain information on variables 
like industry, legal status, foundation date, region, and founding parties' hu­
man capital. They comprise virtually all Eastern and Western German firms 
found in the trade register. The probability of unregistered firms entering the 
panel depends on the scope of their credit demand and of their business rela­
tionships with other firms. 

The sample drawn fi'om the foundation panels is stratified by region: It 
consists of two pools of 6,000 firms each from Eastern and Western Germany, 
respectively. An indicator demonstrating whether each firm had possibly ex­
ited the market was applied as a fiarther stratification criterion. Such firms 
were over sampled in order to counterbalance the probable positive selection 
encountered in enterprise panels, which results from the difficulty of contact­
ing agents of non-surviving firms and from their unwillingness to report fail­
ure. The sample is confined to firms founded between 1990 and 1997 (more 
than 90 percent were founded between 1990 and 1993) in the manufacturing, 
construction, trade, transport and communication, and service sectors. A large 
telephone survey conducted in 1999 and 2000 provided information not con­
tained in the foundation panels, e.g., annual number of employees and exact 
date of firm closure. The survey ended up with 3,702 successfully interviewed 
firms.^ For the larger part of this study's analysis, legally dependent firms, 
firms which were not truly new foundations but takeovers, those that submit­
ted a foundation year earlier than 1990 in the telephone interview, and those 
belonging to sectors of the economy in which patents have no relevance 
(transport and communication, retail trade, and consumption-related ser­
vices)^ have not been included. Furthermore, firms with an average employee 
base of more than 500 employees and firms for which no employment figures 
were obtained have been excluded. Firms with implausibly high average 
growth rates have also been dropped. In the end, 1,387 firms remain for the 
analysis. Annual growth rates can be calculated from the foundadon year up 
until 1999 or the respective year of closure. 

5.1 Comparison of Eastern and Western German Firms 

Table 7.1 contains some descriptive results for the start-up firms, differenti­
ated by region. It shows that 60 percent of the firms in the sample are situated 
in Eastern Germany. This disproportionately large share stems from the East-
em German firms' higher rate of response to the survey. This in turn can be 
explained by a certain surfeit of surveys in the West which is not yet that 
prevalent in the East. The distribution by sector reveals an above average 
share of construcdon start-ups in Eastern Germany. It reflects the (govem-

4 The survey is called „ZEW-Grunderstudie" and is described in detail in Almus et al 
(2001). 
5 In the communication/transporting and consumption-related service sectors, not a single 
patent was applied for during the observation period; in the retail trade sector only one patent 
application was filed. 
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ment-subsidized) boom which resuhed from the immense need for reconstruc­
tion and development of buildings after the German reunification. There are 
comparatively few foundations in business-related services in the East, indi­
cating that the traditional economic structure characterized by a strong indus­
try sector still prevails. The transition to a more service-oriented modem 
economy has taken place rather slowly. One reason for this might be the lack 
of highly qualified people particularly vital to this branch. 

Table 7.1: Descriptive statistics for Eastern and Western German firms 

Number of firms 
Firms by sector (%) 
manufacturing 

construction 
wholesale & intermediate trade 
business-related services 
Mean annual growth rate 
Surviving firms (%) 
Mean employment size 
Average capital at foundation (DM) 
Average owner capital at foundation (DM) 
Public start-up assistance (%) 

Firms by earliest legal form (%)^ 
ltd. liability company 
civil law association 
commercial partnership 
sole proprietorship 

Founder education, highest level (%) 
doctorate 
other academic degree 
master craftsman 
apprenticeship 
low education 
education unknown 

Year of foundation (%) 
1990 
1991 
1992 
1993 
after 1993 

All Firms 

U 8 7 

22.4 
34.5 
19.0 
24.2 
12.7 
73.3 
16.6 
706,117 
150,658 
32.3 

58.0 
10.6 
1.4 
29.9 

2.9 
30.3 
15.8 
26.2 

0.8 
24.0 

26.7 
24.4 
21.8 
19.2 
7.9 

Eastern 
German firms 
832 (60.0%) 

22.5 
41.9 
16.6 
19.0 
14.3 
74.0 
21.1 
1003,890 
153,909 
41.0 

55.3 
10.7 

1.6 
32.2 

2.4 
33.1 
15.6 
18.5 
0.6 

29.8 

26.7 
25.5 
23.0 
17.2 
7.6 

Western 
German firms 
555 (40.0%) 

22.3 
23.2*** 
22 5*** 
21 o*** 

10.4** 
72.1 
Q 0 * * * 

271,778 
145,889 
16.6*** 

62.0** 
10.5 
1.3 

26.3** 

3.8 
26.1*** 
16.0 
37.7*** 
1.1 
15.3*** 

26.8 
22.9 
20.0 
22.2** 

8.3 

< (**,*) indicates a significance level of 1% (5%, 10%) in a two-tailed t-test on the equality of means. 

6 The legal form of the remaining non-patenting firms is unknown. There are no stock com­
panies in the sample. 
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Eastern German firms exhibit significantly higher employment growth 
rates than Western German firms. This reflects the higher growth potential of 
a transition economy as compared to an established market economy. Eastern 
German firms are about twice as large on average as their Western German 
counterparts and dispose of almost four times as much capital during founda­
tion. This has to be seen in the context of a substantially higher share of East-
em German firms receiving public start-up assistance and more favorable 
conditions of East-oriented financing programs, indicating that federal sub­
sidization policies after reunification concentrated mainly on Eastern Ger­
many.^ The average size of loans given to Eastern German start-ups dwarfs 
that of Western German firm foundations by 90 percent. The larger average 
employment size of Eastern German firms is somehow contradictory to their 
comparatively high share of sole-proprietorship firms. However, this can 
partly be explained by the fact that the response rate of start-ups founded in 
this legal form is not as disproportionately low for Eastern German firms as 
for those in Western Germany (Almus et al., 2001). 

The distribufion by education indicates that Eastern German founders are 
more highly educated than firm founders in the West. However, this result has 
to be interpreted with caution since the degrees of educational attainment in 
Western Germany and the former German Democratic Republic are not di­
rectly comparable. The high non-response rate of Eastern German firms to 
this question might reflect an awareness of this incongruity. 

Finally, the table indicates that foundation rates were largest immediately 
after the collapse of the German Democratic Republic and constantly declined 
in Eastern Germany from 1990 on. The early start-up cohorts were probably 
able to realize first-mover advantages from reacting quickly to the changing 
political and economic conditions. A similar pattern can be observed in West-
em Germany, where firms benefited firom the reunification-related boom. It 
should be noted, however, that the response rate of the 1990 cohort was 
slightly higher than that of the 1993 cohort (Almus et al., 2001). 

5.2 Comparison of Patenting and Non-Patenting Firms 

The firm data set has been merged with German patent data by a text field 
analysis of the firm names. Each attribution of a patent to a firm made by the 
software program was checked by hand by comparing the exact names and 
addresses of both data sets. The data basis of the following analysis can there­
fore be considered reliable. 

The patent data contain information on patent number, year of application, 
IPC code, an indicator of whether the application was made at the European 
Patent Office (EPO), year of acceptance, and number of citations. The combi-

7 The information on receipt of start-up assistance was obtained from the former Deutsche 
Ausgleichsbank (DtA), the second largest pubUc bank in Germany. For a detailed description of 
the start-up assistance programs see Prantl (2002). 



128 Patenting Behavior and Employment Growth German Start-Up Firms 

nation of the two data sets allows an analysis of the relation between innova­
tive activity and employment growth. In the following, some descriptive find­
ings from examinations of the merged data set are depicted. 

Only 44 (3.2 percent) of the 1,357 firms applied for one or more patents be­
tween 1990 and 1999 (see table 7.2). All told, the sampled firms made 128 
patent applicafions in that period, 21 (16.4 percent) of which were applied for 
at the EPO and 56 (43.8 percent) of which were granted up to the year 2003.^ 
The distribution by economic sector reveals that half of the patent applica­
tions come fi^om the manufacturing sector. This explains why the empirical 
literature concerning patents has focused primarily on this sector. There is, 
however, considerable patenting activity in business-related services as well; 
over a third of all patents stem from this sector. The rest come from the 
wholesale and intermediate trade sector and - to a very small extent - from 
construcfion. 

As a comparison with the sectoral distribution of patenting firms shows, the 
sectors obviously differ by their mean numbers of applied-for patents. The 
share of manufacturing firms in patenting firms is somewhat higher than that 
of manufacturing-related patent applications in all applications: The mean 
number of applications by patenfing firm is, hence, lower than average in 
manufacturing. In contrast, the share of business-related service firms in pat­
enting firms is smaller than the share of applications attributable to this sector 
in all applications. Consequently, the mean number of patent applications per 
patenting firm is higher than average in business-related services. The share 
of patent applications from both manufacturing and business-related services 
far exceeds the weight of these sectors - as measured by the number of firms 
found in each - in the economy. The opposite holds for wholesale and inter­
mediate trade and, in particular, construction. Overall, the distribution of pat­
ent applications across patenting firms is highly skewed. 43 percent of all pat­
enting firms only applied for one patent within the given period; a quarter of 
them applied for two patents. However, only about 5 percent of the patenting 
firms applied for more than ten patents, thereby accounting for more than a 
quarter of the total number of patent applications. 

Average annual employment growth rates apparently do not significantly 
differ between patenting and non-patenting firms. This result contrasts with 
one of the stylized facts found by Tether (1997), according to which innova­
tive firms outperform other firms in terms of job creation. Even taking into 
account that patenting behavior is not a perfect indicator of innovativeness, 
this difference is striking. Further analysis shows that the share of firms ex­
hibiting growth rates near the outer edge of the distribution is higher among 
patenfing than among non-patenting firms. Patenfing firms more often evince 
growth rates above the sample's upper quartile, but also exhibit declining em-

8 The relatively low percentage of granted patents may be due to the fact that the patent data 
are still incomplete for the year 2000 and after. The fraction of granted patents may, therefore, 
be underestimated for patent applications from the late 1990s. 
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ployment more often than their non-patenting counterparts. For the latter, 
growth rates close to zero are observed more often. 

Table 7.2 further indicates that patenting firms have a higher probability of 
survival than their non-patenting counterparts. However, the difference is 
only slightly significant. Average employment size (the average of the annual 
employment figures available for each firm) is more than twice as large for 
patenting firms as for non-patenting ones. The amount of seed capital utilized 
by patenting firms is several times larger than that disposed of by non-
patenting start-ups. Half of the patenting firms received start-up assistance 
compared to only a third of the non-patenting companies, and the average 
loan size of the former group is three times larger. This reflects a "picking the 
winner" strategy of capital lenders, who obviously consider innovative firms 
to have higher chances of success. 

The mean age of patenting firms at the time of patent application is slightly 
lower than their mean age over the observation period, suggesting that firms 
rather exhibit patenting activity at a relatively early stage in the life cycle. 
Patenting firms are mostly founded in the legal form of limited liability com­
panies, something which is less common among non-patenting firms; the lat­
ter are more often sole proprietorships. Firms engaging in patent activity are 
more often situated in the western part of Germany than non-patenting firms. 
Comparing firm founders' highest level of education shows that founders of 
patenting firms possess doctorate degrees more often than those of non-
patenting companies. Somewhat surprisingly, they do not have other aca­
demic degrees more often. 

Finally, the distribution of patenting firms across federal states is depicted 
in table 7.3 and is compared to the distribution of all firms. The table refers to 
the complete sample of successfully interviewed firms (n=3702) and displays 
the distribution separately for Eastern and Western Germany. Otherwise, the 
results would be heavily biased because of the higher response rate of Eastern 
German start-ups. 

In Western Germany, most patenting start-ups are situated in North Rhine-
Westphalia and Bavaria. This cannot just be explained by the large size of 
these states because their share in patenting start-ups surmounts their share in 
all start-ups; in other words, the share of start-ups exhibiting patenting activity 
in all start-ups in these states is higher than in other states. Relatively low (or 
even non-existent) shares of young, patenting firms can be observed in the 
northern states Schleswig-Holstein, Bremen, Hamburg, Lower Saxony and 
West Berlin. In Eastern Germany, disproportionately high shares of patenting 
start-ups are present in Saxony and Thuringia. In contrast, shares are rela­
tively low in Mecklenburg-Western Pomerania and Saxony-Anhalt. In order 
to compare the innovativeness of Eastern and Western German start-ups, the 
share of patenting start-ups in all start-ups was calculated for each region. It 
stands at 2.1 percent in the East and at 2.7 percent in the West. It is higher in 
several Eastern states than in some Western states. 
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Table 7.2: Descriptive statistics for patenting 

Number of firms 

No. of patent applications 
No. of EPO patent applications 
No. of granted patents 
Patents by sector (%) 

manufacturing 
construction 
wholesale & intermediate trade 
business-related services 

Firms by sector (%) 
manufacturing 
construction 
wholesale & intermediate trade 
business-related services 
Mean annual growth rate 
Surviving firms (%) 
Mean employment size 
Average capital at foundation (DM) 
Average owner capital at foundation (DM) 
Public start-up assistance (%) 
Mean firm age 
Mean firm age at patent application 

Firms by earliest legal form (%y 
Ltd. liability company 
Civil law association 
Commercial partnership 
Sole proprietorship 
Western Germany (%) 

Founder education, highest level (%) 
doctorate 
other academic degree 
master craftsman 
apprenticeship 
low education 
education unknown 

and non-patenting firms 

All Firms 

1,387 

128.0 
21.0 
56.0 

49.2 
1.5 

12.9 
36.4 

22.4 
34.5 
19.0 
24.2 
12.7 
73.3 
16.6 
706,117 
150,658 

32.3 
3.3 

-

58.0 
10.6 

1.4 
29.9 
40.0 

2.9 
30.3 
15.8 
26.2 

0.8 
24.0 

Non-
Patenting 
Firms 
1313(96.8%) 

-
-
-

-
-
-
-

21.2 
35.5 
19.1 
24.2 
12.7 
72.9 
15.9 
403,945 
138,995 

31.9 
3.3 

-

57.3 
10.7 

1.5 
30.4 
39.6 

2.8 
30.3 
15.9 
26.1 

0.8 
24.1 

Patenting 
Firms 

44 (3.2%) 

128.0 
21.0 
56.0 

49.2 
1.5 

12.9 
36.4 

CQ 2 * * * 

4.6*** 
13.6 
22.7 
11.8 
84.1* 
27 9*** 

8897,432*** 
487,571** 

48.8** 
3.5 
3.0 

79 ^*** 
6.8 
0.0 

13.6** 
52.3* 

9 J** 

29.6 
13.6 
27.3 

0.0 
20.4 

***(**,*) indicates a significance level of P/o (5%, 10%o) in a two-tailed t-test on the equality 
of means. 

9 The legal form of the remaining non-patenting firms is unknown. There are no stock com­
panies in the sample. 
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Table 7.3: Distribution of (patenting) start-ups across Federal States (%) 

131 

Schleswig-Holstein 

Hamburg 

Lower Saxony 

Bremen 

North Rhine-Westphalia 

Hesse 

Rhine land-Palatinate 

Baden-Wuerttemberg 

Bavaria 

Saarland 

Berlin (West) 

Total/mean 

Berlin (East) 

Brandenburg 

Mecklenburg-Western Pomerania 

Saxony 

Saxony-Anhalt 

Thuringia 

Total/mean 

Patenting start-ups 

2.2 

0.0 

6.7 

0.0 

37.8 

4.4 

2.2 

13.3 

31.1 

2.2 

0.0 

100 

2.3 

20.9 

2.3 

41.9 

7.0 

25.6 

100.0 

All start-ups 

3.5 

1.6 

10.3 

0.8 

30.0 

9.7 

5.5 

14.0 

20.3 

2.2 

2.1 

100 

4.1 

17.6 

12.4 

29.8 

16.1 

20.0 

100.0 

Share of patenting 
start-ups in all start­
ups 

1.7 

0.0 

1.7 

0.0 

3.4 

1.2 

1.1 

2.6 

4.1 

2.7 

0.0 

2.7 

1.2 

2.5 

0.4 

3.0 

0.9 

2.7 

2.1 

These numbers do not correspond to official patent statistics concerning 
general patenting intensity in Germany's federal states. According to these 
statistics (Greif und Schmiedl, 2002), number of patent applications per em­
ployee is largest in Baden-Wurttemberg, Bavaria, and Hesse. This figure is 
always higher for Western states. Thus, it can be concluded that the regional 
distribution of patenting intensity differs between established and start-up 
firms. In particular, while patenting activity in the East is substantially lower 
than in the West in general, it is only slightly lower in start-ups. 

6. Empirical Results 

The econometric analysis incorporates the estimation of an employment 
growth equation using fixed-effects as well as first-differencing methods. The 
names and definitions of the explanatory variables are given in table 7.4. The 
analysis is based on an extended version of Equation 1 as described above. 
Patenting activity is measured by a variable indicating whether each firm ap­
plied for any patents during the year of observation, by number of patent ap­
plications, or by patent stock. The first two indicators are included with two 
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lags in order to account for the delay with which patenting behavior may af­
fect employment. The patent stock is a weighted index of the number of cur­
rent-period and past patent applications. It is based on a standard perpetual-
inventory equation with constant depreciation: 

pat _ stock.^ = (1 - 5)pat _ stock. ^_^ + numb _ pat^ , 

where the depreciation rate 5 is chosen to be 15 percent (Griliches and Mair-
esse, 1984; Czamitzki and Kraft, 2004). Thus, the older the patent application 
the smaller the weight attributed to it in the patent stock. On the one hand, the 
use of a patent stock measure has the advantage of avoiding the problem of 
long lag structures. The coefficients of the other patent indicators' different 
lags may be estimated somewhat imprecisely because of the correlation of a 
firm's patenting behavior over time. On the other hand, the patent stock 
measure presumes a specific lag stmcture and does not allow the relative im­
pacts of different lags to vary. An interaction term involving patent stock and 
age is included to test whether the effect of patenting activity varies over each 
firm's life cycle. The patenting indicators are not instrumented, as they turn 
out to be exogenous in Granger causality tests. The test's conclusion corre­
sponds to the theoretical modeling and empirical evidence concerning em­
ployment growth and innovative activity as cited in the methodological sec­
tion. 

Table 7.4: Variable definitions 

Variable name 

^ employment 

employment 

age 

empl*age 

ltd_ liability 

numb_pat 

patent 

patstock 

pa t s took* age 

attrdead 

attr_perm 

atttemp 

mills 93-99 

Variable description 

logarithmic employment growth 

log of employment 

log of firm age 

interaction between log of employment and log of firm age 

limited liability company 

number of patent applications in current period 

indicator taking value 1 if firm applied for at least one patent in current 
period, 0 otherwise 

weighted index of number of current and past patent applications 

interaction between patent stock and log of firm age 

leading selection indicator taking value 1 if firm leaves the panel due to 
firm closure in subsequent period, 0 otherwise 

leading selection indicator taking value I if firm leaves the panel perma­
nently for reasons other than closure in subsequent period, 0 otherwise 

leading selection indicator taking value 1 if firm leaves the panel tempo­
rarily in subsequent period, 0 otherwise 

inverse Mills ratios estimated from probit regressions (equation 5) 

In addition, indicator variables of either possible selection bias or selection 
correction terms are included in the regressions. Three indicators of selection 
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bias specify whether a firm is missing in the subsequent period because of 
permanent drop-out due to firm closure, permanent drop-out due to other rea­
sons or temporary drop-out, respectivefy. Using them in the regression allows 
only testing for selectivity. In order to correct it, the Heckman procedure is 
applied and Mills ratios are inserted as correction terms. 

Table 7.5 shows the estimation results using four different econometric ap­
proaches with employment growth as the dependent variable. The right-hand 
side variables are displayed in the first column. The second column contains 
the estimated coefficients of the fixed-effects model. The results in the third 
column are based upon a fixed-effects model in which the error term is as­
sumed to follow a first-order autoregressive process. The 2SLS results of the 
first-differencing model without selection correction using lagged values of 
yij.j as instruments are given in the fourth column. The last column shows the 
corresponding 2SLS results with selection correction.^^ 

The outstanding difference between the fixed-effects models with and 
without serial dependence in the disturbances is the direction of the effect of 
employment growth, lagged by one period. While this effect is positive in the 
normal fixed-effects model, it is negative in the fixed-effects model allowing 
for autocorrelated disturbances. This could be explained as follows: Even 
when controlling for time-constant, firm-specific effects, individual growth 
rates are positively correlated over time. This correlation might be due to 
firms smoothing out their growth rates over time - as suggested by Penrose -
to a specific economic situation lasting several periods or to a firm's tempo­
rary competitive advantage. When controlling for such effects using autocor­
related errors, the effect of the past growth rate itself is negative, which can be 
ascribed to oscillatory movements of growth rates measured on an annual ba­
sis. Hence, the fixed-effects model with autocorrelated disturbances, which al­
lows differentiation between these opposite effects, is clearly preferable to the 
normal fixed-effects model. Still, it should be remembered that the inclusion 
of the lagged dependent variable in a fixed-effects regression leads to estima­
tion bias. In this respect the first-differencing method with which lagged 
growth and lagged employment size are instrumented by their past values is 
more reliable; it also allows for serial correlation of the error term in the form 
of a random walk. The two first-difference estimations in table 7.5 do not re­
veal any significant effects of past growth on current growth. 

However, even if the growth process is not path-dependent, Gibraf s Law 
can clearly be rejected on the basis of the results in table 7.5: All four estima-

10 Number of observations and number of firms are lower in the fixed-effects model with 
autocorrelated errors than in the normal fixed-effects model because the maximum number of 
observations per firm available for estimation is lower in the former. One observation per firm 
is needed for the estimation of the autocorrelation coefficient which cannot be used for the 
growth regression. Number of observations is even lower in the first-differencing model be­
cause two observations are needed to generate the instruments for the lagged dependent vari­
able. 
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tions show a highly significant negative effect of previous firm size on current 
growth, although the positive sign of the quadratic term - which is significant 
in the first-differencing models - indicates that this negative effect diminishes 
with size. The turning point at which the negative effect turns positive, how­
ever, is much higher than the maximum employment size ever reached by 
firms in the sample during the observation period. Thus, small firms clearly 
grow faster than their larger counterparts. Employment growth is not a ran­
dom process independent of firm size. The fixed-effects models indicate fur­
ther that the negative effect of firm size on growth becomes more pronounced 
as firms get older. This can be concluded from the coefficient of the interac­
tion term between size and age. However, this effect is not confirmed by the 
first-differencing models. 

Firm age has a significant positive effect on growth. This result is inconsis­
tent with many empirical studies which find a negative relationship between 
age and growth; this can be explained by the fact that the present data set con­
tains only start-up firms. The propensity to grow may actually be quite low 
shortly after firm formation, when a firm has yet to learn about its efficiency 
relative to its competitors. The more it learns and discovers that it operates ef­
ficiently, the more likely it is to decide to stay in the market and grow. In ad­
dition, returns on learning might be increasing in such early stages of the life 
cycle. The results are in line with other studies based on start-up samples 
which find a positive effect of age on growth that turns negative after a few 
years (Almus and Nerlinger, 1999; Almus et al., 1999). However, evidence 
for the existence of a turning point at which the effect becomes negative can 
only be found in the fixed-effects models. 

Legal status affects employment growth as well. Firms with limited liabil­
ity have significantly higher growth rates in comparison with other compa­
nies. This result is in line with other empirical work, such as Harhoff et al., 
(1998) and Engel (2002). 

Patenting activities have a clear, positive impact on employment growth. 
Firms that apply for patents have above-average growth rates in the subse­
quent two years. This conclusion can be drawn fi-om the results of the first-
differencing models. The model without selection correction indicates a 
slightly significant positive effect even in the year of application. According 
to the fixed-effects estimates, a significant impact is only manifest in the sec­
ond year after application. Both types of model agree that the effect is greatest 
in that year. This can be explained by the fact that inventions have to be con­
verted into marketable products or implemented into the production process 
before they can have an impact on employment. More immediate effects 
might be due to the hiring of personnel in order to facilitate the execution of 
these tasks. Firms might also be inclined to recmit new employees promptly 
in order to be able to fully exploit the competitive advantage implied by their 
patents. 



Michaela Niefert 135 

An obvious weakness of the present model specification is its lack of any 
financial indicators serving as explanatory variables. Patenting activity might 
just be an indication of available internal financing, an important factor for 
growth. Unfortunately, there are no time-varying financial variables available 
for the present data set, only information on whether investment activities are 
being carried out by external firms. Such investments should provide an indi­
cation of firms' financial situations. However, the corresponding variable 
proves to be insignificant in the estimations. 

They only contain the leading selection indicators which allow testing for 
selectivity. As the results show, firms leaving the panel consistently show a 
relatively low employment growth rate in the precedent period. As expected 
and as ascertained by Almus (2002), attrition due to firm closure is preceded 
by poor growth performance. That this also holds for drop-outs due to other 
reasons could be ascribed to firms' reluctance to report on the "rough 
patches" they go through. 

Columns 2 - 4 in table 7.5 refer to estimations without selection correction. 
These findings indicate the presence of an attrition bias. The last column 
gives the estimation results of a first-differencing model which corrects for 
this bias. It is not corrected for a possible bias due to temporary drop-out 
since the existence of such a bias is rejected by the test. The regression in­
cludes the inverse Mills ratios fi*om the T - 1 probit estimations of equation 5 
(not reported) as instruments in the first stage and as explanatory variables in 
the second stage. ̂ ^ The significance of the coefficients of six of the seven in­
verse Mills ratios again confirms the presence of attrition bias. Consequently, 
one would tend to have more confidence in the results of the regression cor­
recting for the bias. However, the estimated coefficients of the two first-
difference regressions differ only slightly. This indicates that the leading se­
lection indicators already correct the bulk of the attrition bias. 

Table 7.6 shows the estimation results of the fixed-effects model with auto-
correlated disturbances and of the first-differencing model without selection 
correction using two other patenting measures, namely number of patent ap­
plications and patent stock. Comparing the results of the second and fourth 
columns with the corresponding estimations in table 7.5, it turns out that num­
ber of patent applications has less influence on growth than the indicator of 
whether a firm has applied for any patents. Thus, it is rather the act of carry­
ing out patenting activities itself than a firm's number of patent applications 
which enhances employment growth. Number of applications might be less 
meaningful due to the varying quality and economic significance of patents. 

11 Explanatory variables which are included in the probit but not in the 2SLS regression in or­
der to avoid multicoUinearity are founders' human capital, region (Eastern or Western Ger­
many), population density, an indicator of whether each firm had received start-up assistance, 
and indicators of the payment history of each firm. They all lend significant explanatory power 
to the selection regressions. 
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Table 7.5: Fixed-effects and first-difference employment growth regressions I 

^ employment t-1 

employment t-1 

(employment)^ t-1 

age t-1 

(age)' t-1 

empl*age t-1 

Itdjiability 

patent t 

patent t-1 

patent t-2 

attritiondead 

attrition_perm 

attritiontemp 

mills 93 

mills 94 

mills 95 

mills 96 

mills 97 

mills 98 

mills 99 

constant 

No. of observations 
No. of firms 
R ' within 

FE 

0.041*** 
(0.011) 
-0.414*** 
(0.022) 
-0.001 
(0.005) 
0.060*** 

(0.017) 
-0.024*** 
(0.008) 
-0.012*** 
(0.004) 
0.156*** 

(0.038) 
0.052 

(0.046) 
0.039 

(0.046) 
0.108** 

(0.052) 
-0.112*** 
(0.019) 
-0.386*** 
(0.120) 
-0.081 
(0.119) 

-

-

-

-

-

-

-

0.725*** 
(0.031) 

6820 
1271 

0.283 

FEwithAR(l) 

-0.045*** 
(0.015) 
-0.672*** 
(0.038) 

-0.0002 
(0.007) 
0.560** 

(0.239) 
-0.166** 
(0.072) 
-0.020* 
(0.012) 
0.262*** 

(0.057) 
0.056 

(0.050) 
0.051 

(0.051) 
0.107** 

(0.054) 
-0.113*** 
(0.021) 
-0.484*** 
(0.158) 
0.017 

(0.165) 
-

-

-

-

-

-

-

0.751*** 
(0.137) 

5549 
1175 

0.381 

FD 

-0.001 
(0.025) 
-1.971*** 
(0.566) 
0.168** 

(0.083) 
0.272** 

(0.127) 
-0.114 
(0.166) 
0.104 

(0.088) 
0.390*** 

(0.063) 
0.097* 

(0.059) 
0.131** 

(0.066) 
0.153*** 

(0.058) 
-0.134*** 
(0.024) 
-0.616*** 
(0.204) 
0.125 

(0.204) 
-

-

-

-

-

-

-

-0.029 
(0.087) 

4098 
1029 

0.226 

FD with selection 
correction 

-0.031 
(0.020) 
-1 996*** 
(0.517) 
0.170** 

(0.075) 
0.302** 

(0.127) 
-0.124 
(0.173) 
0.111 

(0.081) 
0 397*** 

(0.064) 
0.091 

(0.059) 
0.125* 

(0.065) 
0.138** 

(0.058) 
-

-

-

-0.108 
(0.213) 
-0.400** 
(0.159) 
-0 371*** 
(0.118) 
-0.436*** 
(0.142) 
-0 444*** 
(0.138) 
-0.305** 
(0.132) 
-0.289* 
(0.167) 
-0.037 
(0.092) 

4098 
1029 

0.219 

(**,*) indicates a significance level of 1% (5%, 10%); standard errors in parentheses. *** /** * 
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Table 7.6: Fixed-effects and first-difference employment growth regressions II 

^ employment 

employment t-1 

(employment)^ t-1 

age t-1 

(age)^-l 

empl*age t-1 

Itdliability 

numb_pat t 

numb_pat t-1 

numb_pat t-2 

patstock 

pat_stock*age 

attritiondead 

attrition_perm 

attritiontemp 

constant 

No. of observations 
No. of fimis 
R̂  within 

FEwithAR(l) 

-0.045*** 
(0.015) 
-0.674*** 
(0.038) 

-0.0001 
(0.007) 
0.566** 

(0.239) 
-0.168** 
(0.072) 
-0.020* 
(0.012) 
0.262*** 

(0.057) 

0.059* 
(0.032) 
0.022 

(0.029) 
0.036 

(0.023) 
-

-

-0.113*** 
(0.021) 
-0.484*** 
(0.158) 
0.017 

(0.165) 
0 747*** 

(0.136) 
5549 
1175 

0.381 

FEwithAR(l) 

-0.045*** 
(0.015) 
-0.673*** 
(0.038) 

-0.0002 
(0.007) 
0.580** 

(0.239) 
-0.166** 
(0.072) 
-0.019* 
(0.012) 
0.263*** 

(0.057) 

-

-

-

0.089 
(0.061) 
-0.030 
(0.035) 
-0.113*** 
(0.021) 
-0.486*** 
(0.158) 
0.016 

(0.165) 
0.731*** 

(0.136) 
5549 
1175 

0.381 

FD 

-0.0005 
(0.025) 
-1 970*** 
(0.565) 
0.168** 

(0.083) 
0.274** 

(0.127) 
-0.113 
(0.165) 
0.104 

(0.088) 
0.390*** 

(0.063) 

0.054 
(0.034) 
0.053 

(0.034) 
0.060** 

(0.027) 
-

-

-0.134*** 
(0.024) 
-0.617*** 
(0.204) 
0.125 

(0.204) 
-0.030 
(0.087) 

4098 
1029 

0.225 

FD 

-0.0009 
(0.025) 
-1 953*** 
(0.561) 
0.166** 

(0.082) 
0.279** 

(0.126) 
-0.118 
(0.165) 
0.101 

(0.087) 
0.391*** 

(0.063) 
-

-

-

0.164** 
(0.073) 
-0.070* 
(0.042) 
-0.135*** 
(0.024) 
-0.617*** 
(0.203) 
0.124 

(0.204) 
-0.026 
(0.087) 

4098 
1029 

0.228 

: ^** *̂  indicates a significance level of 1% (5%, 10%); standard errors in parentheses. 

Unfortunately, using patent grants and citations as a quality indicator is 
prevented by the nature of the underlying data set: The panel is too short to 
observe a sufficiently large portion of the time period over which the patents 
can be granted and cited. According to the fixed-effects model, the effect of 
number of patent applications is largest in the application year, whereas the 
first-differencing model still indicates that the greatest effect of patenting ac­
tivity on employment growth is observed two years later. Patenting stock 
turns out to be insignificant in the fixed-effects model, perhaps because the 
underlying assumption of a constantly decreasing impact of patent applica-
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tions over time is not entirely correct. However, patenting stock has a signifi­
cant positive effect on growth according to the first-differencing model, yield­
ing further evidence of patenting activity's positive impact on employment 
growth. As the interaction term between patent stock and firm age indicates, 
this effect becomes weaker as firms get older. The effect is only slightly sig­
nificant, but still suggests that patenting activity affects employment growth 
more strongly the younger the firm. Innovative activity is probably a more 
important growth factor for very young firms which have yet to develop a 
company profile and conquer market shares than for more established firms. 

7. Conclusion 

This paper analyzes the post-entry growth performance of German start-up 
firms using descriptive methods, fixed-effects and first-differencing dynamic 
panel data methods. The advantage of these panel data approaches is that they 
control for time-constant, unobserved heterogeneity. The estimation results 
obtained can therefore be accepted as unbiased by firm-specific factors like 
flexibility, entrepreneurial skills, and organizadonal and technical abilities, 
which presumably do not vary much over time and exert considerable influ­
ence on firm growth. The econometric methods chosen also account for ob­
served constant heterogeneity resulting, for example, fi'om specific industries, 
regions, or from cohort effects. They further allow correcfion of attrition bias. 

As revealed by the distribution of start-ups across sectors, the transition 
process of the former East Germany into a more service-oriented, modem 
economy has taken place rather slowly. The descriptive results fiarther show 
that, on average. Eastern German start-ups have been larger, have grown 
faster, had more seed capital at their disposal and have received more finan­
cial assistance than Western German firm foundations in the years after reuni­
fication. This is to be attributed to the first-mover advantages which can be 
realized by new firms in a transition economy and to the focus of German 
subsidization policies on Eastern Germany. Likewise, innovafive firms exhib­
iting patenting activity are larger, endowed with more seed capital and con­
sidered to be more eligible for financial assistance than non-patenting firms. 
However, they do not evince a better average growth performance. The share 
of patenting start-ups in all start-ups is somewhat lower in Eastern Germany 
than in Western Germany. Still, Saxony and Thuringia evince larger shares of 
patenting firms than many Western states. 

The multivariate analysis leads to a clear rejection of Gibraf s Law: Em­
ployment growth in the surveyed start-ups is negatively related to firm size in 
the previous year. This result is consistent with the empirical literature on 
post-entry performance. Firm age has a positive effect on growth at this early 
stage of the life cycle; this is likely to turn negative as time passes. The latter 
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finding is less common in the literature but has already been revealed by some 
other studies analyzing very young firms. 

The other important finding is that involvement in patenting activities en­
hances a firm's employment growth performance. This is the overall picture 
arising from the use of different estimation methods and patent indicators. 
The positive effect of patenting acfivity may already be present in the year of 
patent application, but it most likely peaks two years after application. It 
seems that with respect to growth, the very act of performing patenting activi­
ties is more important than the number of patent applications. 

The primary objective of this paper is to contribute to the scarce empirical 
evidence on the impact of innovative activity on post-entry employment 
growth. Since patents are mostly used to protect product innovations, the re­
sults seem to correspond to the empirical literature which mostly reveals a 
positive impact of these innovations on employment in established firms. 
However, the findings cannot be generalized because patents are only a partial 
indicator of innovativeness. Moreover, since no other innovation indicators 
are used in the analysis, the result may not only reflect the effect of patents 
per se, but also innovative activities in general; this could also include the 
ability to appropriate technical knowledge, which is presumably enhanced by 
patenting activities. It is clear, however, that the results do not just reflect 
time-constant, unobserved factors like certain technical abilities or open-
mindedness to change, which innovative firms are assumed to have - these 
are already captured by the fixed effects. Patenting firms do not generally ex­
hibit higher growth rates than their non-patenting counterparts; instead, 
growth performance depends on their patenting activity over time. There is 
some evidence that patenting activity is a more important growth factor for 
very young firms than for more established firms. The results suggest that it is 
beneficial for young firms to innovate at early stages of their life-cycles in or­
der to become competitive and grow. 
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8 ENTREPRENEURSHIP IN CLUSTER 

The Surgical Instrument Cluster of Tuttlingen, Germany* 

Ralf Binder and Bjorn Sautter 

1. Introduction 

In recent years there has been intensive scientific discussion about the concept 
of clusters^, in which attention has also been given to business foundings (cf 
Stemberg and Litzenberger, 2004; Fomahl and Menzel, 2002). Theoretical 
arguments propose that the particular economic and social environmental 
framework conditions of a cluster have an effect on entrepreneurial activities 
in the cluster (cf Feldman, 2001; Saxenian, 1994; Krugman, 1991). However, 
interpretations of the direction of the effect differ substantially. 

Several authors argue that high founding rates observed in clusters indicate 
the presence of Marshallian localization economies which facilitate access to 
resources and information relevant to founders and reduce entry barriers (cf 
Sorenson and Audia, 2000; Baum and Haveman, 1997). Additionally, the so­
cial environment of clusters offers some special features (Fomahl, 2003; Ink-
pen and Tsang, 2005) that could also influence entrepreneurial activities. For 
example, in clusters, economic ties often overlap with personal ties (Dei Ot-
tati, 1994), resulting in dense and long-enduring networks (Rowley et al. 
2000) and sometimes in cliques with a high level of redundant ties (Storper, 
1993). 

On the other hand, studies drawing on the organizational ecology approach 
stress the strong competition for resources in regional agglomerations of in­
dustries, and, thus, focus on the negative effects on entrepreneurial activity 
(Hannan and Freeman, 1989; Hannan and Carroll, 1992; Carroll and Hannan, 
2000). In order to make an assessment of these opposing arguments, more 
empirical knowledge is necessary. These studies provide us with some fasci-

* The authors thank Gerhard Haider, Iris Gebauer, Wolf Gaebe, and two anonymous review­
ers for their support. Research for this paper was supported by a grant from the German Re­
search Foundation. 
1 The concept has been used and interpreted in very different ways (cf. the critique in Martin 
and Sunley, 2003). 
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nating theoretical assumptions, but they suffer from a lack of empirical data 
about the socio-economic mechanisms and processes related to business 
foundings. 

In this paper, we aim to fill this empirical gap by presenting the results of a 
study which intend to examine the socio-economic mechanisms and processes 
related to the entrepreneurial activities in a cluster. Using the surgical instal­
ment cluster of Tuttlingen as an example, we investigate the environmental 
conditions relevant to business foundings in the cluster and the temporal 
variations in the relationship between these founding conditions and the 
founding activity. As one of the most important conditions for the entrepre­
neurial activities in the cluster, we identify the social capital of founders. We 
examine elements of the social capital and its significance for the success of 
business start-ups, and identify mechanisms by which founding success is in­
fluenced by social capital. In our investigations, we use a mix of quantitative 
and qualitative methods. 

The remainder consists of five sections. In section 2 we give some back­
ground information on the surgical instrument cluster of Tuttlingen. Section 3 
contains a review of the socio-economic founding conditions in a cluster. A 
description of the methodology is given in section 4, and in section 5 the em­
pirical results are presented. Finally, we summarize the findings and draw 
some conclusions (section 6). 

2. The Case Study 

Generally speaking, the notion of a 'cluster' refers to a spatially concentrated 
group of companies, which are specialized in some related industrial activities 
(Lorenzen, 2001). The cluster studied in our investigadon is situated in a rural 
part of southern Baden-Wtirttemberg, Germany, around the city of Tuttlingen 
(see figure 8.1). Concerning the surgical instalment industry, Tuttlingen is a 
unique phenomenon, at least in Germany.^ The cluster is distinguished by a 
high concentration of some 500 mainly small or medium-sized companies 
producing and trading primarily surgical instruments, and to a lesser extent 
endoscopes and implants. Approximately 200 specialized suppliers and sub­
contractors complete the cluster. The concentration is limited to the county of 
Tuttlingen, whereas surrounding counties have virtually no companies of the 
surgical instruments industry. Altogether, the companies in the district of Tut­
tlingen represent two-thirds of all German companies engaged in this line of 
business; others are dispersed all over Germany. Some more figures shall in­
dicate the significance of the cluster. In the year 2002 the cluster employed a 
total of 7,500 people and produced an estimated turnover of US$ 610 million. 
The main markets of the firms in the cluster are Germany, the USA, Europe 
and Japan, and the export share of firms with at least 20 employees is 64 per-

2 There is a competing cluster in Sialkot in Pakistan (Nadvi and Haider, 2002). 
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cent (Haider, 2004). The significance of the surgical instruments industry for 
the regional economy is high, with almost 15 percent of all employees subject 
to social insurance contributions in the county working in this line in 2002 
(Sources: Job Centre Rottweil, Statistical State Office Baden-Wiirttemberg). 

K 
TUTTLINGEN 

Figure 8.1: Locations of companies in the surgical instrument industry in Germany 

There are a number of reasons that make this cluster an appropriate case 
study. First, because of its rural character, there are almost no urbanization 
economies that interfere with the localization economies of the cluster. Sec­
ond, the origins of the cluster date back over 130 years, so changes in entre­
preneurial framework conditions can be well examined. Finally, the number 
of firms founded is large enough to allow adequate statistical analysis. 

3. Socio-Economic Founding Conditions in Clusters 

According to Staber (1997), founding conditions in clusters are driven by co­
operative and competitive socio-economic processes. These dynamic proc­
esses reflect inter-firm learning, operational flexibility, and innovation, and 
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are seen as the source of a cluster-specific economic vitality. In the following 
sections, we focus first on temporal variations in the relationship between 
general founding conditions like cooperation, competition, etc. and the entre­
preneurial activity in the evolution of the cluster. Second, we investigate the 
social capital of business founders as one of the founding conditions in the 
cluster. 

3.1 Founding Conditions and Entrepreneurial Activity in the Evolution 
of Clusters 

Many studies assume a higher level of founding activity in clustered areas 
than in non-clustered areas (cf. Sternberg and Litzenberger, 2004; Fomahl and 
Menzel, 2002). Authors of the 'new economic geography' suggest that due to 
competitive advantages in a cluster, there are low entry barriers, and this, 
therefore, has positive effects on entrepreneurial activity (cf. Krugman, 1991). 
Nascent entrepreneurs, thus, benefit from elements of the localization econo­
mies such as skilled labor, supportive infi*astructure and specialized suppliers 
on site (Marshall, 1890), and from knowledge spillovers (Saxenian, 1994). 
Studies that focus on the social environment of entrepreneurs point out the 
embeddedness of entrepreneurs in networks of continuing social relations (cf 
Aldrich and Zimmer, 1986; Bosma et al., 2002). Mutual trust and common 
norms, rules, and routines for acting are a fimdamental element of social rela­
tions and, thus, are a basic requirement for a well-functioning network. The 
pronounced 'institutional endowment' in clusters leads to 'localized capabili-
des' (Maskell and Malmberg, 1999) or 'untraded interdependencies' (Storper, 
1997). Over time, an 'institutional thickness' evolves (Amin and Thrift, 1995) 
that includes formal institutions such as further education and training estab­
lishments, and trade and similar organizations that may encourage systemic 
trust among the actors in the cluster (cf Bachmann, 2003). 

However, as Porter (1998, 2000) notices, fierce competition among local 
companies is another typical attribute of clusters. The firms compete for criti­
cal resources such as know-how, skilled labor, specialized suppliers, capital, 
customers, etc. (Hannan and Freeman, 1989; Hannan and Carroll, 1992; Car­
roll and Hannan, 2000). As a result, established companies may try to hinder 
start-ups, and they may be closed down soon after founding, due to resource 
squeeze. 

In conclusion, clusters are characterized by a conflicting interrelation of 
socio-institutional embeddedness and cooperation, on the one hand, and com­
petition for critical resources, on the other. Stability and equilibrium in this in­
terrelation are rare; instead, temporal disequilibria are the norm. Most empiri­
cal studies dealing with this subject use a static design. As a result, they do 
not capture the dynamics of how the balance of cooperation and competition 
evolves over time, with implications for understanding changes in entrepre­
neurial activity. The organizational ecology approach enables investigations 
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of dynamic processes like time-varying cooperation, competition, and entre­
preneurial activity in the evolution of a cluster. Staber (1997) used the eco­
logical concept of population density - i.e., the number of firms existing at a 
given point in time, relative to available resources in their environment - to 
study temporal variations in the founding activity as a function of changes in 
the intensity of cooperation and competition. 

Organizational ecologists assume that during the early history of cluster 
development, when population density is low, an increase in density leads to 
greater legitimation, i.e., acceptance by authorities, lenders, suppliers, clients, 
etc. (Meyer and Rowan, 1977), and to a higher potential to cooperate (Staber, 
1997), facilitating founding activity. However, an increasing density also 
leads to greater competition for available resources. According to the organ­
izational ecology approach, as density increases, legitimation and the poten­
tial to cooperate increases at a slower rate and competition increases at an in­
creasing rate. Thus, when population density exceeds a certain limit, the 
negative effect of increased competition for resources outbalances gains made 
in respect of legitimation and potential to cooperate. From this point on, 
founding activities decrease. From early to late stages of cluster development, 
these processes lead to an inverse U-shaped relationship between population 
density and the founding activity, assuming that the carrying capacity of the 
population's environment is fixed over time. Many empirical studies confirm 
this non-monotonic relationship between density and founding activity.^ 

An ecological analysis of entrepreneurial activity in a cluster has to con­
sider contextual factors besides population density. These additional founding 
conditions are general framework conditions (such as the general business 
climate), industry-specific framework conditions (such as the national and in­
ternational demand for products), as well as further cluster-specific conditions 
(such as strategies of local firms or changes in the local value chain). Addi­
tional parameters concerning the founding capability within the cluster, e.g. 
the number of potential founders, could complete an analysis of business 
foundings in a cluster. 

3.2 Social Capital as an Important Founding Condition in Clusters 

As discussed above, several environmental framework conditions affect the 
entrepreneurial activity in clusters. The social environment distinguishes clus­
ters from other economic areas (Dei Ottati, 1994; Rosenfeld, 1997; Gordon 
and McCann, 2000). Hitherto, there have only been a few studies that try to 
combine the special features of the social environment and start-ups in clus­
ters (Britton 2004, Westlund and Bolton 2003). 

3 For reviews see Carroll (1984), Singh and Lumsden (1990), Hannan and Carroll (1992). 
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Studies by Haider (2004) and Nadvi and Haider (2002) illustrate the impor­
tance of the social environment for economic activities in the cluster of Tut-
tlingen. To include the social environment in our considerations, we can draw 
on several theoretical concepts, such as the social networks concept, the em-
beddedness model, and the social capital model"^ The social capital model has 
recently been attracting much attention, and there are some studies that exam­
ine the importance of social capital for entrepreneurs (Biihler, 1999; Bosma et 
al., 2002; Maurer, 2003). However, the notion of social capital is used in dif­
ferent ways.^ In the following paragraphs, we refer to an entrepreneur's social 
capital as being, first, the configuration of the whole network of his social 
contacts and, second, the characteristics and content of his individual ties. 
While the characteristics of the contacts - for example, their human capital -
are not included in an entrepreneur's social capital, they do have a significant 
influence on the individual ties and, therefore, should also be taken into ac­
count. Thus, we adopt a structure-oriented perspective of social capital 
(Maurer, 2003). 

Following Nahapiet and Ghoshal (1998), we distinguish three dimensions 
of social capital. The structural dimension contains the overall configuration 
of the network and includes the size of the network, its heterogeneity and its 
multiplexity. Extensive and heterogeneous networks are beneficial particu­
larly for founders as they provide access to the diverse resources that are nec­
essary for founding a firm, and can enable the entrepreneurs to overcome a 
lack of own resources (Steier and Greenwood, 2000, 166). Multiple ties pro­
vide founders with access to more and different resources (Maurer, 2003, 33). 
The relational dimension is relevant to tmst and norms, each of which can 
serve as a control mechanism in a particular tie. Both reduce the danger of 
opportunistic behavior and can contribute to a reduction of transaction costs 
(Nooteboom, 1999).^ The cognitive dimension includes the way actors inter­
pret situations. The interpretation in the context of entrepreneurship relevant 
situations might be who are the most important competitors or which are con­
siderable technical innovations, considerable. If there is cognitive proximity 
between the actors, that is, if they have common or similar interpretation 
schemes, the effective exchange of experience, advice and information, the 
interpretation of what they have, and new combinations of information are all 
made easier (Tsai and Ghoshal, 1998; Boschma, 2005). 

The function of social capital is to enable the owner to acquire resources to 
attain certain goals, or to make those goals easier to reach (Coleman, 1990). 
The value of social capital depends on the context and, in connection with 

4 For a full discussion of the network model, see the bibliography; for an extensive account 
of the embeddedness model, see Granovetter (1985), and Uzzi (1996). The basic idea of the 
embeddedness model is that economic actors are embedded in a social framework that influ­
ences their actions. This idea is also the basis of the social capital model. 
5 A good summary can be found in Adler and Kwon (2002). 
6 Fundamental for the transactions cost model, see Williamson (1975). 



Ralf Binder and Bjorn Sautter 149 

founding firms, advice about how to found them, being able to draw on capi­
tal and tangible assets, unpaid assistance and emotional support, can all be es­
pecially valuable. The possibilities and limitations with regard to access to 
these resources result from the position of a founder in the network and the 
configuration of the particular ties. The social capital of entrepreneurs who set 
up firms eases the acquisition of resources and, thus, influences the success of 
the new firm (Buhler, 1999). 

As a result of these considerations, we propose several hypotheses:^ 
• The multiplexity of social roles in a dyadic relation (e.g. two persons in­

terconnected via a business and a friendship relation) leads to an increase 
of accessible resources and the variety of these resources embedded in this 
relation (Grabber and Stark, 1997). Founders whose social capital includes 
a large proportion of multiplexities are more successful. 

• Trust accounts for easier access to resources (Liebeskind, Oliver, Zucker 
and Brewer 1996; Larson, 1992). Founders with social capital character­
ized by trust are, therefore, more successful. 

• Cognitive proximity facilitates the exchange of information and is condu­
cive to innovation (Talmud, 1999; Boschma, 2005). Founders with ties 
characterized by cognitive proximity are more successful. 

The hypotheses concerning the role of social capital have to be interpreted 
in the light of the special start-up conditions in a cluster. In a cluster, specific 
social capital can be built up through a combination of special local features, 
such as intense competition and local institutions. For clusters, Gordon and 
McCann (2000) see an exceptionally high level of actors' social embedded-
ness combined with a number of advantages - for example, lowered transac­
tion costs as a result of trust between the actors (Enright, 2003, 105). Of 
course, social capital can also have a 'dark side' if it results in cognitive lock-
ins (Fortes, 1998; Putnam, 2000). In general, social capital is a fundamental 
component for developing 'collective entrepreneurship' in a region and, thus, 
may strongly influence the founding activity (Westlund and Bolton, 2003). 

4. Methodology 

Our research questions for this study were of explorative and of hypothesis-
testing nature. Besides the testing of the hypothesis, we intended to identify 
mechanisms by which founding activities are influenced, and how social capi­
tal affects success of start-ups. The conceptual framework developed for the 
determinants of the founding activities in clusters and the relevance of social 
capital for entrepreneurs clearly showed that it was favorable to use a multi­
level analysis and to work with a combination of quantitative and qualitative 

7 In addition, a number of other hypotheses were made relating to further social capital vari­
ables and control variables. 
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methods. The use of ethnographic methods of data collection enabled us to 
check the validity of the quantitative observations (Uzzi, 1996). 

To analyze founding conditions in the selected cluster, we drew on the 
Business Registration Index of several municipalities as our main data source 
for both investigations. Using those indices, we compiled a database of the 
surgical instrument firms that had been set up or closed down in the Tut-
tlingen district from 1945 to 2002, inclusively. As an adjustment, we used ad­
ditional data sources (e.g. several surgical instrument manufacturer directo­
ries), and in doing so we were able to overcome several limitations of 
Business Registration Indices as a source of information (cf Fritsch and 
Grotz, 2002). Our search produced a total of 856 firms at the core of the sur­
gical instrument industry and 349 firms or home workers specializing in com­
plementary activities (polishing, grinding, drilling, etc.) that had been operat­
ing for at least one year between 1945 and 2002. In this period, 621 firms 
were established and 294 firms were closed down at the core of the surgical 
instrument industry (cf figure 8.2). Using additional archival sources, we 
were able to reconstruct the annual number of foundings^ of craft firms within 
the surgical industry sector fi'om 1870 to 1940. 

In the empirical analysis of time-varying founding conditions and founding 
activity, we followed the convention in defining a population of firms as the 
unit of analysis and treated foundings as events in a point process, i.e. as an 
instant of an arrival process, for the population (cf Hannan and Freeman, 
1989). Because we used annual numbers of foundings for the period from 
1947 to 2000^, we modeled the aggregated annual event counts directly in­
stead of analyzing event histories. Therefore, we assumed a founding rate (in 
terms of a stochastic hazard rate) with log-linear dependence on density and 
the covariates as given by the following equation: 

where aO is the intercept, Nt is density, and Xt is the set of covariates. The 
density dependence model predicts that al > 0 and a2 < 0. The models of the 
founding activity we chose are based on the simple Poisson model.^^ 

We considered the surgical instrument cluster of Tuttlingen, which was in­
troduced in secdon 2, as a community of organizafions in the ecological 
sense. The organizational population under study was the set of manufactur-

8 Unfortunately, we were not able to reconstruct the deaths. 
9 We transformed the yearly number of foundings into a moving average of four years, elimi­
nating extreme mavericks (cf. figure 8.2 and 8.3). We also estimated models with the actually 
observed numbers of foundings. The results of these models are similar to the results we pre­
sent in this paper. 
10 A complication arises if the assumption of the variance of the Poisson distribution equaling 
the mean does not hold. To test this assumption, the authors estimated the negative binomial 
regression model, which allows for over dispersion. The results from this estimation were no 
improvement over the Poisson model. Hence, Poisson estimates are reported below. 
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ing and trading firms that defined the cluster as a socio-economic entity. As a 
resuh of increasing diversification of strategies and forms of organization em­
ployed by firms, we separated the sub-population of manufacturers (MANU) 
fi*om the sub-population of traders (TRADE), including some service provid­
ers. Referring to the population as a whole (ALL), and the two sub-
populations, we estimated the ecological model mentioned above. We tested 
several environmental variables as covariates to account for the changes in the 
level of the founding activity. Prior business failures, for example, provided 
potential founders with information about opportunities and constraints. High 
levels of dissolutions may be interpreted as a signal that opportunities are de­
clining, thus, repressing start-ups, whereas low levels of dissolutions should 
have the opposite effect. The experts we interviewed stressed the impact of 
the exchange rate of the US dollar on international demand for surgical in­
struments. Therefore, we used this exchange rate as a proxy variable for the 
environment's carrying capacity, in terms of demand for the surgical instru­
ments.^^ 

The regression models we calculated served as a basis for discussion in the 
23 interviews conducted with local and non-local experts in the surgical in­
strument industry and also with representatives of recognized institutions in 
the cluster environment. To cross-reference our findings and to bridge the gap 
to the past, we analyzed archival sources (e.g. about 1,500 newspaper arti­
cles). This supplementary information was used to prepare the semi-structured 
interviews with established entrepreneurs. We interviewed 32 entrepreneurs 
who had set up their businesses between the 1950s and the 1990s, and evalu­
ated their particular founding conditions. The selection of entrepreneurs inter­
viewed was based on a stratified random sample. 

Concerning social capital, our data base contained 147 people who had be­
come self-employed in the surgical instrument industry in the cluster between 
1998 and 2002.^^ In order to check whether a founder was appropriate for our 
purposes, we made telephone calls to check some of his/her characteristics: 

• Entrepreneurs must have set up a firm for the first fime, as those who had 
previously established one could probably call on networks created earlier. 

• When taking over a firm, founders should not have been a long-term em­
ployee or a relative of the previous owner because in this case, it can be 

11 We estimated the models with a number of additional covariates such as GNP growth rates, 
unemployment rate, number of insolvent firms, rate of self-employed, public expenditure for 
health care, export quotas of fine mechanics as well as of medical devices, number of newly-
examined mechanics in surgical instruments with a master craftsman's diploma, etc. Covariates 
other than prior deaths and the exchange rate of the US dollar did not improve the model's fit 
substantially. 
12 According to Knoke (1994), three possibilities can be considered for defining the networks 
to be studied: first, using the characteristics of the network actors; second, using the kind of re­
lationships; and third, using the participants in certain events. In our case, the definition was 
based on the characteristics of the network actors. 
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assumed that some of the network contacts of the predecessor would be 
transferred. 
Of the 119 people who were contacted, ̂ ^ 64 did not match all of our sam­

pling criteria and, therefore, were not included in the sample. Of the 55 re­
maining people, 32 were willing to take part in an interview, representing a 
success rate of 38 percent. To be able to assess alternative explanatory mod­
els, we conducted 25 supplementary interviews with entrepreneurs. Those ad­
ditional interview partners had estabUshed their firms in 1997, have been 
working as suppliers, had inherited the firm as family members or had 
founded a firm outside the cluster. 

The data were collected by means of interviews that were guided and, to 
some extent, standardized. The structural dimension of social capital was cap­
tured by using indicators of heterogeneity, strength, and multiplicity of the 
network ties.^^ Concerning the relational dimension, we limited the study to 
the measurement of trust; the cognitive dimension was measured by the cog­
nitive proximity of the other participant in the discussion. Whenever possible, 
we went back to reliable valid constructs used in prior studies. We determined 
levels of trust and cognitive proximity using open questions, and subsequently 
we categorized the answers. Apart from questions related to the social net­
work, we also asked questions about the related benefits of support and about 
purely economic success variables. ̂ ^ In addition, we collected a number of 
control variables and complementary assessments firom the perspective of the 
founders. 

We gathered ego-centered network data by questioning the founders (egos) 
about their conversational partners (alteri) in the last six months.^^ For rea­
sons of time, the collection of the detailed relational data had to be limited to 
the five most important conversational partners. The interviewees gave the 
names of 180 conversational partners, and we gathered detailed data on 116 
of the relationships. Limiting the time of recognition to the previous six 
months was necessary in order to get reliable statements (Marsden, 1990, 
456). For the evaluation of the qualitative interview data, we drew on the con­
sideration suggested by Meuser and Nagel (1991). 

13 We were not able to contact 29 people, either by phone or in person. 
14 The questions were oriented towards studies that had been carried out previously 
(cf. Btihler, 1999; Burt et al., 2000). 
15 Success measures used: sales growth since the firm was founded, number of employees, 
and share of sales for the three most important customers (cf for success measures for new 
firms, see Brtiderl and Preisendorfer, 1996). 
16 We limited our survey to symmetric, ego-centered, and first order networks. For the advan­
tages and disadvantages of this method see, for example, Marsden (1990). For the basics of so­
cial network analysis, see Wasserman and Faust (1994). Since there are methodical restrictions 
concerning social network analysis, e.g. biases in retrospection of interviewees, we limited the 
investigation to founders who have set up a business during 1998 and 2002. 
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5. Empirical Results Concerning the Surgical Instrument 
Cluster in Tuttlingen 

5.1 Founding Conditions and Entrepreneurial Activity in the Evolution 
of the Cluster 

The number of firms established or dissolved varies considerably during 
the evolution of the surgical instrument cluster of Tuttlingen. Figure 8.2 
shows cyclical variations of the founding activity as well as a secular trend of 
increasing business start-ups from 1870 to 2002. From 1993 on, there is a sig­
nificant increase in the number of business failures. The numbers of 'births' 
and 'deaths' concerning the sub-populations of manufacturing firms and trad­
ing firms, including service providers, are shown in figure 8.3. In the sub-
population of manufacturing firms, the numbers of births show cyclical varia­
tions but no significant trend. In the sub-population of trading firms, including 
service providers, the numbers of births show a significant increasing trend of 
business foundings, with a 'take-off in the early 1970s. 

Table 8.1 shows the maximum likelihood estimates of the Poisson model of 
density dependence, concerning the founding activity in the surgical instru­
ment cluster of Tuttlingen fi^om 1947 (1953, trader and service providers) to 
2000. The baseline model ALL (1) esdmates the density dependence of the 
founding activity in the population of manufacturers and traders, including 
service providers, as a whole. Models ALL (2) and ALL (3) add the covari-
ates of prior deaths and exchange rate of the US dollar. The results of these 
models concerning the core of the surgical instrument cluster do not support 
the assumptions of the density dependence model. The coefficients of the lin­
ear and quadratic term of population density do not correspond to the predic­
tions of the ecological approachl. The same results shows model MANU es­
timating the density dependence of the founding activity in the sub-population 
of manufacturers exclusively. 

In model TRADE, concerning the founding activity in the sub-population 
of traders, including service providers, the first and second order effects of 
population density are significantly positive and negative as predicted in the 
ecological model. This result confirms the assumption that at a low level of 
population density, the addition of new organizations supports the legitima­
tion of existing organizations and raises the potential for cooperation, thus, 
facilitating foundings. As density grows to a high level, further foundings in­
tensify competition over access to critical resources, and, thus, reduce the 
level of founding activity. 
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Table 8.1: Poisson regression 
parentheses) 

Variables 

Constant 

Density 

Density^/1000 

Prior Deaths 

Exchange 
Rate of the 
US-Dollar 

Log likeli­
hood 

Pseudo R̂  

Period 

models of the fou nding activity (standard errors in 

Models 

ALL(l) 

2,990*** 
(0,500) 

-0,006 
(0,003) 

0,012* 
(0,005) 

-

-124,54 

0,094 

1947-2000 

ALL (2) 

3,787*** 
0,602 

-0,011** 
(0,004) 

0,020** 
(0,006) 

-0,057* 
(0,027) 

-120,03 

0,110 

1947-2000 

ALL (3) 

1,684 
(1,396) 

-0,004 
(0,007) 

0,014 
(0,009) 

-0,062 
(0,032) 

0,214* 
(0,105) 

-106,20 

0,143 

1953-2000 

MANU 

1,667 
(1,529) 

-0,008 
(0,010) 

0,024 
(0,018) 

-0,067 
(0,034) 

0,293* 
(0,128) 

-96,95 

0,049 

1953-2000 

TRADE 

-2,350* 
(1,094) 

0,089*** 
(0,021) 

-0,409** 
(0,119) 

-0,317* 
(0,159) 

0,310 
(0,200) 

-86,87 

0,366 

1953-2000 

Notes: Statistical significance of variables indicated by: * = 5 %, ** = 1 %,*** = 0,1 %. 

In all estimated models, the covariates show the same effect. A decline in 
prior deaths, together with a rise of the US dollar exchange rate, increases the 
founding activity. Both covariates provide potential founders with informa­
tion about opportunities and constraints concerning the environment's carry­
ing capacity, in terms of the absolute level of material resources for which 
firms compete. 

We could assume several reasons as to why the models of the population as 
a whole (ALL) and of the sub-population of manufacturers (MANU) do not 
confirm the density dependence model. One reason could be that we cannot 
equate the surgical instruments cluster of Tuttlingen with a population of its 
own. Maybe the definition of the population has to be the global surgical in­
strument industry, as Tuttlingen manufacturers have sourced production steps 
out, as well as building up external subsidiaries, especially in low-wage coun­
tries (cf. Nadvi and Haider, 2002; Haider, 2005). However, the interviewed 
experts confirmed the assumption that the firms in the cluster primarily inter­
act and compete locally for critical resources. Therefore, the cluster level still 
has to be regarded as the appropriate level of analysis. 

Another explanation might be the absence of strong cooperation and com­
petition influencing the founding activity. In our investigation, we observed 
intense interaction and fierce competition in the cluster, but we could not find 
fundamental changes in the cooperation and competition associated with 
population density. Although we identified formal cooperation and 'institu-
donal thickness' in the cluster (table 8.2), the intense competifion for critical 
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resources such as tacit knowledge and access to customers produces a 'culture 
of systemic mistrust', and prevents joint action and 'collective efficiency' 
(Schmitz, 1995). The majority of the firms are avoiding direct competition by 
pursuing a niche strategy and using long-standing personal ties. For example, 
89 percent of the entrepreneurs interviewed about the circumstances of their 
founding considered the firms in the cluster to be their biggest competitors. 
But only 14 percent of them considered these local competitors to be a found­
ing risk. Moreover, access to resources derives from social ties associated 
with personal trust and not from formal cooperation with systemic trust (cf 
section 5.2). In Tuttlingen, these social ties and the intensity of local competi­
tion are not associated directly with population density. Because in the eco­
logical model cooperation and competition are merely inferred from density, 
at least in the present case, the interpretation of density dependence in found­
ing activities is not without its problems. 

A third explanation of the rejection might be the left truncation in the data 
set by omitting the early history in the populations' evolution before 1945 (cf 
Hannan and Carroll, 1992; Carroll and Hannan 2000). Based on historical 
documents and sources, we can assume a very low founding activity associ­
ated with a low density in the initial period of cluster evolution, from the es­
tablishment of the first instrument factory in 1867 to 1900 (cf figure 8.2). 
According to Storper and Walker (1989); in an early stage of localization, the 
firms cannot benefit from localization economies. In this early development 
stage, complete surgical instruments were manufactured in isolated firms. 
Thus, there was no division of labor within the cluster and, therefore, virtually 
no opportunity for cooperation, especially in terms of forward and backward 
linkages within the local value chain (figure 8.4). The entry barriers for new 
firms were correspondingly high. From about 1900, specialized suppliers and 
supporting organizations such as trade associations were established. In this 
period of clustering, the entry barriers fell considerably because of the local­
ization economies associated with the diversified value chain, and, thus, a 
higher potential for cooperation within the cluster. In the following period of 
dispersion, due to increasing competition in the 'mature' product sector, in the 
early 1970s Tuttlingen firms turned to 'original equipment manufacture' 
(OEM) suppliers in low-wage countries (Pakistan, Malaysia, etc.). Hence­
forth, the Tuttlingen firms provide manufacturers abroad with know-how, in­
puts, and materials, whereas the OEM suppliers provide manufactured and 
semi-manufactured goods which are finished in Tuttlingen. Since this starting 
point of mutual global production fiows, numerous trading firms have been 
founded, as well as specialized suppliers and subcontractors who carry out the 
'finishing' of semi-manufactured goods for the traders (cf figure 8.3). In this 
way, Tuttlingen developed as a kind of global trading hub. 
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Table 8.2: Cluster-specific institutions in the surgical instrument cluster of Tuttlingen 

Institution (year of foundation) Description 

Landesinnung Chirurgiemechanik (1914) 

Gebruder Martin (1923) 

Medicone.G. (1941) 

Berufliches Bildungszentrum 
Tuttlingen, BBT (1978) 

FORUM Medizintechnik (1989) 

Standige Ausstellung von Chirurgie-
Instrumenten u. Geraten, ACIG (1992) 

Gewerbepark „take off (1997) 

Kompetenzzentrum Minimal Invasive Me-
dizin + Technik Tubingen-Tuttlingen, MITT 
(2001) 

International Business School 
Tuttlingen (2003) 

The only craft association of mechanics in 
surgical instruments in Germany 

Trade association 

Trade association 

The only place in Germany to learn the pro­
fession of a mechanic in surgical instruments 

Institutionalized platform for technological 
learning through lectures on innovation, etc. 

A permanent display of surgical instruments 
and medical appliances 

Technology park, since 2001 focus on start-up 
firms in the medical technology sector 

Competence and technique center for mini­
mally invasive surgery for Tiibingen-
Tuttlingen 

MBA Medical Device and Healthcare Man­
agement 

So far, we have discussed time-varying founding conditions and entrepre­
neurial activity for longer periods. In consideration of the cyclical variation of 
the founding activity, we also have to look at fast-changing founding condi­
tions influencing the founding activity. 
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Figure 8.4: The global value chain of surgical instruments at different stages of cluster 
development 
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The surgical instrument firms in Tuttlingen have export quotas of up to 85 
percent and are, thus, largely independent of the national framework condi­
tions and the national demand for surgical instruments. On the other hand, 
they strongly depend on international framework conditions, including inter­
national demand for surgical instruments and the exchange rate of the US dol­
lar. Periods of dollar decline or historical events like the two world wars in­
fluenced the founding activity significantly (cf figure 8.2). For example, after 
World War I the striking increase in the founding activity was caused by the 
redevelopment of foreign markets associated with a favorable exchange rate 
for US wholesalers because of the hyperinflation in Germany (1920-1922). 
As a result of the currency reform and the saturation of foreign markets 
(1923/24-1925), many new firms were established as a matter of need, just as 
happened five years later because of the world economic crisis. Again, after 
World War II, there was a catching-up in founding activity associated with 
the currency reform and the Marshall Plan. According to the experts we inter­
viewed, fluctuations in demand for surgical instruments were initially ab­
sorbed by the adjustment of capacity in the existing firms, so that new firms 
were only founded when these fluctuations in demand became extreme (e.g. 
the large orders resulting from the Korean crisis). Unlike the variations in 
quantity of demand, structural changes in demand have direct effects on the 
number of entries and exits of firms. Thus, the founding boom from 1989-
1992 can be explained by the strong demand for new instruments for mini­
mally invasive surgery (MIS). The rapid increase in the number of exits from 
1993 onwards can be seen as a result of the increasing quality requirements 
according to the European Union (EU) medical devices directive. 

To sum up the findings in this section, we notice at first that cyclical varia­
tions in founding activity were primarily caused by historical events concern­
ing changes in the demand for surgical instruments. Second, periodical varia­
tions in founding activity were influenced by organizational changes within 
the value chain associated with time-varying cooperation and competition. 
Population density is only an appropriate indicator for measuring time-
varying founding conditions for the sub-population of traders. Instead of den­
sity, firms' individual strategies and social ties are the crucial factors that 
have influenced entrepreneurial activity in the evolution of the surgical in­
strument cluster of Tuttlingen. For this reason, in the following section we de­
scribe the social capital of entrepreneurs in detail. 

5.2 Social Capital as an Important Founding Condition in the Cluster 

Our investigation of the social capital of founders gives us a more detailed 
picture of the relevance of the social environment for entrepreneurial activity 
in the case of Tuttlingen. Below, we depict some main findings regarding 
structural, relational, and cognitive aspects of our network analysis on social 
capital, and the benefits the founders derive from it. 
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The analysis of the composition of the ego-centered founder network 
showed that almost every one of the interviewees could draw on contacts with 
other entrepreneurs or employees within the industry. Only three of the inter­
viewees did not name entrepreneurs or people with professional experience in 
the surgical instrument industry. In contrast, 20 of those interviewed named at 
least one other entrepreneur in the surgical instrument industry, and seven 
founders had conversations with owners and employees from this industry ex­
clusively.^ 

Advice from members of institutions such as business development agen­
cies, banks, or Chambers of Trade and Industry played hardly any role in dis­
cussing topics related to setting up a new firm (cf. table 8.3). Contacts with 
representatives of banks or chambers mostly involved superficial exchanges. 
Contacts with the numerous local industry promotion, research and technol­
ogy transfer institutions^ were rare exceptions. One explanation for this could 
be the lack of institutional trust^ with respect to the institutions located in the 
cluster, as discussed in the previous section. Many representatives of the insti­
tutions had previously worked in one or other of the surgical instrument firms, 
or have relatives who are working there. 

Table 8.3: Number of founders with contacts to institutions since start-up (n=32) 

Institutions 

Banks 

Chambers 

Local or regional industry promotion 

Kompetenzzentrum Minimal Invasive Medizin + Technik 
Tubingen-Tuttlingen (MITT) 

Berufliches Bildungszentrum Tuttlingen (BBT) 

Others 

No. of founders 

20 

9 

4 

2 

2 

9 

Confidants, with whom there has been exclusive, private contact, have in 
many cases been acquainted with the founders for a long time. These ties 
were very often strong ones. Contacts that are exclusively business-related 
were more often new and ties were weak, but still account for less than half of 
all ties (cf figure 8.5). 

1 To qualify these results, 12 entrepreneurs from outside the cluster were interviewed. Seven 
of these said that they had no opportunities for exchanges with other entrepreneurs or employ­
ees from their industry and considered this to be a disadvantage. Those who did have such op­
portunities had exchanges mainly with contacts outside the Tuttlingen region. These were the 
contacts that were most valuable as sources of information about competitors, products and the 
industry. 
2 As well as the chambers, these are the Landesinnung fiir Chirurgiemechanik Baden-
Wiirttemberg, Forum Medizintechnik Tuttlingen, Kompetenzzentrum Minimalinvasive 
Medizin and Technik Tubingen (MITT), a Steinbeis Transfer Centre for Medicine and Tech­
nology, and other institutions. 
3 For a general survey of trust and institutionalized trust see, for example, Hardin (2002). 
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Concerning the variable 'trust in the contact person', ties that involve great 
or very great levels of trust proved to be of dominant importance (cf fig­
ure 8.6). Very trustful ties existed in relationships where all topics - including 
financial quesfions and names of customers and suppliers - can be discussed. 
With ties where there was no trust, the founders kept all information to them­
selves that could be useftil to others or that could be damaging if passed on to 
third parties. Two-thirds of the ties were characterized by cognitive proximity, 
expressed in common ideas about the surgical instrument industry and/or 
about independence. In a few ties, there was no cognitive proximity with re­
gard to the industy; however, the different conceptions did lead to innova­
tions. In one-quarter of the cases, communication with and support fi-om the 
contact suffered from a lack of cognitive proximity fi-om the interviewees' 
point of view. 

Type of ties: 

old, strong ties 

young, strong ties 

old, weak ties 

young, weak ties 

business & private 
Nature of contact 

private 

Figure 8.5: Types of founders' ties (n= 113 ties) 

Trust missing trust 

If 5% 

Cognitive proximity 

differing inter-
.\\\\\\\\\\\\\v!K pretation with 

negative 

differing 
interpretation 

with positive 
consequences 

Figure 8.6: Trust (n=l 12 ties) and cognitive proximity (n=l 13 ties) in founders' ties 
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The interviewees often obtained a great variety of support services through 
their contacts (cf. table 8.4).^ It is noticeable that almost half of the contacts 
had provided the entrepreneurs with emotional support. Many founders de­
scribed this kind of support as very important and they referred to some situa­
tions in which emotional support was decisive for them to maintain their in­
dependence. Information about the industry and in particular about the local 
competition (information on cluster') was received from 29 percent of the 
ties. The respondents described this information as 'tacit', absolutely neces­
sary, and only available through contacts with industry insiders. This also ap­
plies to the know-how of other craftsmen that was obtained through 14 per­
cent of the ties. Unpaid help and general advice were other frequently 
mentioned forms of support. Other forms of support were seldom received, 
but in individual cases they were essential for the survival of the start-up. 

Table 8.4: Support services derived from contacts (n=l 16 ties) 

Nature of support derived from ... % of named ties 

Emotional support 47 

General advice 33 

Information on cluster 29 

Unpaid activities in founders' firms 18 

Know-how transfer 14 

Recommendations 6 

Material, machinery for free 6 

Judicial and fiscal advice 5 

Financial resources 4 

Analyzing the ties that provide the founders with important detailed infor­
mation about the industry and local competition, it is evident that the majority 
gained their information through strong or very strong ties (cf figure 8.5).^ 
This result contrasts with the classical study by Granovetter (1973) on the role 
of weak ties in the provision of information, but it can be explained by the 
lack of systemic trust between the actors in the cluster, which greatly hinders 
an open exchange of information.^ 

"̂  In an open question about the locational advantages in the cluster, 12 founders gave support 
from insiders as the biggest of these. 
5 We measured the strength of ties following Burt (1998); that is, ties are stronger, the higher 
the emotional intensity. 
6 This characteristic contrasts with the industrial district literature where widespread trust be­
tween local actors is said to be a major basis of interaction and cooperation 
(e.g. Braczyk et al., 2004). 
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no support 

support 

s strong strong 

Strength of ties 

Figure 8.7: Support by strength of ties (n=l 13 ties) 

Our hypotheses regarding relationships between social capital and the suc­
cess of new firms were tested in two steps. We first calculated correlations 
and significance tests with the ego-centered network data and evaluated the 
comprehensive qualitative interview material with particular reference to the 
significance and function of trust and cognitive proximity. Only very low cor­
relations between social capital and the success of new firms were found with 
the statistical test of our hypotheses (cf table 8.5). The results are also very 
uncertain statistically, and, therefore, they have little informative value. 

Despite the lack of statistical evidence for our hypotheses, the qualitative 
interviews enabled us to recognize the significance of social capital for the 
success of new firms. The founders considered the trust in their ties to be very 
important, given the very obvious general mistrust among the actors in Tut-
tlingen. Accordingly, the interviewed entrepreneurs revealed potentially im­
portant information and advice through trustworthy ties only if they were sure 
that the conversational partner would not pass on any of the information.^ 

7 The great degree of mistrust is expressed, for example, in the fact that no one outside the 
firm has entry to the production site; that delivery notes are hidden because they contain the 
addresses of employees; or certification of the firm is delayed so that no extemal person can 
find out the names. The collection of the names of contacts originally planned fell through and 
this initially hindered connecting the ego-centered network of the founder with the networks of 
the founders. In general, discussions were almost always agreed to on the premise that no 
names would be mentioned. 
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Table 8.5: Examples for tested hypotheses 

Hypotheses Indicators Ties 

The higher the proportion of multiplex ties 
in the founder's network, the more suc­
cessful is his resource acquisition 

The higher the portion of trust-based ties, 
the more successful the start-up 

The higher the portion of trust-based ties, 
the higher the probability of support by 
means of unpaid help 

The higher the portion of ties characterized 
by cognitive proximity, the more success­
ful the new firm 

The higher the portion of ties characterized 
by cognitive proximity, the higher the 
probability of situational support 

The more experience in the surgical in­
strument business a founder has, the more 
successful his resource acquisition 

multiplexity, re­
source 
acquisition 

trust, 
annual change of 
turnover 

trust, 
unpaid help 

cognitive 
proximity, an­
nual change of 
tumover 

cognitive prox­
imity, situational 
support 

experience, re­
source 

0,04 

0,12 

0,17 

0,05 

0,08 

0,08 

0,66 

0,21 

0,35 

0,63 

0,86 

0,64 

111 

106 

112 

107 

113 

32 
founders 

acquisition 

And I don't trust this employee even though we are related. He keeps on saying "I'll be an 
entrepreneur myself one day. " And when he knows everything about my business, he will go 
into business himself and take my customers with him. That's the problem in Tuttlingen, a lot 
of people become entrepreneurs themselves [...]. That's why I don't let anyone answer the 
phone except the apprentice. Letting all my employees answer the phone would mean letting 
things get out of control. (Interview 22) 

Interviewees took extreme care with the names of suppliers and customers. 
Those names were disclosed only in extremely trustworthy and mostly long-
term relationships. But if there was trust, the ties enabled the founders to get 
access to information otherwise kept secret. 

He [a friend] has always worked in a competing company. [...]It is a very close and trust­
worthy relationship. Sometimes we talk about things that should never have been a subject 
for discussion. That's why both sides have to be absolutely sure that such information won't 
be passed on. [...] Utilize information, exploit it, but shield the source and keep it secret. (In­
terview 13) 

As a result of the given information, advice and other support tailor-made 
for the current situation, respondents often saw network ties which are charac­
terized by great cognitive proximity as more helpful than services provided by 
management consultants - combined with considerably lower costs of such 
relations. Twelve of the interviewees succeeded in surviving difficult phases 
during the establishment of their firms with the support of people who were 
able to assess the situation correctly because of their experience. The precon­
dition that enabled the advantages of cognitive proximity to be used was the 
trust in this relationship. 
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Other results also show how important social capital is for the firm's foun­
der. In nine of the 32 cases, the contacts had motivated the nascent entrepre­
neur to become independent, and they helped them to do so right from start. 
In 26 cases, founders obtained support through their network that resulted in 
considerable cost reductions and/or sales increases. In the following example, 
a contact helped the entrepreneur to achieve exceptionally large increases in 
sales so that the new firm was able to become a market leader in terms of 
sales within a few years. 

/ said to my business contact "I don't have the money for a huge stock". My contact said, 
"Can I help you in any way? " I said, "You could give me some money if you 'd like. " Then I 
got 100,000 Euros without a guarantee. My contact simply transferred 100,000 to my ac­
count. (Interview 35) 

In 20 cases, respondents got advice, guidance and information about the lo­
cal market that would be otherwise inaccessible, and which they considered to 
be very valuable. 

"It's not the same as in other business sectors. You can draw up the most beautiful business 
plans. Your customers don't bother about your graphs if you don't have any personal con­
tacts and experience in the surgical instrument business. If somebody enters the local market 
as an outsider, he'll fall flat on his face. " 
(Interview 18) 

To summarize, it can be stated that concerning the importance of trust and 
cognitive proximity, trust in the interviewees' ties was a necessary condition 
for getting any support, and cognitive proximity between the network partners 
increased the effectiveness of that support. In many cases, trust and cognitive 
proximity made up a significant element in the social capital of founders that, 
in many completely different situations, was itself decisive for the success of 
the new firm. 

6. Access to Critical Resources through Personal Contacts in 
an Environment of Intense Competition 

In this chapter we have examined the socio-economic processes and mecha­
nisms related to the entrepreneurial activities in the surgical instrument cluster 
of Tuttlingen. The entrepreneurial activity within the cluster was affected by a 
range of socio-economic founding conditions. Due to the high export orienta­
tion of the cluster, national framework conditions had virtually no effect on 
the founding activity. In contrast, the industry-specific and cluster-specific 
framework conditions did have and still do have a large influence. In particu­
lar, historical events concerning changes in the quantity and quality of de­
mand for surgical instruments caused cyclical variations in founding activity. 
In addition, periodical variations in founding activity were caused by chang­
ing barriers to entry during the different stages of cluster evolution. Changes 
in the value chains associated with disequilibria of cooperation and competi-
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tion affected access to critical resources, and, thus, influenced barriers to en­
try. Thus far, the social capital of entrepreneurs played a decisive role in se­
curing access to the relevant resources, and, thus, was one factor in the suc­
cess of business start-ups. Most of the founders interviewed fell back on 
strong ties, which were characterized by multiplex business and private inter­
ests and great personal trust. The majority of the contacts were embedded in 
the surgical instalment cluster themselves, and, therefore, were able to sup­
port the founders with particularly suitable resources, including tacit knowl­
edge, information on local competitors, and situational advice. The latter indi­
cated the advisors' ability to put themselves in the position of the founders, 
thanks to their cluster and industry-related knowledge. The prevalence of 
strong and trustful ties in founders' networks is very remarkable, since the so­
cial environment in the cluster is contrasted with great mistrust among the ac­
tors. It was precisely these trusted contacts that provided the founders with 
critical resources. 

Of course, by reason of the case study design in this investigation, our re­
sults lack theoretical significance. A study of comparable clusters and a com­
parison with entrepreneurial activity outside clusters should, therefore, be the 
next step to improve the generality of these results. 
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STRUCTURAL COUPLINGS OF YOUNG 
KNOWLEDGE-INTENSIVE BUSINESS 
SERVICE FIRMS IN A PUBLIC-DRIVEN 
REGIONAL INNOVATION SYSTEM 

The Case of Bremen, Germany* 

Knut Koschatzky and Thomas Stahlecker 

1. Introduction 

The knowledge economy presents an essential challenge for regional innova­
tion systems, which are modemizing or renewing themselves. The main focus 
in knowledge-driven innovation systems is on the organizational change in 
innovation activities as well as on general structural shifts within the system, 
which are linked to the ever intensifying intemational division of labor and 
growing knowledge basis of economic and industrial activities (Miles, 2003). 
Closely bound to these structural shifts are new forms of knowledge genera­
tion, knowledge transfer, and the activation of new, respectively unexploited 
technology and knowledge potentials. At least in mature economies, structural 
change shows service-oriented traits and is characterized by knowledge orien­
tation and an increasing role of new firm formation in knowledge-intensive 
business services (KIBS). Thus, in the last decades a dynamic development 
can be observed in this economic field (cf Kerst, 1997). These developments 
combine several sub-trends - shifts in the management philosophy (e.g. trends 
towards 'leaner' firms, outsourcing of functions, and towards a greater em­
phasis on customer relationships), structural shifts in the composition of de­
mand, and unevenness in the application of new technologies to product and 
process innovafion (lUeris, 1996; Miles, 2000; Tether, 2003). 

* We are particularly indebted to the firm founders spending their time for answering our 
questions. Without the grant of the German Research Foundation for the project "The founda­
tion of knowledge-intensive business services in the context of industrial core regions: a com­
parative analysis in a regional economic perspective" the present contribution would not have 
been possible. We also thank two anonymous referees for their valuable comments. 
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The dynamics in these higher-quality service segments is often generated 
via the demand of existing enterprises for new, advanced, knowledge-
intensive, and specialized services. For instance, manufacturing firms increas­
ingly rely on external services which can provide a number of support func­
tions in the process of adapting to stmctural change which include: increasing 
flexibility, intensifying specialization, product differentiation tailor-made to 
customer needs, concentration on core activities, internal reorganization, cost 
cutting, quality improvements, better access to information capabilities, ex­
pert knowledge or new technologies, as well as the search for new markets. 
Immaterial elements and inputs to the value added chain are involved here, as 
already described by Klodt et al. (1997). These inputs from the service sector 
are gaining more and more significance compared to material investments. 

From a regional point of view, policy-makers have discovered KIBS as an 
essential and system-bridging actor group, which could actively contribute to 
regional development and change (Almus et al., 2001; Meyer-Krahmer and 
Lay, 2001; Wood, 2002). Assuming that the more the public sector is able to 
support KIBS formation through the promotion of spin-offs from public re­
search organizations or through the provision of supportive framework condi­
tions like public funding, the stronger it can govern the structural ties and, 
thus, the regional integration of KIBS and their contribution to the regional 
economy. In this respect, it appears important to shed some light on the aspect 
of knowledge transfer, spatial proximity (e.g. the significance of the regional 
environment for new KIBS formation) and the early development process of 
KIBS. Various differences concerning the importance of proximity or the ne­
cessity of a geographical co-location to potential knowledge-providers can be 
assumed in regard to the very heterogeneous group of firms within the KIBS 
sector (Czamitzki and Spielkamp, 2003). 

Most of the research dealing with KIBS originates predominantly in busi­
ness administration or economics. Studies focus, for example, on innovation 
activities in the service sector in general (Miles et al, 1995), on the inter­
relationships between SMEs or the manufacturing sector and KIBS (Muller, 
2001), and on the importance of KIBS under aspects of regional economic 
development and structural change (Fritsch and Mueller, 2004; Muller and 
Zenker, 2001). Other studies analyzed, for instance, start-up intensities, sec­
toral structures, and regional distribution of newly founded KIBS (Almus et 
al., 2001, Santarelli and Piergiovanni, 1995). Even though important factors 
with regard to start-up, survival, and growth processes have been identified by 
generating large statistical data (Fritsch and Grotz, 2002; Fritsch and Niese, 
2004), firm-level investigations have been the exception. 

This contribution is designed to close a gap in existing research. It is part of 
a larger project analyzing "the foundation of knowledge-intensive business 
services in the context of industrial cores," jointly carried out by Fraunhofer 
Institute for Systems and Innovation Research (Karlsruhe) and the Institute of 
Applied Economic Research (Tiibingen), funded by the German Research 
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Council. In this project, the interrelations between regional innovation sys­
tems and the patterns of firm formation in the KIBS sector, the preconditions 
and the determinants of start-up-processes, regional differences of the start-up 
patterns and firm characteristics, and the determinants of the post-entry 
growth of KIBS have been analyzed. 

This paper focuses on the structural ties of newly founded or young KIBS 
with regard to their integration into a regional innovation system and on the 
role these structural couplings could play in regional modernization. Based on 
a review of earlier studies, research questions are developed, which serve as 
guideline for the empirical analysis (section 2). The approach of a case study 
is used to illustrate the interrelations of KIBS with their economic environ­
ment. Due to its well developed public research and innovation system and 
recent policy shifts towards the stronger stimulation of KIBS formation, the 
region of Bremen, a small federal state located in northern Germany, serves as 
a case study for an innovation system in which KIBS could play an important 
role in knowledge and technology transfer and in linking the research system 
with the market (sections 4 to 6). Conclusions related to the research ques­
tions will conclude the paper in section 7. 

2. Service-Oriented Structural Change, Knowledge 
Orientation and Enterprise Foundations: Theoretical 
Background 

In the future, regional competitiveness will increasingly depend on the extent 
to which endogenous knowledge and technology potentials are successfully 
activated and converted into value added. This can take place within the 
framework of the innovation process of already existing enterprises, but also -
and this will become crucial in knowledge-based economies - in connection 
with start-ups. Besides corresponding impacts for the economy as a whole, 
innovative new firms possess all of the important functions with regard to the 
regional structural change or technological and knowledge modernization 
process. Thus, for example, high start-up rates are regarded as necessary for 
the techno-economic change in 'old' manufacturing regions (Hamm and 
Wienert, 1990). High start-up rates and the technical advances at least partly 
driven by innovative new firms are often connected with high rates of innova­
tion and an increase of efficiency, whether it is in the new or in the incumbent 
firms (Geroski, 1995,431) 

New firm formation in the knowledge-intensive service sector plays a sig­
nificant role in the exploitation of regional knowledge. The function in the in­
novation processes and innovation systems attributed to this enterprise type is 
largely undisputed (cf Miles et al., 1995; Bilderbeek and den Hertog, 1998). 
A great number of studies deal with the innovation impulses for industrial 
production emanating from knowledge-intensive service companies. It is em-
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phasized that the development of production and services are inter-linked to a 
high degree and are mutually interdependent. Closely meshed integration or 
association between production and services are a crucial component of new 
organizational forms of industrial relationships (Meyer-Krahmer and Lay, 
2001; MuUer, 2001; Hipp, 2000; Schamp, 2000). Knowledge-intensive ser­
vices provide new possibilities for a division of labor and important interme­
diary inputs for firms in manufacturing as well as for service sector firms. 

Knowledge-intensive business service firms are knowledge-intensive in the 
sense that their fiindamental key tasks are to be seen in knowledge diffusion 
and utilization as well as in the integration of various knowledge stocks and 
competences (Strambach, 2001, 62-63; Antonelli, 1999, 254). They act as 
transmission agents in knowledge processes and are characterized, particu­
larly, by a knowledge-intensive and human capital-intensive performance. 
MuUer and Zenker (2001, 1504), MuUer (2001) and Lo (2003, 7) idendfy the 
following characteristics of knowledge-intensive service providers: 
(1) the output combines highly specialized and up-to-date knowledge in the 

form of problem-specific solutions, 
(2) the tasks are performed in the fi'amework of intensive interaction and co­

operation between supplier and customer, and 
(3) the work performed is client-specific, of high quality, comparatively com­

plex, and exhibits only a low degree of specialization. 

The quantitative and qualitative dimension of start-ups depends decisively, 
however, on the inter-relationships within a regional innovation system 
(Cooke, 2004). Almus et al. (2001) demonstrate that regional supply and de­
mand conditions exercise a decisive influence on the regional start-up inten­
sity. Besides the size of the region (number of inhabitants, number of employ­
ees), the endowment with firm formation relevant characteristics and their 
systemic interactions affect the number and the development of new enter­
prises (Nerlinger, 1998, 57). The most important factors which influence the 
regional entrepreneurial activities are (according to Bergmann, 2004; Niese, 
2003; Sternberg, 2000; Malecki, 1994, 1997; Birch, 1987): 
• the amount, types, and mix of incubator organizations (e.g. private compa­

nies, R&D institutions, universities etc.), 
• the entrepreneurial atmosphere; for instance present entrepreneurs may 

serve as role models or examples for new entrepreneurs, 
• the technological regimes (entrepreneurial versus routinized regimes), 
• the social mix of places, especially regarding educational level, 
• the region's ability to attract and retain educated people and also entrepre­

neurs, 
• the quality of government and public support measures for entrepreneur-

ship, and 
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• the existence of intermediary institutions and the provision of financing 
(private financing institutions and pubHc banks). 

In this respect, public governance of new firm formation can play an im­
portant additional role in regional development. 'Entrepreneurial regions' are, 
thus, distinguished by a favorable combination of technological, industrial, 
social, institutional, and other 'soft' factors.^ Such regions do not only exer­
cise a positive influence on the level and the dynamics of start-up activities, 
but also assume an important stabilizing function for enterprises in their early 
life phase (cf. also Reynolds et al., 1994). Typically, it is the urban agglom­
erations which dispose characteristic features for stimulating start-ups and 
which are favored spaces for public governance with regard to fostering en-
trepreneurship. For Malecki (1994), agglomeration advantages cause urban 
spaces to be the preferred sites for technology-intensive and knowledge-
intensive start-ups (for a recent empirical analysis of new firm formation in 
cities see Fritsch et al., 2004). 

The start-up process is designed, first of all, on the basis of highly special­
ized knowledge linked to specific persons (Miles, 2003, 88). The phase of 
early enterprise development is then characterized by extensive interactive 
knowledge generation processes. Collective learning processes play a decisive 
role in this phase, on the one hand, because of limited possibilities to procure 
and process new knowledge, which can be attributed to size disadvantages, 
and, on the other hand, due to the necessity of interaction between knowl­
edge-suppliers and clients. Knowledge is initially generated interactively, and 
as a result it is specific to certain relationships and embedded in social and 
cultural contexts (Lundvall and Johnson, 1994, 30). According to Meusburger 
(2000) embedded knowledge can neither be easily acquired nor transferred to 
another location. It is only accessible to service providers in this spatial and 
social context. 

Due to the mentioned characteristics of KIBS, which include the specific 
problems involved in the start-up process and the spatial ties to implicit know­
ledge stocks, the relationships have the form of networks. The integration of 
knowledge-intensive service companies in networks (Hauknes, 1998) can be 
decisive for success and survival, especially for newly started enterprises. 
Above all, relationships in R&D as well as contacts to customers in manufac­
turing and to other (knowledge-intensive) service firms may be important in 
this context. Kujath (1998) emphasizes that with increasing specialization and 
knowledge orientation in enterprises, their ability to perform all necessary 
tasks in-house decreases, and, therefore, the necessity to outsource to external 
providers increases. The significance of the quantitative and qualitative struc­
tural features of the location plays an important role. Reasons for regional ties 
of KIBS can generally be found in the spatial arrangement of these network 

1 According to Malecki (1997, 61) the soft factors "the elements of local/regional economic 
structure - labor, industrial, and social characteristics - go part-way in explaining geographical 
variations in innovation and entrepreneurship." 
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relationships, but also in the dependency of their knowledge stocks on a cer­
tain spatial context (Stehr, 1994). 

The connections between personal contact, building of knowledge net­
works and spatial proximity are discussed in spatial network research (cf. 
Malmberg and Maskell, 1997, 31-32; Staber, 1996, 150-152). It is argued that 
spatial proximity requires not only spontaneous, frequent personal contacts 
but also the development of a common social context with specific patterns of 
trust and behavior standards (cf. Koch and Stahlecker, 2004). Communica­
tion, in particular, is seen as a fundamental pre-condition for intended knowl­
edge exchange and, thus, for the output of service networks (cf. Lo, 2003, 
107). It can, therefore, be expected that structural coupling in regional mod­
ernization processes refers to forms of social communication which are 
formed or only made possible by the institutional framework conditions in the 
respective regional innovation system (cf. Koch and Stahlecker, 2005). 

The aforementioned observations suggest that young knowledge-intensive 
business service firms exhibit close ties to their region from frmctional and 
structural points of view. Structural couplings to the regional innovation sys­
tem are formed essentially through the predominant supply and demand con­
ditions. Spatial and social proximity play a decisive role here. On the one 
hand, knowledge-intensive service firms, at least in the early phase of their 
entrepreneurial existence, depend on proximity to important customers (and 
other actors) in order to provide services. On the other hand, start-ups are 
forced to network with external resources, which may be conducive for their 
development. Keeping this in mind, the following research questions will 
guide our empirical investigation: 
(1) What is the institutional background of KIBS start-ups in the regional in­

novation system of Bremen? What role is played, in particular, by the 
university, the technical universities and colleges, respectively the non-
university research institutions and regional enterprises as incubator or­
ganizations? 

(2) Which VQgional framework settings have an overall positive impact on the 
start-up activities of knowledge-intensive service firms? How do young 
enterprises of this type assess their location as a region for start-ups? 
Which factors hinder or delay the founding and early development proc­
ess? 

(3) What type of regional demand condition is a characteristic for young 
knowledge-intensive service companies? What may be the role of 'indus­
trial cores' in this respect? How are the service firms linked to their sup­
pliers and customers? 

(4) Which knowledge-oriented and technological ties exist between new 
firms and the established companies? Do regional ties even play a notable 
role? 
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3. Methodological Approach 

In order to examine the outlined questions, we conducted a standardized sur­
vey in the form of telephone based interviews with the founders of newly 
founded KIBS. In addition to the survey approach, we conducted semi-
structured personal interviews with relevant actors in the respective regions 
(for this methodology see, for example, Healey and Rawlinson, 1993; Vaes-
sen and Wever, 1993). We chose interviewees from two groups: on the one 
hand, experts from the business sector, from science, and from the (regional) 
administration. On the other hand, interviews were conducted with founders 
of KIBS. Our principal aims were (1) to obtain deeper insights into the inter­
nal structure of the KIBS sector and its linkages and interdependencies with 
the (regional) economy and (2) to acquire a profound picture of the region-
specific circumstances (for a detailed review of the qualitative study see Koch 
and Stahlecker, 2005). 

Table 9.1: Structure of the 

Companies addressed 

- companies not found 

- company no longer exists 

Interview did not occur / was 

Interviews conducted 

sample 

»refused 

122 

9 

3 

55 

55 (= 46%) 

For the telephone survey, a stratified sample of 122 KIBS was constructed 
reflecting the structure of the KIBS start-ups in Bremen (see section 5).^ Each 
of these KIBS was sent a letter, announcing that they would be asked to par­
ticipate in telephone interviews. 55 interviews were conducted with managers 
and founders of knowledge-intensive business service firms (cf table 9.1). 
The founders' participation in the telephone interviews was relatively high 
(46 percent). The main reasons for refusing the interview were "time restric­
tions" and "no interest in taking part in surveys." It must be pointed out that 
due to the low number of cases, the results can not be regarded as representa­
tive. In addition, the investigation faces the problem of a survivor bias. This is 
due to the fact that only companies who still existed were taken into consid­
eration and that the survey period covered the period from 1992 to 2003. A 
comparison with the total population of KIBS start ups in the region did not 
indicate any systematic bias in the sample. The majority of KIBS firms, in our 
sample, is related to NACE group 72 ("software and databases") and 74.1 
(tax, legal, and business consultants, auditors and opinion pollsters). Never­
theless, the survey allows an insight into structures and dynamics of the KIBS 

2 In addition to the Mannheim Start-Up Panel, the Statistical Office Bremen provided infor­
mation about the stock of KIBS firms in Bremen. 
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sector in the region of Bremen. The sector of knowledge-intensive business 
service firms can be subdivided into technology-oriented services and non­
technical consulting firms (or non-technology-based, knowledge-intensive 
services) (e.g. Engel and Steil, 1999; Bilderbeek and den Hertog, 1998; Ner-
linger, 1998). Based on the results of the Mannheim Innovation Panel, Engel 
and Steil (1999) have differentiated technology-based services according to 
the level of their innovation activities. Among these belong: telecommunica­
tions (NACE code 64.2); data processing and databases (72), architecture and 
engineering bureaux (74.2); technical, physical, and chemical testing (74.3) as 
well as research and development (R&D) in natural, engineering, agricultural 
sciences, and medicine (73.1). On the other hand, non-technology-based, 
knowledge-intensive service firms such as tax, legal, and business consult­
ants, auditors and opinion pollsters (74.1), research and development in the 
field of law, economics and social sciences (73.2), as well as advertising firms 
(74.4) primarily apply technology in pursuit of their service activities (e.g. IC 
technologies). These industries were selected for the empirical investigation. 

The essential characteristics of the sample are: 
• Age structure: roughly 62 percent of the KIBS (= 34) were founded in 

1996 and later; roughly 22 percent in the period from 1992 to 1995; thus, 
mainly young enterprises were questioned. 

• Employee structure: above all, the sample is characterized by the domi­
nance of small and very small firms; a good 67 percent (= 37) of the firms 
have 10 or less employees, or they are only comprised of founders; few 
large companies were questioned: one enterprise with 410 employees as 
well as one with 170 employees. 

• Growth of the young firms (1996 and younger): approximately one quarter 
of the KIBS aim to achieve turnovers of up to circa 5 million Euros in the 
next five years; 30 percent of the firms did not provide information here or 
left the amount open; on the whole, these facts coincide with the impres­
sion already gained in section 3 that only very few growth-oriented 
'champions' are found among the start-ups, which will show considerable 
growth. 

• Research and development: at any rate, 72 percent of the KIBS conduct 
own R&D - only 28 percent did not perform any R&D. It should, how­
ever, be mentioned - this is shown by a whole series of empirical investi­
gations with a similar thematic background - that a considerable number of 
firms carry out quite intensive innovation activities, even without their 
own R&D. R&D is performed above all in the following areas: software 
development, database development, microsystems technology and sen­
sors, biotechnology, gene analysis, sonar and radar technology, muUime-
dia development, systems integration, aquaculture, water treatment, envi­
ronment-technical analysis and evaluation procedures, graphic design, 
Internet design, design, metrology etc. 
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4. The Regional Innovation System of Bremen as a Case 
Study 

Bremen is located about 100 kilometers southwest of Hamburg, in the north­
western part of Germany. The city of Bremen has 660,000 inhabitants in an 
area of 404 km ,̂ resulting in a population density of 1,633 inhabitants/km^. Its 
GDP per capita is 49 percent higher than the EU-25's average, while the GDP 
growth in the years from 1995 to 2001 was relatively low at only 1.5 percent 
annually. Bremen is one of the 16 federal states in Germany with all of the 
autonomy this status offers. Bremen's "Senat" is an elected government that 
has its own legal and financial rights. The Senator for Education and Science 
and the Senator for Economic Affairs and Ports are the major actors in R&D 
and innovation policy, and they have the opportunity to execute their own 
support programs. The region's R&D expenditures reached 2.13 percent of 
GDP in 2003 (BMBF, 2004). The share of private and public expenditures is 
nearly identical. Since the ratio between public and private R&D expenditures 
is 1/3 to 2/3 for Germany as a whole, Bremen is characterized by a relatively 
high share of the public sector in financing R&D activities. 

In recent years, the regional government implemented a policy framework 
program called "InnoVision 2010" (Free Hanseatic City of Bremen, 2004). 
Within this program, future-oriented innovation fields were defined such as 
medicine and health, environmental technologies, logistics, ICT, and design 
in which knowledge-intensive service activities can be expected to play a 
fundamental role for the fiirther economic development of the region. It is the 
political will to improve the interfaces between the research and the industrial 
sector and to stimulate an entrepreneurial climate in the region. Due to these 
governance competencies and the strong infiuence of public decisions on the 
structure and development of the regional innovation system (in a way like 
the type "Localist-Network" according to Cooke, 2004), Bremen was taken as 
a case study for illustrating the role young KIBS could play in a small re­
gional economy and for shedding some light on the structural couplings and 
regional integration of this type of firm. 

The Bremen region is characterized by a below average R&D-intensity of 
the manufacturing sector, although a few exceptions exist. For example, Bre­
men is one of the most important locations for the German aerospace and 
aeronaufics industry. In Bremen, about 1,800 people are employed in this 
rather innovative industry which accounts for about 40 percent of all German 
employees in this sector. European Aeronautic Defence and Space Company 
(EADS) is a key player, but other R&D-intensive SMEs are active in this field 
as well. But in general, manufacturing enterprises are characterized by little 
in-house R&D activities (Koschatzky et al., 2004). In addition, the few 'big 
players' of Bremen's manufacturing sector are subsidiary plants with no or 
little R&D activities (e.g. steel industry, automobile industry, food produc­
tion). Since the manufacturing high-tech activities are mainly isolated islands 
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with regard to their intraregional economic integration, a small potential for 
business service outsourcing or a significant demand for knowledge-intensive 
services from external (new) firms exists. 

The structure of the knowledge-intensive business services sector is as fol­
lows: The largest groups are legal, tax, and business consultants, market and 
opinion research as well as the equity investment companies with approxi­
mately 8,600 employees followed by architecture firms and engineering con­
sultants with about 3,400 employees. Software firms rank third (approxi­
mately 3,000 employees) while R&D services in natural/engineering sciences 
and advertising firms rank fourth and fifth with about 1,230 employees each.^ 
Software firms are on average considerably larger than architecture firms and 
engineering consultants: a software enterprise employs on average 17 per­
sons; architecture firms and engineering consultants a mere 4.4. The two 
R&D-intensive service industries data processing/databases and research and 
development represent a considerable potential in Bremen with more than 
5,600 employees (Stafisfical Office Bremen, 2003). 

While the private (profit-oriented) knowledge infrastructure of the Bremen 
region is underdeveloped, the public research and innovation system is well 
equipped. Bremen possesses good and competitive scientific potentials. The 
regional research sector is well developed in an inter-regional comparison. 
Major public R&D actors in Bremen are the University of Bremen, the Inter­
national University Bremen (lUB), the University of the Arts and the Univer­
sities of Applied Science, in both Bremen and Bremerhaven. Altogether there 
are nearly 35,000 students registered at Bremen's universities. Other national 
public RTD organizations and a large variety of internationally renowned re­
gional research institutes complement the public research system of Bremen. 

Deficits, however, exist in the transfer of research results into regional 
value added. There are too few viable transfer bridges which transmit the sci­
entific potential into income and jobs for the Bremen and Bremerhaven. A be­
low average start-up rate of knowledge-intensive business service firms is one 
indication for this deficit. Nevertheless, in recent years the regional govern­
ment had introduced a number measures for stimulating start-up activities. 
Besides the business start-up initiative B.E.G.IN, special programs for the 
promotion of spin-offs from universides and other research institutes were 
implemented beginning in the late 1990s. The most important programs are 
the state program for the promotion of start-ups by university graduates (per­
sonnel promofion) and the initiative of Bremen University for the promotion 
of entrepreneurial thinking, firm formation and entrepreneurship (BRIDGE). 
Also the technology park University of Bremen has to be mentioned in this 
respect. It was established by the end of the 1980s. A total area of 150 hec­
tares contains: the University of Bremen with 12 faculfies, 14 research insti-

3 The advertising industry consists of following subgroups: advertising design, advertising 
consulting, multi-media applications, design of Internet pages etc., advertisement agencies and 
so on. 
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tutes with about 600 employees, the technology and incubation center "BITZ" 
with about 50 enterprises and 250 employees, and 350 companies with 6,000 
employees (Koschatzky, 2004). 

5. New Firm Formation Dynamics in the Bremen KIBS 
Sector 

When analyzing start-up activities, we rely on the special preparation of the 
Mannheim Start-Up Panel (ZEW Griindungspanel West), which covers the 
very small enterprises without dependent staff rather completely (cf ta­
ble 9.2). Only economically active firms are covered. Original start-ups, i.e. 
the emergence of completely new firms, can be identified from derivative 
firm formation (e.g. from takeovers and plant set-ups of already existing en­
terprises and plant set-ups, see also Almus et al., 2002). 

Table 9.2: New firm formation in knowledge-intensive services in Bremen 1996-2001 

Economic sector/year 

C/5 
<1> 

1 
C/3 

o 
'5b 
'o 

i 
o 1 

o 
'A 

GO 

't 
KTt 

Telecommunications 

Hardware consultancy 

Software houses 

Data processing services / databases 

Maintenance, repair of office equipment 

Other activities connected with comp. 

Architects and engineering firms 

Technical, physical and chemical sur­
veys/R&D in natural and engineering 
sciences 

Technological services in total 

Legal advice, tax and management con­
sultancies, R&D in law, economics and 
social sciences 

Advertising 

Non-technological consultants in total 

1996 

0 

30 

55 

1 

6 

0 

69 

0 

163 

74 

34 

108 

1997 

0 

1 

24 

25 

4 

37 

99 

11 

201 

96 

44 

140 

1998 

0 

12 

31 

9 

5 

29 

28 

12 

127 

86 

22 

108 

1999 

0 

3 

69 

16 

3 

4 

32 

16 

143 

102 

17 

119 

2000 

1 

4 

76 

32 

0 

6 

25 

11 

155 

117 

26 

143 

2001 

4 

0 

50 

7 

0 

52 

50 

13 

176 

93 

21 

114 

Source: ZEW start-up panel. 

In the period from 1996 to 2001 the number of start-ups varies for the tech­
nology-intensive and knowledge-intensive service firms between 127 and 
201. With this start-up activity, Bremen ranks below the West German aver­
age in its start-up intensity (= enterprise start-ups per 1,000 of the economi­
cally active population). The start-up intensity for both technological services 
and non-technological services varied between 0.4 to 0.5 for western Ger­
many in the years 1995-2001, while it was between 0.2 and 0.4 for Bremen 
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(Koch and Stahlecker, 2005). Over the years, pronounced start-up intensities 
are found in software, other activities associated with data processing, archi­
tecture firms and engineering consultants. They coincide with a high stock of 
firms in these industries. Net-entry (i.e. foundations minus closures) is the 
greatest wherever a certain 'critical mass' exists. Despite a 'turnover' of firms 
in these aggregates, positive effects on employment can be assumed. Rela­
tively steady numbers of start-ups are exhibited in technical, physical, and 
chemical testing and R&D in the fields of natural and engineering sciences. In 
the non-technical consultancies, there are relatively steady numbers of start­
ups - and on a high level - in legal, tax, and business consultancy (NACE 
74.1), and R&D in the fields of law, economics, and social sciences (73.2). 
These industries account on average for approximately two thirds of all start­
ups in non-technical consultancies. The advertising industry (NACE 74.4) 
also shows constant numbers of start-ups, but on a clearly lower level. 

6. Empirical Results of the Primary Analysis 

In the following sections the institutional background, the regional framework 
conditions, and the market and technology ties of the KIBS will be investi­
gated more closely (cf the set of questions formulated in section 2). 

6.1 Institutional Background of New Firm Formation in the KIBS 
Sector 

The institutional background of new firm formation and the general start-up 
intensity give hints about the ability of a regional innovation system to adapt 
to structural changes and to renew its stock of firms. About 80 percent of the 
founders taking part in the survey came from the Bremen region. Thus, the 
spatial tie to the home or previous work location is about as high as estab­
lished in other studies (e.g. Hayter, 1997). The resuUs indicate that about one 
third (27 persons) of the 86 founders (distributed among 51 enterprises), who 
were previously active in the region, were from a university or a non-
university research institute; another third (27 persons) came from private 
companies, half of them had more than 500 employees and half of them with 
less than 500 employees. About 23 percent (20 persons) of the founders from 
the region were previously free-lance or self employed. The remaining Bre­
men-based founders had been students, trainees etc. before setting up their 
own business. 22 founders, both male and female, (= 17 percent of all foun­
ders) previously worked outside the region and, subsequently, set up their 
business (or participated in a start-up project) in Bremen. 

Approximately 32 percent of the entrepreneurs interviewed stated that the 
idea for the start-up had occurred during employment in an enterprise, three 
quarters thereof in enterprises located in the State of Bremen. One of the 
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KIBS entrepreneurs interviewed described the context of setting-up his busi­
ness as follows: 

The reason for setting up a new business was the bankruptcy of my former 
employer. The founding process was characterized by the existence of two to 
three lead clients' which I transferred from my former employer. Those cli­
ents played a significant role in the early development phase of the firm. 
Management experience and strong contacts to clients within the context of 
my former occupation appeared to be crucial for the acquisition of these cli­
ents. Personal contacts and social network, were the key factors for the 
start-up process. The main reasons for the firm formation in Bremen were 
my residence and my personal networks here. Anyway, despite the transfer of 
former clients, the overall customer structure had to be arranged and 
changed - compared to the former customers. One of the major obstacles 
during the start-up stage was competitive disadvantages due to the small size 
of my firm. Many potential customers did not accept the firm as a reliable 
company due to its small size. 

This statement indicates, what Almus et al. (2001) documented: most of the 
entrepreneurs start businesses in industries where they already gathered ex­
perience and social contacts. Depending on the number and type of custom­
ers, the dependency from those firms could be as high as in the former occu­
pation as an employee. For Bremen, relatively few resident companies are in a 
position to produce knowledge-intensive business service spin-offs. Interest­
ing developments seem to occur in the harbor economy, aeronautics and aero­
space, mechanical engineering, and microelectronics. Furthermore, the devel­
opments at the university are remarkable. A considerable number of scientists 
from different departments develop business plans, but also students set up 
their own firms during or directly after completing their degree. 

6.2 Framework Conditions and Structural Obstacles 

The regional framework conditions in the sense of an entrepreneurial climate 
play an important role in the analysis of the structural ties of young firms and 
their growth conditions. Regional renewal through new firm formation can 
only be successfiil if the structural barriers for firm entry are low (e.g. general 
openness of existing companies to cooperate with start-ups, fimcdoning of 
technology-transfer and knowledge-transfer) and the framework conditions 
with regard to the further development of start-ups are favorable. In this re­
gard, the regional level of innovation and technology as well as the regional 
demand for advanced business services appears to be crucial. On the whole, 
the framework conditions in Bremen for general economic performance are 
positively assessed (cf table 9.3). The KIBS in Bremen above all value the 
good innovation climate, the presence of research and technology suppliers 
and the well developed communication infrastructure positively. In contrast, 
difficulties in the access to venture capital are judged critically. However, this 
form of financing plays a notable role only for a few of the KIBS. A relatively 
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high level of discontent can also be determined with regard to the transpar­
ency of the public support measures, the availability of qualified staff, and the 
presence of adequate suppliers. 

Table 9.3: Assessment of the general conditions in 

Assessment of.... and quality 

Innovation milieu 

R&D supplier 

Technology-development measures 
economic development measures 

Access to venture capital 

Availability of qualified labor 

Consultancy supply 

Adequate clients 

Adequate suppliers 

IT-infrastructure 

and 

Transparency of public support measures 

bad 

12.7 

10.9 

20.0 

36.4 

29.1 

18.2 

29.1 

18.2 

3.6 

36.4 

Bremen (n=55 

medium 

29.1 

23.6 

30.9 

16.4 

25.5 

38.2 

29.1 

21.8 

16.4 

27.3 

, answers in 

good 

52.7 

52.7 

45.5 

3.6 

40.0 

40.0 

30.9 

30.9 

63.6 

34.5 

percentages) 

no statement 

5.5 

12.7 

3.6 

43.6 

5.5 

3.6 

10.9 

29.1 

16.4 

1.8 

Source: Bremen KIBS survey. 

Regarding the obstacles in setting up new businesses, one of the greatest 
problems was seen in the intransparency of the public support measures, pub­
lic consulting, and bureaucracy (cf table 9.4). This points to problems in in­
teracting with the local authorities and the state. With innovation cycles grow­
ing ever shorter, it is the small and young firms that are increasingly 
dependent on research promotion, so that these problems gain in importance 
for the development of the region. Further obstacles are the lack of a regional 
market, that is, access to customers, and in a dearth of specifically qualified 
personnel. On the other hand, only a small need to catch up is perceived in the 
area of cooperation with various institutions. 

Table 9.4: Obstacles affecting the start-up process and the competitiveness of young KIBS 
(n 55, answers in per cent, multiple answers possible) 

Intransparency of public support measures 

No or small regional demand 

Intransparency of public consultancy measures 

Bureaucracy 

Recruiting of qualified labor 

Lack of service firms as cooperation partners 

Lack of cooperation opportunities with R&D institutions 

Lack of information about technology supplier 

Lack of cooperation with manufacturing firms 

45.5 

36.4 

36.4 

34.5 

32.7 

9.1 

9.1 

9.1 

5.5 

Source: Bremen KIBS survey. 
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Besides the categories mentioned, additional barriers are seen in financing, 
for instance, in the allocation practice for bank loans. Not only the bank's lack 
of willingness to tackle risks places young, innovative enterprises at a disad­
vantage, but also the tax burden for growing young enterprises (for public 
taxes). In addition, the competition from university institutes, which are doing 
contract research for companies and which can often offer cheaper rates, is 
also a point of criticism. Despite this distortion of competition, spin-offs from 
universities are judged on the whole as having a positive effect the region. 

6.3 Regional Demand Conditions for Young KIBS 

One important factor of success of young businesses is the access to the re­
gional market. Especially, the so-called technological 'gatekeepers' and 'pull 
effects' exerted by regional technology firms represent an important compo­
nent in regional innovation and start-up activities. Although a series of young 
technology-intensive and knowledge-intensive firms are already looking for 
global market penetration early in their existence ('bom global'), the regional 
economic structural ties of young enterprises can be seen as attempts to re­
duce uncertainty and risk. The question to be posed is, thus, how adaptable 
the business profiles of the start-up companies are to regional sectoral and 
technology portfolios. One aspect in this context is the location of the most 
important client. There is a strong orientation towards the City of Bremen. 
Almost 40 percent of the KIBS stated their most important customer was lo­
cated here. The structural weakness of the surrounding area is underlined by a 
correspondingly low customer presence. The most important customer for 
more than 40 percent of the companies are located elsewhere in Germany and 
for 10 percent abroad. 

Analogous to the geographical distribution of the most important customer, 
almost 35 percent of the firms stated they made more than 50 percent of their 
turnover in the State of Bremen. This makes it clear that regional market ac­
cess or regional customer ties are very significant for the young firms of the 
sample. Another survey of 547 KIBS has shown (cf Koch and Strotmann in 
this volume) that positive growth patterns correlate significantly with an 
above average share in market and cooperation relationships outside the re­
gion. For this reason it must be noted that, at least for the Bremen KIBS, a 
strong focus on the regional market is likely to be detrimental from the view­
point of desirable growth assumptions beyond the foundation process. This 
applies especially to science-orientated and technology-oriented companies. 

Almost 40 percent of the KIBS stated that a regional lead customer was of 
substantial significance for the start-up process. For the majority of the sam­
ple firms (60 percent), however, such lead customer played no or only a mi­
nor role. An entrepreneur who has set up a KIBS firm (engineering services) 
can be quoted as: 
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My experiences and social contacts made in my former occupation were 
extremely helpful in setting up the company. Although, it took quite a while 
to get the first contract, I was very confident that I would be successfid. To 
find customers as a new company without knowing anybody is extremely dif­
ficult, particularly in the service sector. After a while of market experience 
with your own company, the negotiations with further customers become 
completely different. 

This example shows that person-based ('ego-centric') networks or social 
competencies could influence entrepreneurial activities. Within this context, 
Sternberg (2000) points to the importance of an entrepreneurial social infra­
structure as a key element of the regional environment for entrepreneurship. 

Further economic structural ties are related to intrasectoral interdependen-
cies, i.e. the demand for complementary knowledge-intensive services from 
other KIBS. Out of these, non-technical services (as are typically offered by 
lawyers, tax advisers, accountants, employment agencies, and management 
consultancies) were usually demanded locally. For specialized technical ser­
vices (e.g. sector-specific services such as IT consultants, support for software 
applications, R&D services etc.) the search radius was much larger. The prob­
ability of finding a highly specialized company in the region is relatively 
small (or vice versa: a highly specialized supplier does not necessarily meet 
regional demand). 

6.4 Knowledge-Oriented and Technological Ties 

Not only the start-up process of knowledge-intensive service firms but also 
their continued development and growth are determined by the availability of 
knowledge. Concerning this matter, knowledge-transfer with scientific and 
educational institutes as well with other companies is of particular impor­
tance. Cooperation with other firms, whether in the form of customers, sup­
pliers, or even competitors, can have decisive effects on the transfer and de­
velopment of new solutions in the services provided. Using networks to 
access external, specialized, or current knowledge is, therefore, seen as being 
a decisive condition for the enduring competitiveness of knowledge-intensive 
service firms. This holds particularly for small and medium-sized firms since 
they are only able to rely on internal resources to a limited extent. 

Almost two thirds of the KIBS used the possibility of cooperation for tech­
nology and knowledge transfer (cf. figure 9.1). The most important partners 
here include other companies followed by customers and universities. Tech­
nology transfer institutions are hardly used at all to access new technologies; 
instead the exchange takes place via personal contact. Above all, Bremen 
University plays a primary role in regional external knowledge supply, 
whereas there is hardly any cooperation with other local research institutions. 
This underlines the still existing transfer deficiencies in Bremen's innovation 
system. With its variety and quality, the knowledge infrastructure of the Bre-
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men region is well suited as a nucleus for modernization or regeneration of 
the regional economy. The precondition for this is that regionally generated 
know-how, for example, from the university, is retained within the region. 
The high number of start-ups from the university indicates such possibilities. 
A rather critical estimation about the role of the university in the Bremen in­
novation system was expressed by one interviewee: 

There are some deficiencies in Bremen. The tmiversity is not yet in a posi­
tion that supports the technological and economic progress, which Bremen 
produced recently. I would emphasize, that the university could do more to ad­
just its scientific profile to the needs of the region. Compared to the 1970s, 
things certainly improved, but I think much more could be done, for example 
in biotechnology, environmental technologies, logistics, etc. It would be wise, 
if politics would have a stronger influence on these things. 

Despite this critical view, the survey reveals that more than half of the 
firms which maintain cooperation activities for the acquisition of technology 
work together with the University of Bremen. In contrast, partners from the 
region play a much smaller role in other types of cooperative relationship 
which may be due to the dominance of traditional industries in Bremen with a 
relatively low share of knowledge-intensive sectors and a low R&D intensity. 
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Figure 9.1: Partners in knowledge transfer (n = 55, absolute figures, multiple answers). 
Source: Bremen KIBS survey. 

The multiple responses in figure 9.1 reflect the fact that the KIBS are not 
restricted to certain regions in their orientation but cooperate, for example, 
with other firms both within their own region, within Germany, and/or 
abroad. One perceived deficiency of Bremen is that too few technological 
drivers or market openers are based there. Broad fields of application in the 
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region as well as large regional customers and mentors can - under certain 
conditions - increase new companies' probability of success. Knowledge-
intensive service firms are becoming increasingly reliant on external partners 
to renew and supplement knowledge due to the ever shorter half-life of 
knowledge and the increased demands for flexible, specific tailor-made ser­
vices. 

Knowledge exchange usually takes place via informal contacts and is, 
therefore, not protected by contract (cf. table 9.5). Almost half of the KIBS 
conducting technology transfer use informal contacts as a cooperation path­
way; these play a decisive role for the diffusion of knowledge in innovative 
fields. Informal contacts are supported by good communications and the pos­
sibility of different conversational contexts, which are more likely available in 
an innovation system the size of Bremen's. 

Table 9.5: Cooperation media and intensities in knowledge and technology transfer 
(only companies conducting technology transfer, n = 35) 

Media and intensities 

Informal contacts 

Client-relationships 

Joint R&D-projects 

Cooperation agreements 

Contract research 

Consultancy 

Supplier-relationships 

None 

14.3 

25.7 

25.7 

40.0 

42.9 

48.6 

60.0 

Occasionally 

40.0 

31.4 

42.9 

37.1 

48.6 

37.1 

34.3 

Intensely 

45.7 

42.9 

31.4 

22.9 

8.6 

14.3 

5.7 

Source: Bremen KIBS survey. 

The relationship of KIBS to their customers is usually very intensive; the 
interaction between service provider and the user of services is strong, due to 
the high specificity of the services rendered. Because knowledge exchange is 
a necessary basis of the joint services, the knowledge transfer occurs as a 
side-effect of the profit-producing activity. In contrast to this, within joint 
R&D projects, knowledge exchange is an explicit program. As a rule, joint 
R&D projects are less frequently used but still represent an important means 
to obtain new knowledge for three quarters of the service providers as do cus­
tomer relations. Cooperation contracts, contractual research and consultation 
are less intensively used by the companies but still by more than half of those 
companies practicing technology transfer. Supplier relationships play the 
smallest role for the competitiveness of knowledge-intensive service provid­
ers. This corresponds to the rather low utilization of external advance services 
in the shape of intermediate inputs. 

More than one third of the KIBS questioned did not cooperate with external 
partners in order to access new knowledge. This relatively high number of 
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non-cooperating firms reveals that, in spite of the informal contacts in the re­
gion being assessed as being comparatively good, the existing capacity for in­
novation is not fiiUy utilized. The question has to be raised, whether certain 
companies do not need new technologies or new knowledge, or whether this 
need has just not been identified (latent need). 

7. Summary and Conclusions for Innovation Policy 

Bearing in mind the research questions formulated in section 2, the results of 
the survey can be summarized as follows: 

Start-up origin: the founders of young KIBS in Bremen have strong re­
gional ties. Almost 80 percent come from the region. Universities were the 
most important incubator organization. Of all founders, 25.9 percent or 
27.9 percent of all founders from Bremen were employed there beforehand or 
studied there. This clarifies that the public sector, caused by its spin-off pro­
motion programs, has a strong influence on the start-up activity of KIBS, es­
pecially at the universities, and, thus, on their role within the regional innova­
tion system. In contrast to this, non-university research institutions hardly 
play any role as incubators (3.7 percent) 24 percent of the founders were free­
lancers before setting up their companies or self-employed. Approximately 
32 percent were employed in companies, of which SMEs made up the larger 
share. The structure of Bremen's innovation system is, thus, reflected in the 
foundation origins of the KIBS, in which research and scientific activity play 
at least as large a role in company start-ups as a previous activity in business. 

General framework conditions: the general regional conditions for com­
pany start-ups are on average estimated as good. Bremen's strengths are its 
good communication infrastructure, the research offered as well as the general 
climate for innovation. The supply orientation of the innovation system is re­
flected again here. Poorer ratings were assigned to the availability of qualified 
labor, the existence of customers, access to equity capital as well as the in-
transparency of the promotion offered. Whereas the last two aspects often re­
ceive poor ratings in surveys, the criticism of the regional market with regard 
to customers and workforce is again an expression of a regional economic 
structure not completely suited to young KIBS. 

Regional demand ties: the analyses showed that Bremen's KIBS are evolv­
ing more and more into an independent demand aggregate for a whole series 
of suppliers; in the process of doing so, they themselves are demanding 
knowledge-intensive services in many cases. Market entry strategies, which 
lower risk and uncertainty, were visible through the involvement and linked in 
regionally anchored value added structures (significance of spatially close so­
cial networks). 'Technological anchors' played an important role in the start­
up process especially in information and communications as well as in the 
aerospace industry. A presence on national/foreign markets takes place paral-
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lei to the market penetration geared to the local area. Half of the KIBS stated 
that their most important customer is located elsewhere in Germany or 
abroad. In contrast, exporting services abroad still seems to be underdevel­
oped which is, however, also typical for young businesses. On the other hand, 
closed network configurations around the main industries in Bremen - as an 
obstacle to accessing advance services and supplier chains - do not play a 
relevant role. 

Knowledge-oriented and technological ties: knowledge transfer takes 
places predominantly in the personal exchange of informal contacts ('point-
to-point'); institutionalized technology transfer structures are less significant 
in comparison. In conjunction with supplier relations, customer contacts and 
relationships with other companies (who may also be competitors) play the 
most important role in knowledge transfer. The majority of these partners are 
located outside Bremen (elsewhere in Germany and abroad); for about one 
fifth of the KIBS, the partners in question are based in Bremen and Bremer-
haven. Non-university research institutions in Bremen and Bremerhaven have 
hardly been used as knowledge or technology supplier thus far. In spite of the 
significance of access to external knowledge for knowledge-intensive ser­
vices, a large share of the companies is not aware of the exchange possibili­
ties. 

The analyses showed that a considerable part of the KIBS interviewed in 
Bremen originate from public research institutes, especially universities, and 
have strong ties to their own region. By virtue of these origins and ties, they 
represent an important bridge between the research sector and the market, and 
they contribute to economic modernization in an innovation system, which is 
still strongly dominated by the public sector. On the one hand, this bridging 
function is an opportunity for Bremen's innovation system since the research 
and the generation of new knowledge can be boosted by this in the private 
sector. On the other hand, there is the risk of too great of a dependence on re­
gional demand conditions and technological path dependencies stemming 
from the proximity to important customers and other regional players. Com­
panies, including KIBS, are particularly innovative if they are characterized 
by a variety of external ties. Intraregional and interregional integration are 
important factors for stimulating growth. For this reason, one further target of 
Bremen's innovation policy should be the promotion of start-ups in the ser­
vice sector and the creation of incentives for these companies to network both 
within and beyond the region. The results of this study have shown that the 
government of Bremen can focus on start-ups from the public research sector, 
where it has a strong governance impact. Thus, it can explicitly and directly 
contribute to economic modernization and the development of a competitive 
regional innovation system. 
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10 DETERMINANTS OF INNOVATIVE 
ACTIVITY IN NEWLY FOUNDED 
KNOWLEDGE INTENSIVE BUSINESS 
SERVICE FIRMS* 

Andreas Koch andHarald Strotmann 

1. Introduction 

The ability to innovate is an essential precondition for competitiveness in the 
knowledge economy both at the level of a single firm as well as at regional 
levels. Particularly, in sectors with a high rate of technological progress and 
where knowledge plays a major role, firms can achieve advantages by devel­
oping innovative products and services. Previous research has shown that 
small firms make a large contribution to innovation in developed economies 
and that innovation is an important means of entry for new firms (Acs and 
Audretsch, 1990). 

During the last few decades, there have been fundamental changes and en­
hancements in the understanding of innovation processes. Since the advent of 
evolutionary concepts in economics, innovation is no longer conceived as a 
unidirectional and linear process starting with inputs from basic research and 
resulting in outputs of new technical products. Rather, innovation is viewed as 
an interactive process involving many different actors and characterized by 
large uncertainties which have to be overcome by different means, for in­
stance cooperation, networking and spatial proximity (Dosi, 1988, Malerba 
and Torrisi, 1992; Nelson and Winter, 1982). In this context, researchers have 
emphasized the role of users and clients (Lundvall, 1988) as well as the role 
of systemic elements (e.g. Moulaert and Sekia, 2003). 

* We would like to thank the German Research Foundation (DFG) for its funding (grant No. 
RO 534/6). The Chambers of Industry and Commerce (IHK) in the regions of Bremen, Munich 
and Stuttgart are appreciated for providing the firm's addresses for our survey. Moreover, we 
thank Michael Fritsch and an anonymous referee for fruitful advice. Participants of the 3rd 
lECER Conference in Amsterdam in February 2005 are acknowledged for helpful comments. 
The remaining errors and all opinions expressed in the paper are the sole responsibility of the 
authors. 
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Despite of the growing awareness that innovation is not confined to techni­
cal processes and products, most contemporary research on the preconditions 
and consequences of innovative activity focuses on the manufacturing sector 
(for recent empirical studies see, for example, Becker and Dietz, 2004; 
Huergo and Jaumandreu, 2004; Lynskey, 2004; Rogers, 2004). Only recently 
have researchers explicitly accounted for the importance of innovative activi­
ties in the service sector (e.g. Drejer, 2004; Gallouj and Weinstein, 1997; 
SiriUi and Evangelista, 1998; Sundbo and Gallouj, 1998; Tether, 2003). 

Considering the increasing importance of service activities in modem 
economies, this existing bias in innovation studies towards the manufacturing 
sector is surprising. It often results from a lack of suitable firm micro data. 
Today, the highly "industrialized" nations of the world are all characterized 
by an outstanding economic significance of the service sector. The most no­
ticeable phenomenon within this process of structural change is perhaps the 
rapidly growing importance of the so-called Knowledge Intensive Business 
Service firms (KIBS). In Germany, for example, more than 14 percent of all 
new firms in 2002 have been founded in this sector (ZEW, 2004).^ More and 
more KIBS are believed not to simply perform innovative activity in depend­
ence on the demand of the manufacturing sector, but to be "knowledge 
bridges" or "bridges of innovation" between manufacturing, science, and cli­
ents (Czamitzki and Spielkamp, 2003). 

However, little is known about what determines innovative activity in the 
sector of knowledge intensive business services. This might be partially con­
tributed to the difficulties in measuring innovative activities in a sector where 
patenting is unusual and formal R&D is the exception. Existing empirical 
studies on firm innovation in the service sector and the KIBS sector are 
mostly based on case study evidence, the analyses of small samples or highly 
aggregated sectoral or regional data. This study supplements this literature by 
examining the determinants of firm innovative activity in the KIBS sector us­
ing firm micro data, thereby focusing on newly-founded KIBS. On the basis 
of the KIBS Foundation Survey 2003, a new micro dataset of 547 start-up 
firms in three German agglomeration regions^, we are able to analyze the role 
of possible determinants of innovation within a multivariate framework. 

Section 2 gives a brief description of the central characteristics of the firms 
in the KIBS sector and the general nature of their innovative activities. Based 
on this description, we hypothesize amongst others that managerial character­
istics and external linkages of a firm are crucial determinants of their innova-

1 However, the high foundation rates are simultaneously accompanied by above-average fail­
ure rates (Brixy and Grotz, 2004). 

2 The KIBS Foundation Survey 2003 is the outcome of a project funded by the German Re­
search Foundation (Grant No. RO 534/6), which has been carried out jointly by the Institute for 
Applied Economic Research (lAW) in Tubingen and the Fraunhofer Institute for Systems and 
Innovation Research (ISI) in Karlsruhe. We are indebted to our colleagues Knut Koschatzky 
and Thomas Stahlecker for the fruitful cooperation. 
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tive activity (section 3). Dataset and methodology are described in section 4, 
whereas section 5 outlines the main empirical results from ordered logit and 
multinomial logit regressions. Section 6 concludes. 

2. Characteristics of the KIBS Sector 

The central characteristics of firms in the KIBS sector are knowledge inten­
sity and the orientation of their services to other firms or organizations (Haas 
and Lindemann, 2003).^ KIBS provide non-material, intangible and highly 
customized services like software development, engineering services or busi­
ness consultancy. On one hand, they act as external knowledge sources for 
their client firms, and, on the other , they are increasingly becoming inde­
pendent innovation creators (Czamitzki and Spielkamp, 2003; Gallouj and 
Weinstein, 1997). The provision of knowledge intensive business services re­
quires specialized knowledge and cumulative learning processes, which can 
only be realized by intense interaction between service suppliers and clients 
(Johannisson, 1998; Strambach, 2002). As KIBS mostly provide highly appli­
cation-oriented services, implicit knowledge plays an important role. For the 
acquisition of this type of knowledge, cooperation, trust, communication and 
face-to face contacts are very important (Howells, 2002). Thus, knowledge in­
tensive business service firms locate mainly in close spatial proximity to their 
customers (lUeris, 1994)."̂  As in most branches of the service sector, scale 
economies play a minor role in the KIBS sector and thus, most firms are small 
or medium sized and on the average smaller than in manufacturing 
(Audretsch et al , 1999). 

Generally, three motives for the foundation of new firms in the KIBS sector 
can be identified: (1) Outsourcing processes in existing firms, (2) changes in 
the organization of innovation processes in the manufacturing sector, and (3) 
the creation of new user needs by independent innovation activities in the 

3 The definition of the KIBS sector in the Standard Industry Classification is not consistent 
across different studies. However, the mainstream of existing research includes the following 
sectors: Computer and Related Activities (72), Research and Development (73) as well as the 
sub-sectors of Legal, Accounting, Book-keeping and Auditing Activities, Tax Consultancy, 
Market Research etc. (74.1), Architectural and Engineering Activities and related Technical 
Consultancy (74.2), Technical Testing and Analysis (74.3) and most parts of the Advertising 
Sector (74.4). Furthermore, it is usually differentiated between Technical KIBS (72, 73.1, 74.2, 
74.3) and Professional KIBS (73.2, 74.1, 74.4). For an overview of this discussion see Koch 
and Stahlecker (2005). The knowledge intensity is measured by input factors like the qualifica­
tion structure of the employees or the R&D expenditures, or by output factors like innovations 
or patents (Haas and Lindemann, 2003). 

4 Indeed, at least in Germany, most firms and firm foundations in the KIBS-sector concen­
trate in the major urban agglomerations (Brixy and Grotz, 2004), where also important poten­
tial clients are located. However, the role of proximity may well vary not only from firm to 
firm, but also between different sub-sectors of the KIBS-sector (Czamitzki and Spielkamp, 
2003). 
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KIBS sector (Strambach, 2002; Koch and Stahlecker, 2005). Regardless of 
the motivation for a foundation, intense and close interaction with clients is a 
distinctive feature of KIBS, particularly in the early stages of a firm's devel­
opment when services are least standardized. Thus, it is necessary to maintain 
a frequent exchange of information, communication, and trust in order to an­
ticipate (or even to create) user needs and to meet the specific demands. For 
the purpose of performing innovative activity in the KIBS sector, it is crucial 
to gain access to relevant information and, subsequently, to adequate commu­
nication channels and networks. 

3. Determinants of Innovative Activity in the KIBS Sector 

In the following section, we will argue that the probability of a newly founded 
firm in the KIBS sector to innovate is essentially determined by its internal 
(idiosyncratic) technological and organizational capabilities and by its exter­
nal linkages (for similar concepts see e.g. Lynskey, 2004; Malerba/Torrisi, 
1992).^ A series of uncertainties determines both the foundation of a new firm 
and the development of innovative, new-to-the-market products or services. It 
is, therefore, necessary to have access to information and knowledge in order 
to manage and reduce these uncertainties. The existing stock of experience 
and knowledge as well as the capacity to interact and cooperate may reduce 
uncertainties. 

3.1 Internal Capabilities in New Firms: Managerial Characteristics 

New products require new competencies or at least a new combination of 
competencies. In new firms, particularly in independent and originary start­
ups - the internal, idiosyncratic capabilities are strongly linked to the founder 
(or founders). By adding his or her experiences, motivations, and networks, 
he or she is the creative mind and the central agent for strategic decisions and 
innovative activities (Johannisson, 1998). The small size of newly founded 
independent firms intensifies the important role of the founder in the early 
stages of a firm's development. Thus, the technological and organizational 
capabilities of the founder of a new firm might be considered as important 
elements that determine the innovative activity of the firm (Lynskey, 2004).^ 

5 Similarly, Cohen (1995, 203) identifies two sorts of capabilities analyzed in existing em­
pirical studies: Whereas organizational or procedural capabilities condition the R&D produc­
tivity of firms, substantive technological or related expertise leads them to pursue different 
kind of innovative activity. It has to be noted that the results of Malerba and Torrisi (1992) are 
based on a sample of only 51 software companies and thus have to be handled with some cau­
tion. 

6 This concept follows evolutionary thinking and is normally applied to established firms, as 
is also pointed out by Dosi (1988, 225): "What the firm can hope to do technologically in the 
fiiture is heavily constrained by what it has been capable of doing in the past." Surely, it could 
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Malerba and Torrisi's (1992, 50) statement that firms "accumulate idiosyn­
cratic capabilities over time" by learning has to be supplemented by the con­
clusion that capabilities are also "imported" into a new firm (Shane, 2000). 
These "imported" capabilities, like concrete and applied prior knowledge 
about services, products or technologies as well as experience-based organiza­
tional and managerial competencies may not only influence the type and sec­
tor of the start-up but also the direction and intensity of innovative activity. 

The majority of economic activities in the KIBS sector show characteristics 
of high customization of the services towards the clients, because specialized, 
uncodified (tacit) knowledge is important to start a new firm and perform in­
novations. Formalized knowledge (university, patenting, etc.), on the other 
hand, is of minor importance in newly founded KIBS firms, mainly due to the 
dynamic development, the customer orientation and the short product life cy­
cles of services.^ We might expect, accordingly, a higher probability to inno­
vate when the founders dispose of adequate specialized and applied knowl­
edge and personal networks, routines, and experiences. A founder, for 
example, who transfers specialized knowledge or even ready-to-market ser­
vices fi*om another private firm (employee start-up) may be more likely to de­
velop innovative services (Klepper, 2001). It is very likely that these founders 
had the opportunity to learn how to perform innovatively in a special field due 
to their former occupations. They might also be more likely to dispose of a set 
of relevant routines and experiences. Furthermore, they are supposed to be in­
tegrated in relevant networks (see section 3.2). Koch and Stahlecker (2004) 
figure out that it is most usual that the founders of newly founded firms in the 
KIBS sector apply their previous work experience in the same field of activ­
ity. Hence, the first hypothesis to be tested within the following empirical 
analyses is: 

HI: The professional capabilities of the founder(s) (e.g. work experi­
ence, access to ideas) influence the innovative activities of start-ups in 
the KIBS sector. Applied technological and organizadonal experiences 
enhance the probability to innovate. 

Due to informational and subsequently arising technological and organiza­
tional advantages, we might expect that teams of founders have an advantage 
compared to start-ups by single founders. The stock of experiences and 

be argued that new firms are frequently rather controlled by e.g. venture capitalists or respec­
tive creditors. This might be true for capital-intensive start-ups; however, as most firms in the 
service sector are not capital intensive, venture capital is not a usual way of financing a new 
firm, at least in most sub-sectors. 

7 Several studies (e.g. Sirili and Evangelista, 1998; Sundbo and Gallouj, 1998) confirm that 
formal protecting like patenting is of minor importance in the service sector. Without doubt, 
differences between sub-sectors can be expected. For example, for a service firm advising high-
tech oriented manufacturing firms it is more important to dispose of profound technical and 
formalized knowledge than for a business consultant whose service is primarily based on the 
provision of experiences and network contacts. 
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knowledge and the resulting chances to develop innovative ideas and products 
should be positively (albeit not linearly) correlated with the number of indi­
viduals in the founding team. Moreover, the differences in the backgrounds of 
the members of the founding team may play an important role in determining 
the development of innovative activities in the new firms. We anticipate that 
founding teams combining competencies from different fields have advan­
tages in this respect. Therefore, our second hypothesis concerns the role of 
founding teams: 

H2: KIBS start-ups founded by a team are more probable to innovate, 
especially when the founders have different professional backgrounds. 

There may be also factors limiting the influence of the founders capabilities 
to perform innovative activities in the KIBS sector. As Lynskey (2004, 173) 
states, it is not only crucial for a new firm to internally apply a stock of ca­
pacities for innovative activity, but also "to be aware of and associate with 
[external] sources of knowledge, together with its capacity to assimilate and 
apply such knowledge to R&D". An orientation that is too strong in regards to 
internal competencies, knowledge and experiences may cause lock-in ef­
fects.^ Thus, a balance between the concentration on internal capabilities and 
the openness towards the environment is supposed to be most conducive to 
innovation (Deephouse, 1999; Oerlemans and Meeus, 2005). As internal ca­
pabilities are a necessary, but not a sufficient precondition for effectively per­
forming innovation, firms "cannot rely only on internal capabilities; rather 
they establish formal and informal networks which allow them to obtain 
knowledge and expertise" (Malerba and Torrisi, 1992, 50).^ At the same time, 
the "internal capabilities affect the extent and type of external network chan­
nels used by firms" (ibid., 51). 

3.2 External Linkages, Interaction and Networking 

As aforementioned, interaction with users plays an important role for innova­
tion activities in the KIBS sector. We suggest three features of external link­
ages that might be of particular relevance: (1) the generic networks which in­
fluence the access and exchange of information as well as knowledge and thus 
impact on innovative activity, (2) the specific networks in the KIBS sector re­
garding the interaction and cooperation with clients and (3) spatial proximity 
which influences the exchange of knowledge and information. 

The access to information and knowledge as well as the process of knowl­
edge generation are pivotal elements of innovative activity (e.g. Arvanitis, 
2002; Becker and Dietz, 2004; Rogers, 2004; for a recent overview see Pit-

8 These thoughts are also based upon Nelson and Winter's (1982) reasoning about entrepre­
neurial vs. routinized regimes in innovative activity. 
9 This consideration is based on Granovetter's (1973) theory of weak and strong ties, stating 
that for an efficient flow of new information and knowledge, particularly weak ties are impor­
tant. 
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taway et al., 2004) and firm foundation (e.g. Johannisson, 1998; Elfring and 
Hulsink, 2003, for an overview see Witt, 2004). The degree of absorption of 
extramural knowledge and the amount of knowledge which is available to the 
firm are supposedly of particular relevance. Know-how from both users and 
competitors is believed to be of high significance for R&D activities (Arvani-
tis, 2002). Therefore, we may conclude that it is essential to possess adequate 
channels in order to attain access to information and knowledge. Whereas, 
firms may be able to reduce costs, risks and uncertainties of the innovation 
process through cooperation, information sharing, acquisition of external 
knowledge, opening up new markets and so on. (Pittaway et al., 2004). Thus, 
our third hypothesis is: 

H3: The access to information and knowledge is positively correlated 
with innovative activity in newly founded KIBS. 
These processes of networking, however, are a somewhat ambiguous phe­

nomenon, and research results are rather contradictory (Pittaway et al., 
2004).^^ Love and Roper (2001), in a comparative study on Irish, British and 
German firms, find no significant relation between external linkages and in­
novation intensity. In contrast, Becker and Dietz (2004) observe that coopera­
tion significantly enhances the innovative output of firms in a study of 2,200 
German manufacturing firms; they also emphasize that a mix of heterogene­
ous actors in the innovative process raises the probability of product innova­
tions. Rogers (2004) concludes, in a study of 4,500 Australian firms, that net­
working is particularly important in very small firms, whereas it does not 
matter in bigger firms. 

Networks might be of particular importance in the KIBS sector because 
most of the current knowledge about products and services is uncodified and 
thus embodied in individuals. Innovations are frequently the outcome of in­
teractive processes between user and producer in the KIBS sector ("ad-hoc 
innovafion", as Tether, 2003, names it). This type of knowledge acquired via 
leaming-by-using knowledge may be regarded as a central element of innova-
five acfivity (Lundvall, 1988). Due to the significance of uncodified knowl­
edge, we expect that the relevance of access to applied knowledge and infor­
mation exceeds the relevance of formalized knowledge from research institu­
tions (this is analogously the case for the internal capabilities, cp. section 
3.1):ll 

H4: Cooperation with partners (e.g. universities, firms) and integration 
into the customers' innovation processes enhances the probability of 
innovafion in newly founded KIBS firms. 

10 The causes for that phenomenon may be manifold, but they can be expected to be predomi­
nantly of methodological nature as the samples and the methods and definitions of networking 
are defined differently throughout the studies. 
11 For the manufacturing sector, however, Lynskey (2004) finds a high significance for joint 
projects with universifies and the probability of a firm to innovate. 
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Last but not least, spatial proximity is often regarded as a factor influencing 
innovative activity because cooperation, knowledge exchange and networking 
frequently occur on informal levels and are based on reciprocity and trust 
(Todtling and Kaufmann, 2001). Spatial proximity between different actors is 
believed to enhance frequent (face-to-face) contacts, a common understanding 
or culture and, thus, networking. lUeris (1994) provides case-study evidence 
that geographical proximity fosters different levels of cooperation in each 
sub-sector of the KIBS sector. In a comparative study of three European re­
gions, Sternberg (1999) states that small firms have a higher probability to 
maintain intraregional linkages such as cooperation for innovation. 

Contrarily, Freel (2000, 262) observes that innovators are more likely to 
have extra-regional linkages and collaborative arrangements: "innovators are 
marked not only by the frequency but also by the geographic reach of external 
linkages". The truth, though, may lie in the middle. A balanced mixture of in-
tra-regional and extra-regional linkages could be important to perform inno­
vative activity (Oerlemans and Meeus, 2005), resulting in the fifth hypothe­
sis:^^ 

H5: Spatial distance between actors matters for the probability to in­
novate. Particularly a balanced mixture of intra-regional and extra-
regional linkages is conducive to innovative activity in the KIBS-
sector. 

3.3 Firm and Industry Characteristics 

The previous sections discussed determinants of a firm's innovative activities 
in the KIBS sector, which result directly from the special characteristics of 
this sector and the properties of newly founded firms. Neither the impact of 
managerial characteristics nor external linkages, interaction, and networking 
have so far been tested empirically for the KIBS sector based on firm micro 
data. We conducted this for the first time and, therefore, put special emphasis 
on these determinants. However, it is well known from existing studies of in­
novative activities on a firm-level for other sectors, that firm-specific and in­
dustry-specific factors might also partly explain firm innovation. Even though 
they are not in the center of our analysis, we will briefly outline them below 
(for a detailed view and discussion see e.g. Cohen, 1995). 

There is a large strand of literature discussing whether there is a link be­
tween firm size, firm age, and firm innovation. With respect to firm size, re­
search results are somewhat ambiguous so far. Since the seminal contribu­
tions of Josef Schumpeter (1942), various arguments and empirical studies 
were presented to discuss the question whether large firms (Schumpeter's 

12 Elsewhere, Koch and Strotmann (2005) show that a balance between regional and extra-
regional linkages is most conducive to the post-entry performance of start-ups in the KIBS-
sector. 
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originary view) or small firms have advantages in creating innovative prod­
ucts or services. Nelson and Winter (1982) argue that it might depend on the 
type of industry whether small or large firms tend to have an innovative ad­
vantage and distinguish two types of technological regimes, the 'routinized 
regime' and the 'entrepreneurial regime'. Though there is no ample concor­
dance in the research results with respect to R&D input, the probability of a 
firm conducting R&D increases with its size, whereas smaller firms tend to 
account for a disproportionately large share of innovations (output) relative to 
their size. Thus, R&D productivity tends to decline with size (Cohen, 1995, 
184-191).13 

In a recent paper, Huergo and Jaumandreu (2004) examine the effects of 
firm age on the probability to innovate with a dataset of 2,300 Spanish firms. 
While with respect to firm size the data confirm that smaller firms are less in­
novative than their bigger counterparts, they find a negative non-linear rela­
tionship between innovation and firm age: innovative output is generally 
higher in younger firms than in older ones, however, it is lowest in the mid­
dle-aged firms (18-20 years) and then rises again for firms with an age over 
25 years. Nevertheless, the impact of firm age on innovation activities is still 
an ambiguously discussed subject. It remains vague whether organizations 
loose their adaptability to their environment with an increasing age or whether 
organizational aging increases innovativeness due to learning processes 
(Shane and Kafila, 2003). 

Though we restrict our analysis to the KIBS sector, we still have to con­
sider that this sector is very heterogeneous. Sectoral characteristics as e.g. 
market structure, expected demand or the degree of price and quality comped-
tion may influence the innovation behavior of the firms (see e.g. Arvani-
tis, 2002; or Huergo and Jaumandreu, 2004). 

4. Data, Economic Model and Measurement Issues 

4.1 Data 

Section 3 showed that, from a theoretical point of view, different factors may 
explain a firm's capability to innovate. With respect to the typical characteris­
tics of the KIBS sector, we expect that the founder, his educational and pro­
fessional background, and his ability to draw back on external knowledge by 
interacting with universities, clients or suppliers are particularly important. 

13 This is also in line with Nelson and Winter's (1982) reasoning about entrepreneurial and 
routinized regimes. Cohen and Levinthal (1989), in an empirical study of 1,719 firms, point out 
that a firm's investments in R&D affect not only directly the output of innovative products or 
processes, but also "the capacity to assimilate and exploit new knowledge" (absorptive capac­
ity). 
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Due to the lack of suitable data, empirical micro data studies analyzing the 
role of access to knowledge, networking, and spatial proximity for innovative 
activities of KIBS are still missing. The aim of this study is to fill this gap by 
creating a new firm micro dataset. In autumn 2003, we conducted a telephone 
survey with founders of start-ups in the KIBS sector - the KIBS Foundation 
Survey 2003 - in three German agglomeration regions (Bremen, Munich, 
Stuttgart). 14 

The KIBS sector is defined according to the mainstream of publications in 
this research area (for an overview and discussion of different definitions see 
Koch and Stahlecker, 2005). It includes firms classified under the NACE-
Codes 72, 73 and 741-744^^ (see section 2). Furthermore, we restrict on the 
population of firms founded between 1996 and 2003 and focus the analysis on 
genuine foundations listed in the trade registers. Thus, subsidiaries, branch of­
fices, firms arising fi*om mergers and acquisitions, and firm reformations were 
excluded fi'om our survey. 

As a consequence of these definitions, the population size in our three re­
gions is 7,714 firms. We then drew a random sample of 2,108 firms, stratified 
on the 3-digit sectoral level^^ and interviewed the founders of these firms. In 
cases where there were more than one founder, we interviewed only one of 
them. In total, we successfully conducted 547 interviews resulting in a rather 
sadsfactory rate of return of 26 percent. 

The interviews were based on a standardized questionnaire, which covered 
a large variety of detailed questions concerning individual attributes of the 
founder (e.g. context of business idea, former occupation and location of 
workplace, skills, etc.), start-up characteristics of the firm and its development 
over time. 

Due to this new micro dataset, we are able to analyze a variety of possible 
determinants of innovative activities, which have not yet been examined em­
pirically. Though, before we present the results of the empirical analyses, we 
will describe the economic model and the methods used in the following sec­
tion. 

14 These three German metropolitan regions were chosen due to their comparability regarding 
political functions (all are Federal State capitals) and their differences regarding their industrial 
structure (for a detailed assessment see Koch and Stahlecker, 2005). The survey is based on ad­
dress data provided by the Chambers of Industry and Commerce (IHK) in the respective re­
gions. 

15 Some sub-sectors of 74 have been excluded. For example, the firms classified as "Man­
agement Activities of Holding Companies" (74.15) - up to 40 percent of the total original sam­
ple in the regions - have not been considered as KIBS. 

16 The sectoral distribution of the firms included in our dataset corresponds by and large with 
the data provided in the "Mannheim Foundation Panel" of the Centre for European Economic 
Research (ZEW) which can be regarded as the most reliable and detailed data source for firm 
foundations in Germany. 
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4.2 Economic Model and Measurement Issues 

The first problem to be addressed in an empirical analysis of firm innovative 
activities is the adequate measurement of innovation. More than 40 years ago, 
Kuznets (1962) pointed out that the greatest obstacle to comprehend the role 
of innovation in economic processes is the lack of suitable measures for inno­
vation inputs and outputs. 

In empirical studies of firm innovation, it is a common strategy to measure 
innovation either by input or by output indicators, even though there are a se­
ries of problems in measuring (for details see e.g. Rogers, 2004 or Tether, 
2003), which are well known. As an input indicator, a variable might e.g. be 
used reflecting whether a firm invests in R&D or not. The firm's share of 
R&D expenditures in turnover is a more informative alternative. In this paper, 
we will focus on output indicators, but we will also include the share of R&D 
expenditures as an explaining variable. Some studies (e.g. Lynskey, 2004) use 
a firm's number of patents as an output measure. In other studies (see e.g. 
Huergo and Jaumandreu, 2004; Rogers, 2004; Becker and Dietz, 2004), inno­
vation is proxied by some categorical variables measuring whether a firm pro­
duced some type of innovation in the preceding year(s) or not. Due to the fact 
that patenting is not common in the service sector we follow the latter strategy 
in our paper. Thereby, we primarily explain the decision to innovate, not the 
decision to choose a certain level of innovation. ̂ ^ Though we can not address 
the problem of different "qualities" or "quantities" of innovation in a truly sat­
isfactory manner 1̂ , we at least consider an important aspect of the intensity of 
innovafion by distinguishing between incremental and radical innovations. In 
the KIBS Foundation Survey firm founders were asked whether their firm 
produced innovation, and, if yes, whether it did so by (1) "improving exisdng 
own services", by (2) "newly integrating existing services fi-om other firms 
into their own portfolio" or by (3) "developing totally new services". While 
option (3) is judged as "radical innovation" the first and the second form are 
interpreted as "incremental innovafion".^^ 

17 See for example Arvanitis (2002) for an empirical analysis for the Swiss service sector that 
distinguishes both kinds of decisions. 
18 When using the number of patents one might expect that this is a better indicator for the 
"quantity" of innovation activities. However, the underlying assumption that more patents im­
ply always better innovation activities must not hold. Knowing that we cannot address this 
problem of "weighting" the relevance of innovation activities, we therefore decided to draw our 
conclusions upon simple categorical variables. 
19 As the information is based upon a self-assessment of the interviewed founders we are - as 
the vast majority of existing studies - not able to control for the de facto innovative output of 
the firms. Therefore, our results might be influenced by a self-appraisal of the interviewed per­
sons. 
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Therefore, we define the following categorical variable to measure the in­
novation behavior of KIBS:^^ 

C 0 if firm i did not innovate 
Yi = J 1 if firm i produced incremental, but no radical innovations 

I 2 if firm i produced only or also radical innovation. 

To explain a firm's innovative activities within a multivariate framework, 
we follow two different estimation strategies suitable for categorical depend­
ent variables. First, ordered logit models will be estimated. The underlying 
assumption of this type of model is that a firm's decision to innovate radi­
cally, incrementally or not can be described by an unobserved variable 7*, 
and that it is possible to explain 7 by a vector of independent variables x. 

and a random component 8i. The latter captures the non-systematic factors of 
influence and is assumed to be i.i.d. and logistically distributed: 

with/? as the vector of coefficients to be estimated. Since we can only observe 
the result of a firm's decision to innovate or not, we assume that a firm does 
not innovate if the latent variable driving the decision process is smaller than 
a certain threshold value si, that it decides to produce incremental innovation 

if the value of Y. is larger than si, but smaller than s2 and that a firm decides 

to innovate radically if the latent variable is larger than s2. si and s2 are un­
known parameters to be estimated together with /?. 

r 0 i fYi*-p 'x i + 8i>Si 

Y:= J 1 ifsi<Yi* = P'x, + 8i<S2 
2 ifYi* = P'Xi + 8i<Si. 

We will apply the maximum likelihood method to estimate the unknown 
coefficient vector and to explain the probabilities of not innovating P(Yi = 0), 
of incremental innovation P(Yi = 1), and of radical innovations P(Yi = 2), (for 
details see e.g. Greene, 2003). Standard errors are estimated robustly to het-
eroscedasticity by using the Huber and White estimator. 

The second type of model we use is the multinomial logit model. In con­
trast to the ordered logit model, the information of the ranking of the depend­
ent variable is not used, the dependent variable is treated purely qualitative. 
While this loss of information might be a disadvantage, an advantage of this 
model is that the estimated coefficients - not to confiise with the marginal ef­
fects - are not restricted to be the same for all categories of outcome. This al-

20 Alternatively, we also used an even more detailed breakdown of the dependent variable 
into five categories (no innovation, only incremental innovation, only radical innovation, radi­
cal innovation and one type of incremental innovation, all types of innovation) to test the sensi­
tivity of the results. As the main results were quite the same and the further distinction did not 
really lead to additional insights we do not present detailed estimations here. 
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lows for more flexibility to identify differences in the effects of possible de­
terminants on the decision to innovate incrementally or radically. However, 
the number of parameters to be estimated is considerably larger and the valid­
ity of the independence of irrelevant alternatives assumption (IIA-assumption) 
has to be checked. The IIA-assumption means that the relation of the prob­
abilities of two outcomes is always independent from the values of the other 
categories. 

Based on the theoretical considerations and the hypotheses in section 3, our 
vector of variables explaining a firm's innovative activities comprises both in­
ternal capabilities, mainly of the firm founder, external linkages of the firm as 
well as firm-specific and - at least in a general manner - industry-specific 
characteristics. We put special emphasis on the role of linkages and networks 
of the knowledge intensive business services.^^ 

The managerial characteristics (see hypotheses 1 and 2) are measured by a 
variety of variables. We proxy the professional experience of a founder by his 
professional background, A set of dummy variables control the fact whether 
before the foundation the founder worked at a university or similar scientific 
institution in the private economy - partly with the additional distinction be­
tween small and medium-sized firms and large firms - or whether he or she 
was self-employed or a free-lance worker. We add a dummy variable for team 
foundations because a team of founders is believed to have better access to 
networks and sources of external knowledge. Additionally, we take into ac­
count whether team founders have a diversified professional background or 
not, as different professional backgrounds of the founders in a team might be 
decisive for the innovative activities of a firm. The decision to innovate may 
also be stimulated if a concrete idea from the founder's former occupation 
was decisive for the foundation as there were already concrete linkages and 
ideas to build upon. Last but not least, we consider the founder's age and sex 
as founder-specific control variables. 

With respect to the existing amount of external linkages of the firms (hy­
potheses 3 and 4) and the possible role of spatial proximity (hypothesis 5) for 
innovation, we also include several indicators into the model. At first, we 
consider whether the KIBS have access to science-related external knowledge 
by partners from universities or research laboratories, access to knowledge by 
clients, suppliers or other firms from the private economy and/or access to 
knowledge by partners from other public institutions such as administrations 
or chambers for example. In addition to this mere information of having co­
operation partners or not, we include information about the form and intensity 
of the cooperation (e.g. cooperation contracts, joint projects, mission oriented 
research, informal contacts). A dummy variable indicates whether the services 
of a firm enter into the R&D-process, the production process or internal or-

21 As our analyses focus on newly founded KIBS there is less heterogeneity in our sample 
with respect to firm size, industries and firm age than in studies dealing with the manufacturing 
sector or the service sector in total. 
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ganization measures of their clients ("close integration into their clients inno­
vation processes'') or whether they only enter into sales and distribution or as 
non-technical advice ("no close integration into their clients innovation proc­
esses"). 

We test the hypothesis that a founder who stems from the region has al­
ready more pronounced linkages, and, therefore, perhaps better access to 
knowledge with a dummy variable that measures whether the last occupation 
of the founder was within the region or not. If, in contrast, access to knowl­
edge for innovation is not bound to regional contacts, we should not expect a 
positive impact on a firm's innovation behavior. A possible impact of a re­
gional lead client on a firm's innovative activity is measured by a simple 
dummy variable, and we add the share of turnover earned from manufactur­
ing clients to examine whether a close relationship of KIBS to clients from 
manufacturing helps to stimulate firm innovation. 

As firm-specific control variables, firm size, either as the logarithm of em­
ployment in 2003 or dummy variables for the categories, and//rm age are in­
cluded. Existing studies for manufacturing or the service sector as a whole in­
dicate that firm innovation depends positively on size and negatively on age -
though often in a nonlinear way. As we measure innovation by a simple out­
put measure, we expect that the probability of innovation increases with a 
firm's investment in R&D input into the innovation processes. The share of 
R&D expenditures from total turnover shall indicate whether more input in 
R&D helps to produce innovation and in particular radical innovation. 

Finally, we include a set of sectoral dummy variables into the model to ac­
count for sector-specific factors as e.g. costs of innovation, the expected de­
mand conditions in different industries of the KIBS sector, the degree of price 
competition and non-price competition in the market and market structure ex­
plicitly in this study. 

5. Empirical Results 

5.1 Descriptive Statistics 

After dropping observations with missing values in any of the relevant vari­
ables, 489 firms remain for the following multivariate analyses. Almost 
13 percent of the KIBS (63 firms) answered that they produced neither incre­
mental nor radical innovation since their foundation. While 72 firms (15 per­
cent) innovated at most incrementally, the majority of firms (72 percent) an­
swered that they produced also or only radical innovation.^^ 

22 With respect to the three regions analyzed we do not find significant differences in the in­
novation behavior of the KIBS. In Bremen, 73 percent of the firms are radical innovators and 
13 percent innovate only incrementally. In Munich the corresponding shares are 72 percent and 
15 percent and in Stuttgart 71 percent and 15 percent. 
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Table 10.1: Descriptive statistics 

Managerial/internal capabilities 

Professional background: scientific research 
(ref.: private economy) 

Professional background: self-employed 
(ref: private economy) 

Concrete idea from an earlier occupation led 
to foundation (1 = yes) 

Team foundation (1 = yes) 

Team foundation with diversified profes­
sional background of team founders (1 = yes) 

External linkages and spatial proximity 

Access to knowledge by partners from uni­
versities etc. (1 = yes) 

Access to knowledge by partners from cli­
ents, suppliers or other firms (1 = yes) 

Access to knowledge by partners from other 
public institutions (1 = yes) 

Intense cooperation with partners from uni­
versities etc. (1 = yes) 

Intense cooperation with partners from pri­
vate economy (1 = yes) 

Closeness of integration into the customers' 
innovation processes (1 = close) 

Share of turnover with clients from manufac­
turing (%) 

Regional lead customer with crucial influence 
on foundation (1 = yes) 

Firm-specific determinants 

R&D-expenditures (share of total turnover 
in %) 

Firm size (log. of employment 2003) 

Firm age (in years) 

Age of the founder (in years) 

Sex of the founder (1 = male) 

Industry-specific determinants 

Software (ref: technical services) 

Other activities related to data processing 
(ref: technical services) 

Consultancy (ref: technical services) 

Advertisement (ref: technical services) 

Mean St.dev. Min. Max. Median 

0.14 0.34 0 1 0 

0.35 0.48 0 1 0 

0.85 0.36 0 1 1 

0.62 0.49 0 1 1 

0.27 0.44 0 1 0 

0.37 0.48 0 1 0 

0.67 0.47 0 1 1 

0.11 0.32 0 1 0 

0.22 0.41 0 1 0 

0.38 0.49 0 1 0 

0.72 0.45 0 1 1 

0.50 0.36 0 1 0.5 

0.30 0.46 0 1 0 

0.17 0.25 0 2.6 0.1 

1.51 0.97 0 5.01 1.39 

3.63 2.00 0 7 3 

41.76 8.79 18 67 41 

0.87 0.33 0 1 1 

0.17 0.38 0 1 0 

0.21 0.41 0 1 0 

0.21 0.41 0 1 0 

0.17 0.38 0 1 0 

Source: KIBS Foundation Survey 2003, n=489 
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Table 10.1 gives the descriptive statistics of the variables included in the 
models. A comparison of the descriptive statistics with those for the whole 
sample of 547 firms shows that there does not seem to be a severe bias due to 
the missing values. 

5.2 Results from Ordered Logit Models 

First, we present results for the estimation of ordered logit models taking into 
account the ranking of the dependent variable. In section 5.3, we will then 
analyze whether the application of a multinomial logit model leads to addi­
tional insights. 

To check the sensitivity of the results a large variety of ordered logit mod­
els were estimated. As the findings are generally rather stable and do not de­
pend on the concrete choice of the model, we only present four different mod­
els (see table 10.2). 

Table 10.2: Determinants of innovation in newly founded KIBS (results of ordered logit 
estimation, robust p-values in parentheses) 

Dependent variable: 
0 = no innovation, 1 = incremental innovation, 2 = radical innovation 

Managerial/internal capabilities 

Age of the founder (in years) 

Sex of the founder (1 = male) 

Professional background: scientific research 
(ref: private economy) 

Professional background: self-employed 
(ref: private economy) 

Concrete idea from an earlier occupation led 
to foundation (1 = yes) 

Team foundation (1 = yes) 

Team foundation with diversified prof back­
ground of team founders (1 = yes) 

External linkages and spatial proximity 

Access to knowledge by partners from uni­
versities etc. (1 = yes) 

Access to knowledge by partners from cli­
ents, suppliers or other firms (1 = yes) 

Access to knowledge by partners from other 
public institutions (1 = yes) 

Intense cooperation with partners from uni­
versities etc. (I = yes) 

Closeness of integration into the custom- ers' 
innovation processes (1 = close) 

(1) (2) (3) (4) 

-0.014 
(0.270) 

0.586 
(0.088)* 

0.319 
(0.397) 

-0.174 
(0.474) 

0.224 
(0.458) 

0.152 
(0.571) 

-0.467 
(0.110) 

-0.013 
(0.286) 

0.659 
(0.064)* 

0.206 
(0.617) 

-0.226 
(0.349) 

0.305 
(0.330) 

0.197 
(0.472) 

-0.540 
(0.078)* 

-0.014 
(0.271) 

0.650 
(0.069)* 

0.226 
(0.581) 

-0.196 
(0.423) 

0.268 
(0.403) 

0.195 
(0.481) 

-0.567 
(0.065)* 

-0.017 
(0.192) 

0.655 
(0.066)* 

0.269 
(0.514) 

-0.200 
(0.420) 

0.259 
(0.421) 

0.198 
(0.469) 

-0.564 
(0.067)* 

0.725 
(0.004)*** 

0.046 
(0.849) 

0.813 
(0.048)** 

0.425 
(0.077)* 

0.583 
(0.055)* 

-0.442 
(0.112) 

0.894 
(0.038)** 

0.507 
(0.286) 

0.467 
(0.057)* 

0.643 
(0.037)** 

-0.434 
(0.122) 

0.927 
(0.033)** 

0.445 
(0.352) 

0.408 
(0.097)* 

0.703 
(0.019)** 

-0.457 
(0.113) 

0.937 
(0.031)** 

0.381 
(0.424) 

0.377 
(0.127) 



Andreas Koch and Harald Strotmann 

Continuation table 10.2 

211 

Dependent variable: 
0 = no innovation, 1 = incremental innovation, 2 = radical innovation 

Share of turnover with clients from manufacturing 
(%) 
Regional lead customer with crucial influence on 
foundation (1 = yes) 

Firm-specific determinants 

R&D-expenditures (share of total turnover in %) 

Firm size (log. of employment 2003) 

5 to 10 employees (ref: 1-4 employees) 

11 to 20 employees (ref: 1-4 employees) 

More than 20 employees (ref: 1-4 employees) 

Firm age (in years) 

Industry-specific determinants 

Software (ref: technical services) 

Other activities related to data processing (ref: 
technical services) 

Consultancy (ref: technical services) 

Advertisement (ref: technical services) 

Observations 

Pseudo R̂  

Log-likelihood 

Wald-Test 

Test for joint significance of the industry dummies 

Likelihood of the corresponding multinomial logit 
model 

Plausibility test of goodness of fit compared to a 
multinomial logit, p values 

(1) 

0.101 
(0.692) 

4.160 
(0.001)*** 

0.176 
(0.145) 

0.028 
(0.623) 

(2) 

0.073 
(0.779) 

4.037 
(0.001)*** 

0.170 
(0.171) 

0.036 
(0.545) 

(3) 
0.232 

(0.441) 

0.059 
(0.825) 

3.930 
(0.002)*** 

0.179 
(0.154) 

0.031 
(0.596) 

(4) 
0.256 

(0.396) 

0.046 
(0.864) 

4.023 
(0.001)*** 

0.391 
(0.164) 

-0.079 
(0.842) 

0.776 
(0.077)* 

0.034 
(0.574) 

0.399 
(0.257) 

0.392 
(0.231) 

0.398 
(0.173) 

1.267 
(0.002)*** 

489 

0.144 

-337.9 

59.57 
(0.000)*** 

9.76 
(0.045)** 

-324.1 

0.091* 

0.363 
(0.309) 

0.524 
(0.121) 

0.361 
(0.213) 

1.314 
(O.OOl)*** 

489 

0.138 

-328.7 

65.28 
(0.000)*** 

10.28 
(0.036)** 

-313.3 

0.074* 

0.365 
(0.323) 

0.488 
(0.162) 

0.341 
(0.248) 

1.272 
(0.003)*** 

482 

0.135 

-324.9 

64.28 
(0.000)*** 

9.07 
(0.059)* 

-307.9 

0.049** 

0.315 
(0.389) 

0.467 
(0.180) 

0.315 
(0.291) 

1.242 
(0.003)*** 

482 

0.139 

-323.6 

65.57 
(0.000)*** 

8.69 
(0.070)* 

-306.3 

0.074* 

*/**/*** significant at 10/5/1%-levels, respectively. Source: KIBS Foundation Survey 2003. 

To enable a more meaningful interpretation of the results of ordered logit 
estimations, we will consider the marginal effects of a change of an explain­
ing variable to each outcome of the dependent variable. Table 10.3 presents 
the marginal effects for model 4. The results for the other models are quite 
similar. 
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Considering firm-specific characteristics, one can conclude that for innova­
tive activities in newly founded KIBS we cannot find strong empirical evi­
dence for the Schumpeterian hypothesis of a comparative advantage in inno­
vative activities for large firms. Though the sign of the logarithm of 
employment used as an indicator for firm size is always positive, the relation­
ship is nonetheless insignificant. If one considers a set of firm size dummy 
variables instead of the continuous variable then a slightly different situation 
occurs. The probability that KIBS produce radical innovation is significantly 
larger, approximately 10.6 percentage points, for firms with 20 + employees 
compared to small firms with four or less employees. It has to be noted, how­
ever, that the firm size distribution in the KIBS sector is rather different fi:-om 
the size distribution. For example, in the manufacturing sector firms with 20 
or more employees are still considered as small firms. 

Table 10.3: Determinants of innovation in newly founded KIBS (results of ordered logit 
estimation, marginal effects, robust p values in parentheses) 

Managerial/internal capabilities 

Age of the founder (in years) 

Sex of the founder 

Professional background: scientific research 
(ref: private economy) 

Professional background: self-employed (ref: 
private economy) 

Team foundation (I = yes) 

Team foundation with diversified prof back­
ground of team founders (1 = yes) 

Concrete idea from an earlier occupation led to 
foundation (1 = yes) 

External linkages and spatial proximity 

Access to knowledge by partners from universi­
ties etc. (1 = yes) 

Access to knowledge by partners from clients, 
suppliers or other firms (1 = yes) 

Access to knowledge by partners from other 
public institutions (1 = yes) 

Intense cooperation with partners from universi­
ties etc. (1 = yes) 

Intense cooperation with partners from private 
economy (1 = yes) 

Closeness of integration into the custom- ers' 
innovation processes (I = close) 

Marginal effects for model (4) from table 10.2 

0 
No innovation 

1 
Incremental 
innovation 

z 
Radical 

innovation 

0.001 
(0.201) 

-0.058 
(0.140) 

-0.018 
(0.479) 

0.015 
(0.439) 

-0.014 
(0.476) 

0.045 
(0.089*) 

-0.020 
(0.455) 

0.002 
(0.196) 

-0.066 
(0.082*) 

-0.025 
(0.495) 

0.019 
(0.421) 

-0.019 
(0.472) 

0.056 
(0.078*) 

-0.025 
(0.433) 

-0.003 
(0.194) 

0.124 
(0.103) 

0.042 
(0.488) 

-0.034 
(0.428) 

0.033 
(0.473) 

-0.101 
(0.079*) 

0.045 
(0.442) 

-0.047 
(0.024**) 

0.031 
(0.091*) 

-0.050 
(0.009***) 

-0.025 
(0.370) 

-0.068 
(0.003***) 

-0.029 
(0.163) 

-0.064 
(0.018**) 

0.042 
(0.106) 

-0.075 
(0.007***) 

-0.035 
(0.399) 

-0.092 
(0.001***) 

-0.037 
(0.135) 

O.IU 
(0.017**) 

-0.073 
(0.095*) 

0.125 
(0.006***) 

0.060 
(0.386) 

0.160 
(0.001***) 

0.066 
(0.143) 
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Continuation table 10.3: 

Share of turnover with clients from manufactur­
ing (%) 

Regional lead customer with crucial influence 
on foundation (1 = yes) 

Firm-specific determinants 

R&D-expenditures (share of total turnover 
in %) 

5 to 10 employees (ref.: 1 to 4 employees) 

11 to 20 employees (ref.: 1 to 4 employees) 

More than 20 employees (ref: 1 to 4 employ­
ees) 

Firm age (in years) 

Industry-specific determinants 

Software (ref.: technical services) 

Other activities related to data processing 
(ref.: technical services) 

Consultancy (ref: technical services) 

Advertisement (ref.: technical services) 

Marginal effects for model (4) from table 10.2 

0 
No innovation 

0.000 
(0.409) 

-0.003 
(0.865) 

1 
Incremental 
innovation 

0.000 
(0.398) 

-0.004 
(0.864) 

2 
Radical inno­

vation 
0.000 

(0.401) 

0.008 
(0.863) 

-0.003 
(0.000***) 

-0.026 
(0.145) 

-0.006 
(0.845) 

-0.043 
(0.025**) 

-0.002 
(0.578) 

-0.004 
(0.001***) 

-0.036 
(0.150) 

0.008 
(0.843) 

-0.063 
(0.038**) 

-0.003 
(0.576) 

0.007 
(0.000***) 

0.062 
(0.144) 

-0.013 
(0.844) 

0.106 
(0.029**) 

0.006 
(0.576) 

-0.021 
(0.354) 

-0.030 
(0.138) 

-0.021 
(0.260) 

-0.065 
(0.000***) 

-0.029 
(0.365) 

-0.042 
(0.152) 

-0.029 
(0.271) 

-0.100 
(0.000***) 

0.049 
(0.358) 

0.072 
(0.142) 

0.050 
(0.264) 

0.162 
(0.000***) 

/**/*** significant at 10/5/1%-levels, respectively. Source: KIBS Foundation Survey 2003. 

With respect to a possible age dependence of innovation in the KIBS sector 
we do not find empirical evidence for a positive or negative relationship. 
However, as the question about innovation in our survey did not refer to a cer­
tain period before the interrogation one could be surprised to find that 
younger KIBS did not produce less innovation than their older counterparts. 
Also one should keep in mind that our survey focused on firms founded since 
1996 and thus not older than seven years. 

Considering the engagement of a firm in R&D one should clearly expect 
that the probability of radical and/or incremental innovation increases if a 
firm invests a larger share of its turnover into R&D. The results confirm that 
for radical innovation this positive impact is highly significant. 

The age of the founder seems to have a slight negative impact on the prob­
ability to perform radical innovation, though statistical significance is not 
given. The coefficients of the sex dummy are positive and at least weakly sta­
tistically significant in all the models. This means that the probability to inno-
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vate radically is larger for male founders than for female founders.^^ The 
marginal effect for radical innovation is about 12.4 percentage points and 
slightly significant, whereas the marginal effects for incremental innovation 
and no innovation are negative.^^ 

In the ordered logit regressions, the professional background of the founder 
as a measure of his/her professional capabilities cannot be shown to have a 
significant impact on the decision to innovate.^^ Though the coefficients for a 
scientific background are always positive compared to founders stemming 
from the private economy, and albeit the coefficients for formerly self-
employed or free-lancing founders are always negative, the relationship is not 
statistically significant.^^ Whether a concrete idea from a former occupation 
led to the foundation or not, it does not explain the probability of innovation. 
Also, team foundations do not have a higher probability to innovate incremen­
tally or radically than start-ups founded by a single person. In the models 
shown in tables 10.2 and 10.3 the team variable was split into two variables. 
One measures whether a start-up is a team foundation or not and a second in­
teraction variable measures whether a team of founders has a diversified pro­
fessional background or not. As one may assume that the teams with founders 
from different backgrounds could be more innovative due to information ad­
vantages than team foundations where all the founders have the same back­
ground. However, our results do not confirm this hypothesis. In contrast, team 
foundations with diversified professional background even produce, at least 
slightly, less innovation than team foundations that do not have diversified 
founders. 

To summarize, we do not find empirical evidence for our hypothesis (HI) 
that the professional background of the founder(s) is decisive for firm innova­
tion. Moreover, team foundations do not show to innovate more intensely 
than start-ups of a single founder (H2). 

With respect to the role of external linkages, our multivariate analyses 
clearly confirm the importance of interaction and networking for innovation 
behavior. The hypothesis that access to knowledge and information is of ut­
most importance for the innovative activities of KIBS (H3) can clearly be un­
derlined by our empirical results. In particular, access to scientific institutions 
and universities leads to a considerably higher probability to produce radical 
innovations (see at first model 1). Alike, the access to knowledge of partners 

23 This may partly result from the fact that women are working in less innovative sectors than 
men and that our sectoral dummy variables might not totally capture this effect. 
24 Unfortunately, we can only speculate about the reasons for this result in this paper. It might 
be explained by differences in risk aversion, network access or simply by the fact that men 
overstate the amount of innovation they produced in a systematic manner. 
25 We will have to modify this finding at least a bit when analyzing the results of the multi­
nomial logit estimation in section 5.3. 
26 We will modify this latter result when discussing the findings from the multinomial logit 
models in section 5.3. 
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from other public institutions (e.g. public administration or chambers) has a 
positive and significant impact on the probability to innovate radically. It 
might be surprising at the first glance that the probability to innovate radically 
does not positively depend upon the access to knowledge by suppliers, clients 
and other firms from the private economy. However, we can shed some light 
on this by additionally taking into account the intensity of cooperation (H4). 
In models 2 to 4, we add two variables measuring the form and the intensity 
of cooperation with partners from universities etc. and private firms. We gain 
additional insight considering the impact of partnership and access to knowl­
edge on the decision to innovate. While with respect to external scientific 
knowledge, it is important to have cooperation partners there seems to be no 
(additional) need for formal cooperative contracts or similar ways of intense 
cooperation. The results for access to knowledge by firm partners are rather 
different: though, there is no significant impact of this kind of access on inno­
vation in general, there is a remarkable positive impact on the probability to 
innovate radically if a KIBS firm cooperates with suppliers, clients or other 
firms in a more formal and, therefore, intense manner. KIBS with cooperative 
contracts, joint projects or mission oriented research with other private firms 
have a highly significant larger probability to produce radical innovations 
than firms whose contacts to other firms are rather informal und less intense. 
This result is consistent with the assumption that the probability of radical in­
novation is larger if newly founded KIBS are closely integrated into the R&D 
processes of their customers though the significance of this relationship is not 
given in every case. 

One may also expect that KIBS, which earn a large share of their turnover 
from manufacturing clients, might be forced to innovate more frequently and 
more intensively. In the ordered logit framework, however, we do not find a 
significant influence from manufacturing clients on the innovation decisions 
of KIBS start-ups. We will have to modify this result at least to some extent 
when discussing the findings from multinomial logit models in section 5.3. 

In our analysis, the variables considering a possible role of spatial prox­
imity do not indicate a significant relation between spatial proximity and firm 
innovation. In particular, there is no impact at all on the probability to inno­
vate if the founders stem from the region.^^ We also included dummy vari­
ables for the three regions Bremen, Munich and Stuttgart into our models. 
However, as the dummies were never significant and as they do not have a 
joint impact on the innovative behavior of the KIBS we restrained them from 
presenting them within this study. Moreover, an impact of a regional lead cli­
ent influencing the decision to start-up on the probability to innovate could 
not be proved. 

27 As the p-value of this variable was typically over 0.8 we did not present results including 
this variable. 
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The dummy variables for the different sub-sectors of the KIBS sector are -
at least weakly -jointly significant. This emphasizes that differences in inno­
vative activities can at least be partly explained by sectoral characteristics as 
market structure, expected demand, price and quality competition, and so on. 

5.3 Results from Multinomial Logit Models 

The estimation of ordered logit models has the advantage that the information 
of the order of the dependent variable (here: no innovation, incremental inno­
vation, radical innovation) is used. However, the determinants of "radical in­
novation" may be rather different from "no innovation" and "incremental in­
novation". To check for the sensitivity of the results and to gain further 
insights into these possible differences we additionally estimate the corre­
sponding multinomial logit models where the coefficient does not have to be 
the same for all categories of outcome. Some plausibility tests for the good­
ness of fit of the ordered logit model suggest that this might be a promising 
idea as the rather large values of the chi-squared statistic indicate that a multi­
nomial logit model might be a feasible alternative (see table 10.2).^^ 

The central assumption for applying a multinomial logit model is the as­
sumption of the independence of irrelevant alternatives (IIA-assumption).^^ A 
Hausman test does not reject the null hypothesis that the IIA-assumption is 
fulfilled in any single case. The Small-Hsiao test of the IIA-assumption leads 
to partly inconsistent results, which have to be taken into account when inter­
preting the results. Likelihood-ratio tests and corresponding Wald tests for 
combining outcome categories all lead to the result that it is reasonable to dis­
tinguish between the three categories "no innovation", "incremental innova­
tion" and "radical innovation" without combining two of these outcomes. 

Table 10.4 presents the results of the multinomial logit estimations, 
whereby, the outcome "no innovation" was chosen as the base category. In 
the following, we do not refer to every single result, but point out some addi­
tional insights gained by applying the multinomial logit instead of ordered 
logit estimation. 

28 The test we applied is only "suggestive" as the ordered logit model is not nested within the 
multinomial logit model We compared the likelihood value of the ordered logit model with 
that obtained by fitting a multinomial logit by applying a common likelihood ratio test. The 
procedure is explained in Hamilton (2002, 102). 
29 For a more detailed explanation of this assumption see e.g. Greene (2003). 
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Within the multinomial logit framework, the general results from the or­
dered logit regressions can almost all be confirmed. However, we gain some 
additional insights into the differences between the determinants of incre­
mental and radical innovation. We find that the input in R&D leads to a statis­
tically highly significant positive impact on the probability to produce radical 
innovation, but there is no reliable impact on the probability of incremental 
innovation. A LR-test of the significance of the difference between the coeffi­
cient estimates shows that this difference is highly significant (p-value: 
0.001). 

The upper findings with respect to the serious importance of access to 
knowledge by partners for innovation are distinctively underlined within a 
multinomial logit framework. Thereby, access to external scientific knowl­
edge is particularly important for radical innovation, but not for incremental 
innovation. The impact of a close interaction with suppliers, clients or other 
firms from the private economy on a firm's decision to innovate is positive 
both for incremental innovation and even more distinctive for radical innova­
tion. 

In contrast to the results of the ordered logit model, the positive impact of 
manufacturing clients on the probability to innovate becomes significant. As a 
result, having clients fi-om the manufacturing sector is more important for in­
cremental innovation than for radical innovation though the difference is not 
significant. A further modification of the findings is that the probability to 
produce incremental and radical innovation is significantly lower for founders 
who were self-employed or free-lance workers before founding, whereas the 
difference between founders from universities or scientific institutions or 
founders fi'om the private economy again is not significant. A regional lead 
customer who was important for the foundation does again neither hamper 
nor foster the probability of radical innovation. Yet, there is some evidence 
that it might hamper the probability to produce incremental innovation. 

6. Summary and Conclusion 

Existing empirical studies on firm innovation in the service sector and the 
KIBS sector are mostly based on case study evidence, the analyses of small 
samples or highly aggregated sectoral or regional data. The present paper 
supplements this literature by examining the determinants of firm innovative 
activity in the KIBS sector using firm micro data, thereby focusing on newly-
founded KIBS. On the basis of the KIBS Foundafion Survey 2003, a newly 
conducted dataset of 547 start-up firms in three German agglomeration re­
gions, we are able to analyze possible determinants of innovation. In particu-
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lar, the possible role of managerial characteristics of the founder(s), of the ex­
ternal linkages, interaction and networking and of spatial proximity, all of 
which so far have not been analyzed within multivariate analyses. 

The central hypotheses examined in this study are that, due to the specific 
characteristics of start-up firms in the KIBS sector, managerial characteristics 
of the firm founders as well as interactive behavior of the firms, namely coop­
eration and networking, are decisive determinants of firm innovation. 

Our empirical study strongly supports the hypotheses about the pivotal role 
of the access to knowledge in innovation processes, also in the service sector. 
Particularly when accomplishing radical innovation, access to formal knowl­
edge (from universities etc.) is of major importance. A very interesting result 
of our empirical analyses is that for radical innovation, access to knowledge 
fi-om universities and research institutions has a significantly positive influ­
ence. Whereas formal cooperation with these institutions does not increase the 
probability to innovate radically. In contrast, access to knowledge via private 
partners has no significant influence on the probability to perform radical in­
novation while cooperation with these partners has a highly significant im­
pact. 

The integration into R&D processes of clients and suppliers turned out to 
be an important determinant of innovative activity. Spatial proximity, on the 
other hand, which is claimed to be relevant by many authors with strong theo­
retical arguments, did not play a significant role in our estimations. On the 
contrary, having a regional lead customer during the early stages of a firm's 
development surprisingly appears to have a small, but significant negative 
impact on the realization of incremental innovations. 

With respect to the managerial characteristics of the founders we find that 
they do not help explaining the innovative activities of the examined firms in 
a significant manner. Former self-employment seems to hamper firm innova­
tion compared to founders who worked at a university or a comparable scien­
tific institution or private firm before. Though this result might partially be 
explained by a more critical self-assessment of formerly self-employed or 
free-lancing persons, we cannot confirm the hypothesis that applied techno­
logical and organizational experiences of the founder(s) enhance the probabil­
ity to innovate. One might suppose that the appraisals of the significance of 
user-producer interaction and the importance of managerial characteristics 
and prior knowledge have to be partially rethought regarding the KIBS sector. 

Certainly, this study leaves some questions unanswered. A big problem 
every empirical study of innovation faces is the definition and measurement 
of innovation. As there is usually no patenting in the service sector and as the 
assessment of patents has its own problems, the information about innova­
tions in this study has to be based on a rather soft criterion of innovation out­
put, on simple questions whether a firm performs innovative activity or not 
and of which kind (incremental, radical). We do not know how efficiently an 
innovation was realized nor do we know the number or even the value of the 
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innovations.^^ Also with respect to our explaining variables, the managerial 
characteristics, external linkages and in particular spatial proximity, one 
should think of different possibilities in measuring them for future studies to 
confirm or question the findings of our study which took a first step in con­
sidering them within a multivariate framework. Moreover, it could be interest­
ing not only to address the decision of a firm to innovate, but also its success 
in realizing the innovations and in bringing them to the market effectively. 

Therefore, in future studies it would be desirable to examine these ques­
tions by expanded and adapted research designs, in particular by carrying out 
a panel study revealing the determinants of successful innovation in the ser­
vice sector. From a theoretical point of view, it is necessary to carry on the 
work on concepts to measure innovative activity in the service sector. 
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11 THE EVOLUTION OF REGIONAL 
ENTREPRENEURSHIP AND GROWTH 
REGIMES 

Michael Fritsch and Pamela Mueller 

1. The Problem 

It is hardly disputed that new business formation and self-employment can be 
important drivers of economic growth (Scarpetta, 2003; Carree and Thurik, 
2003). Recent empirical studies (Fritsch and Mueller, 2004; Van Stel and 
Storey, 2004; Baptista, Escaria and Madrugo, 2005) have clearly shown that 
the main positive effects of new business formation do not occur immediately 
when the new ventures are started but become effective only in the longer run. 
This paper analyzes the development of regional entrepreneurship and its 
effect on employment growth in West Germany in the 1983-2002 period. 
First, we investigate the magnitude and persistence of regional 
entrepreneurship (section 3 and 4). The second part is devoted to the impact 
of new businesses on regional employment. This analysis is based on a 
classification of regional growth regimes that are identified according to 
differences in the effect that entrepreneurship has on regional employment 
growth (section 5). In investigating transitions between growth regimes we 
are able to identify a typical life-cycle of regime types that has important 
implications for a policy that is aiming at stimulating regional development 
(section 6). We begin with some basic information on the data and on 
measurement issues (section 2). 

2. Data and Measurement Issues 

Our information on new firm formation and regional employment is from the 
establishment file of the German Social Insurance Statistics, as described and 
documented by Fritsch and Brixy (2004). This database provides information 
about all establishments that have at least one employee subject to obligatory 
social insurance. The information on West Germany is currently available on 
a yearly basis for a relatively long time period of twenty years ranging from 
1983 to 2002. 
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Because the database records only businesses^ with at least one employee, 
start-ups consisting of only owners are not included. In order to capture 
regional entrepreneurship, we exclude new businesses with more than twenty 
employees in the first year of their existence. As a result, a considerable 
number of new subsidiaries of large firms contained in the database are not 
counted as start-ups.^ Although the database only includes information at the 
establishment level, a comparison with information on the regional 
distribution of headquarters of newly founded firms reveals a rather high 
correlation. Therefore, our information on new businesses can be regarded as 
indicator for regional entrepreneurship (see Fritsch and Brixy, 2004, and the 
analyses in Fritsch and Grotz, 2002). The share of employees in young and 
small firms or the share of young and small firms in the respective regions 
could also be utilized as a measure of regional entrepreneurship. According to 
Wagner (2004) work experience in young and small firms has a positive 
impact on the propensity to be a nascent entrepreneur. Moreover, Mueller 
(2005) found that a high share of small and young firms in the region can be 
regarded as a breeding ground for nascent entrepreneurs. Therefore, a high 
share of young and small firm may be a good indicator of a well-developed 
entrepreneurial climate or entrepreneurial spirit in a region. 

We restrict our analysis to West Germany because many empirical studies 
indicate that the East German economy in the 1990s was a special case with 
very specific conditions that cannot be directly compared to those of West 
Germany (cf. Brixy and Grotz, 2004; Fritsch, 2004; Fritsch and Grotz, 
2004).^ The 74 West German planning regions form the spatial fi:-amework of 
the analysis. Planning regions are functional units that consist of at least one 
core city and the surrounding area (see BBR, 2003). They are somewhat 
larger than what is frequently defined as labor market area. 

The sheer number of start-ups that occur in a region within a certain time 
period is only of limited significance for an interregional comparison because 

1 We use the term 'new businesses' as the overall category for both new firm headquarters 
and new subsidiaries. Our empirical data include these two categories of new entities. For an 
analysis at the regional level, there are important differences between new firms and new 
establishments. One of these differences relates to the location of entrepreneurship. While both 
the set-up of new firms as well the set-up of subsidiary establishments involves some 
entrepreneurship, this entrepreneurship will be mainly sited at the firm's headquarters. The 
creation of a new branch plant in a region may, therefore, not be regarded as an indication for 
entrepreneurship there. Moreover, the location decision for a subsidiary could be influenced by 
factors that are rather different from those that determine the location of a new firm's 
headquarter. Restricting the empirical analysis to the firm level by including only new 
headquarters could make largely sure that the focus is on the effect of entrepreneurship. A 
potential disadvantage of such an analysis could be that it neglects the important effect that new 
branch plants may have for regional development. 
2 The share of new establishments with more than 20 employees in the first year in the data 
is rather small (about 2.5 percent). Applying a definition without a size-limit does not lead to 
any significant changes of the results. 
3 The Berlin region was excluded due to changes in the definition of that region during the 
time period under inspection. 
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it does not account for the economic potentials of these regions. In order to 
judge if the level of start-up activity in a certain region is relatively high or 
relatively low compared to other regions, or if some regions are more 
entrepreneurial than other regions, the number of start-ups should be related 
to the economic potential of the respective region. For this purpose, a start-up 
rate has to be determined. There are a number of alternative ways to calculate 
such a start-up rate."̂  We use the start-up rate according to the labor market 
approach. This means that the number of start-ups per period is divided by the 
number of persons in the regional workforce at the beginning of the respective 
period, including those persons that are recorded as unemployed. This kind of 
start-up rate is based on the notion that each member of the workforce is faced 
with the decision to work as a dependent employee in someone else's 
business or to start his or her own firm. Because start-ups are usually closely 
located to the founder's residence (Gudgin, 1978; Mueller and Morgan, 1962; 
Cooper and Dunkelberg, 1987), the regional workforce can be regarded as an 
appropriate measure of the number of potential entrepreneurs. The entry rate 
according to the labor market approach may be interpreted as the propensity 
of a member of the regional workforce to start an own business. 

3. Regional Differences of Entrepreneurship over Time 

During the 1983-2002 period there were on average about 126,000 private 
sector start-ups per year in West Germany. Over the years the number of start­
ups increased slightly with a relatively distinct rise between the years 1990 
and 1991 and between 1997 and 1999.^ The difference between the average 
number of new businesses in the 1983-89 and the 1990-97 period was about 
12.3 percent, and the difference between the average number of start-ups in 
the 1990-1997 and the 1998-2002 period was about 16.6 percent. The 
majority of the new businesses, about 93,400 per year (74 percent of all start­
ups), were in the service sector compared to about 13,800 new establishments 
per year (11 percent of all start-ups) in manufacturing.^ There was an overall 
trend towards an increasing share of start-ups in the service sector and a 
corresponding decreasing share of new businesses in manufacturing 
(figure 11.1). In the service sector, the largest number of new establishments 
was set up in wholesale and resale trade, hotels and inns, and the non-

4 See Audretsch and Fritsch (1994) for different approaches of calculating start-up rates. 
5 The reasons for these two increases are largely unclear. It would not be very implausible to 
suspect that the rise of the number of start-ups between 1990 and 1991 was caused by the 
unification of East and West Germany in the year 1990. However, we could not fmd any 
further indication for this hypothesis in the data. The rise between 1997 and 1999 coincides 
with a change of the sector classification system of the Social Insurance Statistics, but again, it 
remains unclear how this change could have affected the number of start-ups that was recorded. 
6 The other private sectors are agriculture and forestry, fishery, energy and water supply, 
mining and construction. 
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Specified other services. In manufacturing, most start-ups were in electrical 
engineering, furniture, and food. 
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Figure 11.1: Number of start-ups per year in West Germany 1983-2002 

Not surprisingly, most of the start-ups between 1983 and 2002 (on average 
56.34 percent) were located in the densely populated agglomerations, while 
only on average 11.27 percent were in rural areas. The share of new 
businesses in the service sector was relatively high in agglomerations 
(77.02 percent) and lowest in rural regions (68.59 percent). Taking the private 
sector as a whole, we find the highest start-up rates in rural areas (7.78), but 
the start-up rate in agglomerations is not much lower having an average value 
of 6.88. The highest start-up rates in manufacturing can be found in the 
moderately congested regions and in agglomerations, the highest start-up rates 
for services are in rural areas as well as in agglomerations. Despite these 
differences however, the regional distribution of start-up rates in the two 
sectors is rather similar to the picture that we get for the overall private sector 
(figure 11.2).^ Generally, start-up rates tended to be higher in the northern 
part of West Germany and in the regions south of Munich and Cologne. 

The regional distribution of the share of employees in young and small 
firms, namely firms that are at maximum three years old, shows a very similar 
picture. While in and south of Munich almost eight percent of all employees 
were working in small and young businesses this share is only about five 
percent in the Stuttgart region. The regions in the northern part of Germany 
are also characterized by a high share of employees in young and small firms 
that amounts to about nine percent. 

7 Start-up rates can be estimated for the time period 1984-2002. Due to missing data on 
regional unemployment in the year 1983, start-up rates for the year 1983 cannot be calculated. 
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The development of the number of start-ups is rather steady, not only for 
the West German economy as a whole but also at the level of planning 
regions (figure 11.3). We use start-up rates for comparison of the level of new 
business formation activity between regions. Investigating the relationship 
between regional start-up rates (number of new businesses per 1,000 persons 
in the workforce) in different years shows rather high correlation (figure 11.3 
and table 1 l.Al in the Appendix). In most cases the correlation coefficient of 
start-up rates in subsequent years assumes a value between 0.96 and 0.98. The 
relationship is somewhat less close for years that are farther apart, but even 
over a ten, 15 and 19 year period the value of the correlation coefficient 
always remains above 0.76. There is some slight variation with regard to the 
strength of this relationship between the different years, but the basic pattern 
remains remarkably constant. Obviously, new business formation activity is 
rather persistent over time. 

Tf . 

CN _ 

0 O . 

13 

iSoo -
CO 

CO -

Tf -

• • / 

/ / . 
, \ * * ' ••>/•*.* 

::'Jj'^^l/''' 

WmKr*' 

w^' 
^ '• 

^ -

CNJ . 

0) O _ 

CL 
13 

iSoo -
CO 

CD -

^-

• / 

ysjy^ . 

' <:^^^^^^0^^^'^' 

!^^^"' 
/ 

8 10 12 

Start-up rate (t-1) 

8 10 12 

Start-up rate (t-10) 

Figure 11.3: Relationship between start-up rates in subsequent years (t and t-1) and over a 
ten year period (t and t-10) 

In comparison to the pronounced persistency of start-up rates over time, we 
find a high variation between start-up rates across space. The minimum 
regional start-up rate is about 4 start-ups per 1,000 persons in the regional 
work force while the maximum start-up rate amounts to a little more than 14 
(figure 11.3). The variation of start-up rates over time may be caused by 
either changes in the number of start-ups (the numerator of the start-up rate) 
or by changes in the regional workforce (the denominator). Fritsch and 
Mueller (2005c) find that changes of start-up rates are mainly a result of the 
variation of the new business formation activity, while the effect of changes 
of the number of employees is more or less negligible. 
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Figure 11.4: Relationship between the share of employees in young and small firms and new 
business formation rates West Germany 1987-2002 

There seems to be an overall trend that those regions that have a high share 
of employees in small and young firms also experience a high level of new 
business formation activity (cf. figure 11.4).^ This finding confirms the results 
of Wagner (2004) and Mueller (2005), who found that young and small firms 
are hothouses for nascent entrepreneurs (also Beesley and Hamilton, 1984). 
Thus, we conclude that a high share of employees in young and small firms 
characterizes a breeding ground for new business formation in the region. 

4. Changes in Regional Entrepreneurship 

Ordering regions by their start-up rate in ascending order gives their rank 
position with regard to the level of entrepreneurship. These rank positions of 
regions display their relative performance with regard to the respective 
indicator independent of the national trend. We assign rank 74 to the region 
with the highest value of the entrepreneurship indicator and rank 1 to the 
region with the lowest value. Because our interest is not in the short term 
fluctuations but rather in the development in the medium and the long run, we 
compare the changes of rank positions between five-year periods. Rank 
positions for the average start-up rates were calculated for the periods 1984-
87 (period I), 1988-92 (period II), 1993-97 (period III), and 1998-2002 
(period IV). 

8 A comparison of regional start-up rates using the business stock approach and the share of 
young and small firms results in a similar picture. Regions with a high share of small and 
young firms also experience high start-up rates (beta coefficient of 0.80). 
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West German planning regions hardly experience a rank change with 
regard to their start-up rate of more than twenty positions between two 
successive five-year periods (table 11.1). The number of regions with rank 
changes of more than twenty positions increases with the length of the time 
period. Between period I and III (II and IV) five (six) regions change more 
than twenty rank positions. Between period I and IV such great changes can 
be found for nine regions, representing 12.16 percent of all regions. On 
average, less than half of the regions experienced a change of more than three 
rank positions between two successive time periods. In more than 85 percent 
of the regions changes between two successive time periods did not exceed 
ten rank positions. The greatest change between two successive periods 
amounted to 25 rank positions. Over three periods (period I —> III or period 
II -^ IV) the maximum number of rank position change is 27 and 31, 
respectively. The maximum change over four periods (period I —> IV) is 30 
rank positions. In four out of the nine regions that experienced a change of 
more than twenty rank positions between period I and IV; this change was 
positive (Bayerischer Untermain/Aschaffenburg, Cologne, Hamburg, and 
Duesseldorf), in four cases it was negative (Emsland, Osnabrueck, Amsberg, 
and Landshut). 

Table 11.1: Change of rank positions of start-up rates between five year periods 

I ^ 1 1 

II ->III 

III -^ IV 

I ^ I I I 

II ^ I V 

I ^ I V 

Number 

0 

4 
5.41 

8 
10.81 

10 
13.51 

3 
4.05 

7 
9.46 

1 
1.35 

of rank positions changed between period^ 

<3 

40 
54.05 

33 
44.59 

41 
55.41 

25 
33.78 

31 
41.89 

17 
22.97 

<5 

47 
63.51 

47 
63.51 

53 
71.62 

33 
44.59 

39 
52.70 

30 
40.54 

<10 

64 
86.49 

64 
86.49 

66 
89.19 

57 
77.03 

56 
75.68 

50 
67.57 

<15 

68 
91.89 

70 
94.59 

69 
93.24 

65 
87.84 

64 
86.49 

56 
75.68 

<20 

74 
100.00 

71 
95.95 

74 
100.00 

69 
93.24 

68 
91.89 

65 
87.84 

>20 

0 
0.00 

3 
4.05 

0 
0.00 

5 
6.76 

6 
8.11 

9 
12.16 

Maximum^ 

19 
(46 -^ 27) 

25 
(21 ^ 4 6 ) 

20 
(44 _> 24) 
(32-^12) 
(45 -^ 25) 

27 
( 1 9 ^ 4 6 ) 

31 
(51 ^ 2 0 ) 

30 
(65->35) 
(50 -^ 20) 

Time periods: I = 1984-87, II = 1988-92, III = 1993-97, IV = 1998-2002."' First row: number of 
second row: share of all regions (percent); change of ranks in absolute numbers. ^ Last column: 
number of ranks, rank positions in parentheses, 
highest rank = rank 74. 

regions; 
absolute 
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In an analysis of the factors determining changes of regional new business 
formation activity Fritsch and Mueller (2005b) found that regional innova-
tiveness and the share employment in small and young businesses are rather 
conducive to an increase of start-up rates. Generally, a high level of new 
business formation rates can be regarded as a seedbed for future 
entrepreneurial activities; thus, entrepreneurship is to a degree self-energizing. 

5. Distribution and Transition of Regional Growth Regimes 

Audretsch and Fritsch (2002) suggested that there may be considerable 
differences between regions with regard to the role that new firms and 
entrepreneurship play for development. In introducing a theory of regional 
growth regimes, they extended the concept of the technological regime 
(Audretsch, 1995, 39-64; Marsili, 2002; Winter, 1984) from the unit of 
observation of the industry to a geographic unit of observation (see also 
Fritsch, 2004). By analogy to the common concepts of a technological regime, 
the growth regime in a region is labeled entrepreneurial if growth results 
from a high level of new-firm start-ups and a turbulent enterprise structure. In 
contrast, regions where above average growth goes together with a relatively 
stable structure of large, incumbent enterprises are regarded as having a 
routinized growth regime. In the routinized regime, new businesses do not 
play an important role, and their chances for survival and growth are much 
lower than in an entrepreneurial regime. 

Employment change 

^ above 
average 

Routinized 

below 
average 

Downsizing 

Entrepreneurial 

^ Start-up rate 
above 
average 

Revolving-door 

below 
average 

Figure 11.5: Growth regime types and their characteristics 

Audretsch and Fritsch (2002) characterized regions which exhibit relatively 
low growth rates but above average start-up rates as revolving-door growth 
regimes (see also Fritsch and Mueller, 2005a). They suspected that under such 
a regime entries tend to be non-innovative, supplying basically the same 
products and using nearly the same technology as the incumbent firms. 
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Finally, relatively low-growth regions, which are characterized by a below 
average level of start-up activity, are classified as a downsizing growth 
regime. In such a region, the amount and the quality of start-ups is obviously 
not sufficient to provide enough new jobs or income to substitute for the 
losses in the incumbent firms. 

Table 11.2: Distribution of growth regime types over time 

Number of planning regions 
classified as: 

Entrepreneurial 

Routinized 

Downsizing 

Revolving-door 

Entrepreneurial regime characteristics: 

Employment change (mean) 

Start-up rate (mean) 

Routinized regime characteristics: 

Employment change (mean) 

Start-up rate (mean) 

Downsizing regime characteristics: 

Employment change (mean) 

Start-up rate (mean) 

Revolving-door regime characteristics: 

Employment change (mean) 

Start-up rate (mean) 

1984-1992 

20 

17 

20 

17 

24.16 

7.96 

21.63 

6.05 

12.33 

5.67 

14.51 

8.42 

1988-1997 

25 

12 

25 

12 

12.86 

8.16 

9.99 

5.61 

0.75 

5.58 

1.02 

6.93 

1993-2002 

23 

14 

23 

14 

7.89 

7.39 

4.33 

5.80 

-4.65 

5.53 

-3.08 

7.45 

We have assigned all 74 West German planning regions to these four 
growth regime types. This classification is based on the regional start-up rate 
and the percentage of employment change (cf figure 11.5 and table 11. A2 in 
the appendix). Because the main part of the positive employment effects of 
new businesses occurs only in the longer run (Fritsch and Mueller, 2004; Van 
Stel and Storey, 2004; Baptista, Escaria and Madrugo, 2005), it is important 
to relate the indicators for entrepreneurship to the growth performance of a 
sufficiently long time period. Fritsch and Mueller (2004) have found that 
West German regions which have the strongest positive effect of new 
business formation on regional employment occurred about seven to eight 
years after the new entities had been set up. In order to capture such long-term 
effects we choose three relatively long periods for the classification into 
regional growth regimes, namely the years 1984-1992, 1988-1997, and 1993-
2002. For these three time periods the average start-up rate of the first two 
years is always linked to percentage of employment change of the whole 
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period. If both, the start-up rate and the employment growth rate, exceed their 
median values the regional growth regime is regarded as entrepreneurial. A 
routinized regime is characterized by a start-up rate below the median value 
and an employment growth rate exceeding the median. The downsizing 
regime is given when both rates are below the median values. Finally, a 
district is classified as a revolving-door regime if the start-up rate exceeds the 
median value but employment growth rate is below the median. 
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Figure 11.6: Distribution of growth regimes between 1984-1992, 1988-1997, and 1993-2002 

The distribution of regions among the four categories of growth regimes 
shows that regions of a certain regime-type tend to be clustered in space (cf 
table 11.2 and figure 11.6). This indicates the prevalence of neighborhood 
effects. Obviously, the spatial context is of relevance for the relationship 
between entrepreneurial activity and economic development (figure 11.7). 
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For the period of analysis, there is a remarkably prevalent transition from 
revolving-door regimes to entrepreneurial regimes in the northern part of 
Germany in the regions around Frankfurt as well as in the region of Munich. 
These regions have succeeded to transform new business formation into 
employment growth. The regions south of Cologne also became more and 
more entrepreneurial between 1984 and 2002. It is remarkable that 
particularly many of those regions that have been classified as routinized tend 
to become downsizing regimes in later periods, like regions around Stuttgart 
and northeast of Munich, or south of Hanover). Most of the regions 
categorized as entrepreneurial regimes over all three time periods are located 
in the north of Germany or in the southeast, and half of the regions that are 
classified as downsizing regimes for all three periods are clustered in the 
Rhine-Ruhr area north of Cologne. 

TablelLS: D istributic 
periods 

Regime type in 
period 1984-92, 
1988-97 

Entrepreneurial 
regime 

Routinized 
regime 

Downsizing 
regime 

Revolving-door 
regime 

Column 
Total 

)n of reg ions across regimes and transition probabilities between 

Regime type in period 1988-97 and 1993-2002 

Entrepreneurial 

Cases 

15 

15 

0 

1 

1 
1 

9 
5 

25 
22 

% 

75.00 

60.00 
67.50 

0.00 
8.33 

4.17 

5.00 
4.00 

4.50 

52.94 

41.67 
47.31 

33.78 
29.73 

Routinized 
Cases 

4 

3 

8 

7 

0 
5 

0 
0 

12 
15 

% 

20.00 

12.00 
16.00 

47.06 

58.33 
52.70 

0.00 
20.00 

10.00 

0.00 
0.00 
0.00 

16.22 

20.27 

Downsizing 
Cases 

1 
0 

8 
4 

15 
15 

1 
3 

25 
22 

% 

5.00 

0.00 
2.50 

47.06 
33.33 
40.20 

75.00 
60.00 

67.50 

5.88 
25.00 
15.44 

33.78 
29.73 

Revolving-door 

Cases 

0 

7 

1 
0 

4 
4 

7 
4 

12 
15 

% 

0.00 

28.00 
14.00 

5.88 
0.00 
2.94 

20.00 
16.00 

18.00 

41.18 
33.33 
37.26 

16.22 
20.27 

time 

Row Total 

Cases 

20 

25 

17 
12 

20 
25 

17 
12 

74 
74 

% 

100 

100 

100 
100 

100 
100 

100 
100 

100 
100 

First row: change between 1984-92 and 1988-97, second row: change between 1988-97 and 1993-2002, 
third row: average transition probability. 

Comparing all of the transitions together between the successive time 
periods, we found that on average 67.5 percent of the regions with an 
entrepreneurial regime stay in this category in the successive time period. The 
probability of remaining entrepreneurial is almost five-times higher than 
becoming a revolving-door regime and about four-times as high as becoming 
a routinized regime in the subsequent time period. Regions classified as a 
revolving-door regime have a higher probability of shifting towards an 
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entrepreneurial regime (47.3 percent) than remaining in the revolving-door 
category (37.3 percent) in the following period. Those regions that are 
assigned to the downsizing category show the same degree of persistence in 
this type of regime as the entrepreneurial regions. In the successive time 
period, 67.5 percent of these regions remain in the downsizing category. The 
probability of a region characterized by a downsizing regime to become 
routinized is much smaller (10 percent) than the probability of a region with a 
routinized regime to become a downsizing regime (40.2 percent). For both the 
routinized and downsizing regimes, we found the lowest probability to be a 
transition to an entrepreneurial regime (both about 4 percent). If regions 
characterized by a routinized or a downsizing regime succeed to overcome the 
low level of new firm formation activity, these regions are quite likely to first 
fall into the revolving-door category before they can, in later periods, benefit 
from the employment-generating effects of new firm formation and become 
entrepreneurial regimes (cf. table 11.3 and figure 11.8). 

67.5% I 67.5% 

52.7% 

Figure 11.8: Transitions of growth regime types 

Obviously, a typical development cycle for the regional growth regime can 
be identified. According to this typical development pattern it takes 
considerable time until a high level of start-up activity results in above-
average growth. Therefore, the revolving-door regime leads the way of an 
entrepreneurial regime. Since an entrepreneurial regime which is 
characterized by an above-average level of new business formation and 
economic growth is the most likely development stage following a revolving 
door regime suggests that the positive effects of start-ups last somewhat 
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longer than the ten year period that was found in the analysis of Fritsch and 
Mueller (2004). If the regional level of new business formation falls below 
the average growth rates may still be relatively high for some time. However, 
soon these late benefits of earlier start-up activity will fade away and the 
region becomes a downsizing regime. In this situation regional growth can be 
revitalized by means of increasing new business formation activity, which 
appears to be of crucial importance for securing long term economic 
prosperity in a region. 

6. Conclusions 

We found considerable differences of regional start-up rates and it is quite 
likely that these differences have consequences for regional development, 
albeit in the long run. The level of regional new business formation activity 
shows a pronounced path dependency and persistence over time. Regions 
with relatively high rates of new business formation in the past are likely to 
experience a correspondingly high level of start-ups in the future. 
Accordingly, regions with a low level of new businesses today can be 
expected to have only relatively few start-ups in the near future. As far as 
changes in the level of regional start-up activity do occur, they emerge over 
quite a long period of time, and in most cases they are rather small. This high 
degree of persistence suggests that there are only weak prospects for rapid 
change with regard to regional new business formation activity. Therefore, a 
policy that is aiming at stimulating the regional level of entrepreneurship 
needs patience and a long-term orientation. 

Patience and long-term orientation are also needed with regard to the 
growth-enhancing effects of new business formation. Our analysis of the 
transition of regional growth regimes suggests that these effects occur only in 
the long run and that the relevant time-lags may be even longer than what was 
found in the analyses of Fritsch and Mueller (2004), van Stel and Storey 
(2004) and Baptista, Escaria and Madrugo (2005). We found typical 
transitions between the different types of growth regimes that do suggest 
some kind of life-cycle approach to regional development with regard to new 
firm formation; namely from revolving-door to entrepreneurial to routinized 
to downsizing. 

Our analysis shows that some regions succeeded in considerably increasing 
the level of entrepreneurship during the period under inspection. However, in 
other regions start-up rates are fairly constant over a long period of time. This 
leads us to the question of what are the most promising ways of stimulating 
regional entrepreneurship? Fritsch and Mueller (2005b) found that innovation 
activities and the entrepreneurial climate play a crucial role in this respect. 
This suggests that innovation and entrepreneurial climate could serve as 
appropriate starting points for a policy that aims at promoting regional 
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entrepreneurship. Further research should try to identify suitable instalments 
of such a policy. 
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Table 1LA2: Growth regime types 

name of planning region 

Schleswig-Holstein Nord 

Schleswig-Holstein Sued-West 

Schleswig-Holstein Mitte 

Sshleswig-Holstein Ost 

Schleswig-Holstein Sued 

Hamburg 

Bremen 

Ost-Friesland 

Bremerhaven 

Hamburg-Umland-Sued 

Bremen-Umland 

Oldenburg 

Emsland 

Osnabrueck 

Hannover 

Suedheide 

Lueneburg 

Braunschweig 

Hildesheim 

Goettingen 

Muenster 

Bielefeld 

Paderbom 

Amsberg 

Dortmund 

Emscher-Lippe 

Duisburg/Essen 

Duesseldorf 

Bochum/Hagen 

Koeln 

Aachen 

Bonn 

Siegen 

Nordhessen 

Mittelhessen 

Osthessen 

Rhein-Main 

Starkenburg 

Mittelrhein-Westerwald 

Trier 

number of region 

1 

2 

3 

4 

5 

6 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

35 

36 

37 

38 

39 

40 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

51 

52 

62 

63 

1984-1992 

RD 

RD 

RD 

RD 

E 

D 

D 

RD 

RD 

E 

E 

E 

E 

E 

D 

RD 

E 

D 

D 

R 

E 

R 

E 

E 

D 

D 

D 

D 

D 

D 

RD 

RD 

D 

R 

R 

R 

R 

E 

E 

RD 

1988-1997 

E 

E 

RD 

E 

E 

D 

D 

E 

RD 

E 

E 

E 

E 

E 

E 

E 

E 

D 

RD 

R 

E 

R 

R 

E 

D 

RD 

D 

D 

D 

D 

RD 

E 

D 

D 

D 

R 

RD 

D 

E 

E 

1993-2002 

E 

RD 

RD 

RD 

E 

R 

D 

E 

D 

E 

E 

E 

E 

R 

E 

RD 

RD 

D 

D 

D 

E 

D 

R 

R 

D 

D 

D 

D 

D 

E 

E 

E 

D 

D 

RD 

D 

E 

RD 

E 

E 
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Continuation table 11.A2: 

name of planning region 

Rheinhessen-Nahe 

Westpfalz 

Rheinpfalz 

Saar 

Unterer Neckar 

Frank en 

Mittlerer Oberrhein 

Nordschwarzwald 

Stuttgart 

Ostwuerttemberg 

Donau-Iller (Ba-Wii) 

Neckar-Alb 

Schwarzwald-Baar-Heuberg 

Siidlicher Oberrhein 

Hochrhein-Bodensee 

Bodensee-Oberschwaben 

Bayerischer Untermain 

Wuerzburg 

Main-Rhoen 

Oberfrank en-West 

Oberfranken-Ost 

Oberpfalz-Nord 

Industrieregion Mittelfranken 

We stmitte Ifranken 

Augsburg 

Ingolstadt 

Regensburg 

Donau-Wald 

Landshut 

Muenchen 

Donau-Iller (BY) 

AUgaeu 

Oberland 

Suedostoberbayem 

number of region 

64 

65 

66 

67 

68 

69 

70 

71 

72 

73 

74 

75 

76 

77 

78 

79 

80 

81 

82 

83 

84 

85 

86 

87 

88 

89 

90 

91 

92 

93 

94 

95 

96 

97 

1984-1992 

RD 

D 

RD 

D 

D 

E 

R 

R 

R 

R 

R 

D 

D 

E 

RD 

E 

D 

R 

R 

R 

D 

R 

D 

E 

R 

R 

E 

E 

E 

RD 

RD 

RD 

RD 

E 

1988-1997 

RD 

RD 

D 

RD 

D 

R 

D 

D 

D 

D 

D 

D 

D 

E 

RD 

E 

D 

R 

R 

R 

D 

R 

D 

R 

D 

R 

R 

E 

E 

RD 

E 

RD 

E 

E 

1993-2002 

E 

RD 

RD 

E 

R 

R 

R 

D 

D 

D 

R 

D 

R 

E 

RD 

RD 

E 

E 

R 

D 

D 

D 

D 

R 

D 

R 

R 

RD 

E 

E 

R 

RD 

RD 

E 

E = Entrepreneurial, R = Routinized, D = Downsizing, RD = Revolving door. 



12 REGIONAL DIFFERENCES IN 
ENTREPRENEURSHIP EDUCATION 

Perceptions of University Target Groups 

Kerstin Wagner, Frank Ban, Jurgen Schmude and Michael Dowling 

1. Introduction 

One of the major problems still faced by entrepreneurship scholars in their 
field is the difficulty of creating a conceptual framework, integrating entre­
preneurship theory-development into a coherent scheme. The discussion of 
what entrepreneurship research is about has been conducted by numerous au­
thors (e.g. Busenitz et al., 2003; Bygrave and Hofer, 1991; Davidsson and 
Wiklund, 2001; Gartner, 2001; Low and MacMillan, 1988; Shane and 
Venkataraman, 2000). There is consensus that entrepreneurship research can 
include the creation and development of new organizations. However, this is 
not sufficient, because entrepreneurship can also happen within existing or­
ganizations or, furthermore, opportunities can be sold to other individuals or 
to existing organizations (Shane and Venkataraman, 2000, 219). 

A broader definition of entrepreneurship can be explained by the fact that 
different approaches stem from different disciplines and influence the discus­
sion of its legitimacy and how it is taught. Though the connection between re­
search and education is a necessary precondition for establishing a field, and 
traditionally happens within one discipline, entrepreneurship research and 
teaching are often performed separately, and transfer of findings into educa­
tion and training is often neglected. While research on different aspects of en­
trepreneurship is conducted in different disciplines, such as economics, busi­
ness, geography, sociology, etc., teaching mainly takes place within the scope 
of business curricula. The result is that courses offered do not reach other dis­
ciplines and only focus on limited possible target groups. In contrast, a high 
number of potential nascent entrepreneurs are likely to be found in technology 
and knowledge-intensive subjects such as natural sciences, computer sciences 
or engineering. 

The question of whether instructors are able to close the gaps between re­
search and education, and between different target groups mostly depends on 
very different types of implementation of entrepreneurship education and 
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support in universities and regions. Each network structure consists of train­
ers, supervisors, and consultants and focuses on different objective targets in 
order to support students' intentions to set up a new venture. Regional differ­
ences are expressed in a different way to gain access to students from differ­
ent faculties, and to implement content for entrepreneurship courses. 

In this paper, we contribute to the literature by empirically investigating 
certain important issues related to the activities and perception of entrepre­
neurship education: 

• Do the intentions and the perceptions in regard to being an entrepreneur 
differ between regions, or even between faculties? 

• Do regional differences in education structures affect different needs and 
preferences concerning content? 

• Which target groups perceive which activities as most important? 

This study is based on the demand side of entrepreneurship education, 
course participants in particular, and students in general. 
First, we describe the conceptual context of the topic, consisting of a brief de­
scription of the educational structures, status-quo and best practice of univer­
sity entrepreneurship education in Germany including which possible target 
groups to address. Second, we outline the selected research areas and the re­
search design. Third, we present the results divided into three sections: 1) stu­
dents' entrepreneurial orientation, and 2) the perceptions of entrepreneurship 
per faculty and 3) motivations to participate in courses, and course-related re­
sults. We end with a brief discussion and set of conclusions. 

2. Status-Quo of Entrepreneurship Education 

2.1 Conceptual Context 

The fact that there is a lack of theoretical rigor in the field of entrepreneur-
ship, and that theoretical approaches are rooted in other domains, has a strong 
impact on course design. Courses do not emphasize a certain domain, and the 
quality of the textbooks used is frequently criticized. Also, professional quali­
fications are often discussed, because no clear standard exists as yet. Profes­
sors can be academic or corporately oriented, and both orientations are sup­
ported and crificized (e.g. Anderseck, 2004, 299; Fiet, 2000, 4; Heil, 2002, 72; 
Pinkwart, 2000, 199). Diverse academic backgrounds guide the course design 
and dictate the contents according to their own opinion. A limited and per­
sonal view of the topic and a lack of entrepreneurial experience could limit 
the scope of what entrepreneurship is. 

Entrepreneurship textbooks also cause some disagreement concerning rea­
sonable application in courses. Results of a review of several German und US 
entrepreneurship textbooks show that books do not yet meet the quality of 
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those in other fields of business administration (Bronner et al, 2001, 581). 
This fact could also be affected by the lack of theoretical content in the field. 
Most books show a high level of pracfical experience, mostly formulated as a 
recipe and not as rules according to which events occur (Fiet, 2000, 10). 
However, the longer tradition of entrepreneurship education and training in 
the US can be seen in the broader approach of the contents and a better didac­
tical composition in textbooks, although education and research are still un­
connected to each other. Empirical results published in accredited entrepre­
neurship journals (e.g. Journal of Business Venturing, Journal of Small 
Business Management) often are not included in textbooks (Bronner, et al. 
2001, 598). A lack of theoretical content may result in entrepreneurship 
courses having the reputation of being more superficial than courses in other 
fields of business administration. 

Lack of theoretical content also has a strong effect on the syllabus design, 
causing it to be filled with other contents. One common practice is using en­
trepreneurs as guest speakers with the intent of teaching students what they 
should do to be successful (Fiet, 2000, 9). As is well known, empirical results 
show that new firms have higher death rates than old ones, while the death 
risk of a firm sharply declines with age ("liability of newness and adoles­
cence") (Briiderl and Schtissler, 1990, 530ff). Due to the high failure rate 
among nascent entrepreneurs, it is strongly inadvisable to adopt one's entre­
preneurial experience and generalize experience to fit with students' situa­
tions. Studying the behavior of a (still) successful entrepreneur must assume 
that potential nascent student-entrepreneurs will face the same set of circum­
stances as the entrepreneur, without taking mediating factors such as luck or 
bias into account (Anderseck, 2004, 299; Fiet, 2000, 9). 

Important aspects regarding the legitimacy of a young, still evolving field 
are the effects and the success of entrepreneurship education and training. A 
measurement that only focuses on the number of new ventures created is often 
crificized (Fallgatter, 2004, 40; Schmude and Uebelacker, 2002, 43). Accord­
ing to a broad range of definitions and perspectives of entrepreneurship and 
different understandings of being entrepreneurial (e.g. Shane & Venkatara-
man, 2000; Gartner, 2001; Davidsson, 2003), a purely output-approach in 
terms of new ventures is unjustifiable and ignores the fact that entrepreneur-
ship education also deals with a broad range of infi-astructures and environ­
ments (e.g. incubators, venture capitalists, public and private consultancies). 
Former students of entrepreneurship education programs could also fill posi­
tions within entrepreneurial infrastructures. Education and training also im­
prove the image of entrepreneurship in society. Thus, it is not sufficient to 
count the number of new ventures or the number of participants in a course. 
Measurements should instead include the change in entrepreneurial intention 
and orientation, the participation in any kind of entrepreneurial activity, or at 
least the creation of a new venture or the achievement of personal career goals 
at a certain point after graduation. The conclusion is that various target groups 
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for entrepreneurship programs must be taken into account, and not just those 
who might start up a business. 

2.2 Entrepreneurship Education in Germany 

By the end of the 1990s, Katz (2003) counts more than 200 positions and 
about 1.400 courses offered in the USA (Katz, 2003, 291). While entrepre­
neurship as an academic field of research and teaching has developed rapidly 
in the US since the first entrepreneurship activities at Harvard Business 
School in 1947, situation in Germany is quite different to the US and initiated 
lately. Even if entrepreneurship education is meanwhile a central issue at the 
beginning of the new millennium in Germany, there are but few guidelines 
how to integrate contents in the University educational system. 

Initial sporadic entrepreneurship education was started at University of 
Stuttgart and University of Cologne in the mid 1970 when courses for entre­
preneurship were offered, also at the University of Dortmund the institute for 
entrepreneurship and organization research (bifego) started offering courses in 
the mid 1980 (WoUner, 1991). University landscape has changed in terms of 
entrepreneurship education in 1990s as the idea of the chairs of entrepreneur-
ship {Grundungslehrstiihle) came up. The actual assignment of chairs for en­
trepreneurship has started then since 1998. This year as a starting point marks 
the subsequent creation of entrepreneurship chairs at Universities as well as at 
Universities of applied sciences (Fachhochschulen), Difficulties with the oc­
cupation of the chairs are still at present due to a young field of education and 
the absence of adequate profiles of skilled candidates for the positions. A 
hesitating occupation of entrepreneurship chairs can be observed in several 
cases (LiHschkis, 2001, 98). For 2002, Klandt (2004) recorded 39 entre­
preneurship professorships in Germany, and another 8 professorial positions 
which were not yet filled (Klandt, 2004, 297). 

Education and training is undoubtedly the main objective for an entrepre­
neurship teacher. Also, in order to sensitize and motivate students to partici­
pate in entrepreneurship courses and to consider an entrepreneurial career, it 
is important to stimulate an entrepreneurial culture at Universities. For those 
students who are already nascent entrepreneurs another important objective 
must be taken into account. Consulting, coaching and intermediation into re­
gional networks are other important objectives for entrepreneurship teachers. 
Contacts to professional actors and institutions as banks, venture capitalists, 
lawyers, or science parks are essential for the setup and the establishment of 
the new venture. 

Not only entrepreneurship chairs, but also within the field of traditional 
business administration, teachers provide several courses with a focus on en­
trepreneurship, mostly in combination with the origin field (e.g. innovation 
and technology management, small and medium-sized enterprise manage­
ment). A higher perception of entrepreneurship activities at Universities and 
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the impulse for others was also initiated by the Federal Ministry of Education 
and Research. The program EXIST was set off in 1998 in order to merge re­
sources of different actors on a regional platform and to foster the establish­
ment of regional networks. 

2.3 Best Practice and Focused Target Groups 

Although entrepreneurship is evolving fast as a field of research and teaching, 
specific research on entrepreneurship education is still sparse. Garavan and 
O'Cinneide (1994) summarize literature on entrepreneurship education, and, 
in regard to the theory discussion, say that there is a "(•••) lack of accepted 
paradigms or theories of entrepreneurship education and training (Garavan 
and O'Cinneide, 1994, 4). Precisely because it is still a very young field of re­
search, there are no prevailing opinions about how to teach entrepreneurship 
as yet. Main objectives in teaching and didactical content differ from author 
to author. Due to a broad spectrum of definitions, entrepreneurship education 
includes more than a mere imparting of business knowledge such as financ­
ing, controlling or marketing. 

According to Braukmann (2001), one prevailing opinion in the field could 
be described as a tripartite structure consisting of operational knowledge, 
method competences and skill-building or social competence (Braukmann, 
2001, 83). He subsumes that these three domains are necessary factors for a 
comprehensive professional capability. Even if business knowledge is a very 
elementary capacity of a founder, disregard of method and social competence 
is still common. Garavan and O'Cinneide (1994) state that "the objectives of 
a successful programme will have an appropriate mixture of knowledge, skill 
competence and attitude domains of learning" (Garavan and O'Cinneide, 
1994, 13 and 19). 

Target groups of entrepreneurship programs and training are not only re­
duced to those who intend to start up a business or who are already nascent 
entrepreneurs. (Fallgatter, 2004, 40). Garavan and O'Cinneide (1994) observe 
a high diversity of the target population and demand a higher specification 
and better definition of the needs of the participants in order to achieve rela­
tively homogenous groups. 

Therefore, differences in target groups and a reasonable segmentation for 
course design should be taken into account. If heterogeneous target groups 
with different proficiency levels are treated as if they had the same demands 
and preferences, the result is an inefficient implementation of courses. Fig­
ure 12.1 illustrates different criteria for segmentation. 
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to University 

Implementation and 
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- course t)^pe 

- didactical approach 

- appropriate teacher 

Impact on 

different levels 

Figure 12.1: Segmentation and adaptation of different target groups. 

At first, motivation and choice decision to participate in a course can also 
occur due to academic restrictions, as the course is mandatory and a core 
course in the curriculum. Students could indeed be interested in the topic of 
entrepreneurship but plan to work as a company employee later. Thus, one 
distinction depends on the individual career objectives. If there is indeed a 
willingness or propensity to become an entrepreneur one day, the develop­
ment status in the entrepreneurial process could be an important influence on 
the right course content. In addition, the previous knowledge of a person 
whose field of study is business administration will be different from that of 
someone studying natural sciences, and may also result in different learning 
style preferences. Some might prefer to attend a course involving guest 
speakers, whereas others may prefer a traditional lecture course. Applying 
mixture regression models in a conjoint analysis, Bau et al (2005) identified 
significant differences in learning style preferences among a group of busi­
ness students taking an entrepreneurship course. Thus, even in demographi-
cally homogenous groups, segments of students with different preferences and 
needs do exist. 

If target groups are identified and different segments are clear, it is crucial 
to analyze specific needs for every target group. One consideration could be 
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that the group of business students will probably need more method training 
and techniques in order to identify opportunities, while the group of techni­
cally oriented students will mainly need basic knowledge of business in order 
to manage professional requirements for a business, even if the idea is already 
developed. 

As regional characteristics and the establishment of a supporting network 
structure of instructors and consultants may influence students' educational 
needs, specific conditions and structures must also be taken into account. 
Here, the term region does not describe an administrative district. Even if the 
term obviously refers to the specific size of a territory, it seems more appro­
priate to emphasize the impact of universities, as they are the main focus and 
starting point for entrepreneurship education and support. For our purposes, 
the term 'region' describes a specific context of activity and networking based 
on institutional and spatial proximity (Blotevogel, 2000, 503). The spatial ex­
tent of regional activities is limited both for network partners and target 
groups, spatial proximity is of a high value between network actors, and en­
trepreneurial support is mainly located close to the university. 

In regard to regional characteristics, a differentiation can be made between 
the size of the regional network and the number of partners involved in order 
to support the planning process for new ventures. The network focuses on ac­
tors involved in universities, such as academics, instructors, and those respon­
sible for technology transfer, but also includes actors outside universities, 
such as are lawyers, business plan competition organizers, regional support 
offices, banks or regional private equity funds, science parks or associations 
within the regional environment. An important determinant for an efficient 
network is the degree of regional collaboration between university actors and 
other actors from the regional environment. Financial support from the gov­
ernment may also influence and enhance the performance and establishment 
of regional entrepreneurship education and support. 

Hence, the research areas and research design of this empirical study will 
be described in the following. 

3. The Empirical Study 

3.1 Selection and Characteristics of Research Areas 

The selected research areas represent different types of a regional network 
structure with regard to entrepreneurship education activities. The selection of 
the regions was carried out according to different characteristics. Selection 
determinants primarily depended on the size and number of partners of the 
supporting network. Determinants were also dependent on the embeddedness 
of university actors in the regional environment, and on the existence and 
number of entrepreneurship courses offered at the universities. As financial 
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support from the government plays an important role in establishing entrepre-
neurship education structure in a region, it also forms a selection criterion. 

For state-aided regions (such as the state-run EXIST-program), network 
organization receives external financial support in order to install positions 
and activities. Meetings between the actors of those networks are inevitably 
predetermined due to their obligation to report. Spatial proximity and small 
network size have become less important than for self-organized regions. Ac­
tors in regions without any governmental support need to structure themselves 
and undertake a high degree of self-organization that depends on the ability 
and willingness of every member to take part. Governmental financial support 
can therefore be an important impulsion to manage and activate resources and 
network actors. 

The selected research areas have undergone distinctive paths of develop­
ment in terms of entrepreneurship education and support and are represented 
as follows: 
• state-aided (EXIST) region GET UP in Thuringia, consists of the universi­

ties of Jena (University and University of Applied Science), Ilmenau 
(Technical University), Schmalkalden (University of Applied Sciences) 
and Weimar (University). The entrepreneurial network has around 60 as­
sociated network members, is highly organized and institutionalized by 
governmental support, and was recently extended to include the whole 
federal state of Thuringia by three more universities. 

• Regensburg, located in East Bavaria, includes the University and the Uni­
versity of Applied Sciences, and can be characterized by several network 
actors, but which has no coordination or institutionalization. 

• Wlirzburg, located in North Bavaria, consists of the University and the 
University of Applied Sciences and exists of only loose actors at the uni­
versities with sporadic offerings of entrepreneurship education. 

Every region represents a specific network structure and owns quite different 
numbers of network actors, meaning that different types of entrepreneurship 
courses are offered at the universities. 

3.2 Research Design and Description of the Sample 

The data presented was collected in two different studies both focusing on the 
perceptions of the target groups of entrepreneurship education and activities. 
Part of the research design is identical in both surveys. The first survey was 
conducted with participants of entrepreneurship courses at the universities in 
the research areas and represents a selection bias of those who decided to take 
attend a course. The aim of this study is to identify students' entrepreneurial 
intentions, different target groups and motivations to visit entrepreneurship 
courses. 
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For the GET UP region, the two universities Jena and Weimar were se­
lected. Bauhaus University Weimar represents a university with an emphasis 
on arts and technology, with only four degree programs: architecture, design, 
media and engineering. 

The selected entrepreneurship courses were the only ones offered in the 
winter semester 2003/2004 at each university. The courses in Jena, Regens-
burg and Wtirzburg were located in the Business Administration faculty, 
while the course in Weimar was offered by the media faculty. All courses 
were held by university teachers who are not from entrepreneurship chairs, 
but are teachers integrating a dedicated entrepreneurship course into their 
field (e.g. Innovation and Technology Management, Marketing, International 
Management). Using a written questionnaire, all students attending these en­
trepreneurship courses at their university took part in the survey (full survey). 
Three out of four courses were held regularly from the beginning of the win­
ter semester until the end of the semester; the only course in Jena was held as 
a block course of six days in November 2003. The survey was conducted at 
the beginning of the course in order to presume similar conditions for courses. 

The smallest group of participants in the sample was the seminar held at the 
University of Wtirzburg, where 15 datasets were collected (table 12.1). 34 
datasets were the result of the course in Weimar, where students mainly came 
from media (24 out of 34) and architecture (8). A total of 43 questionnaires 
were counted in Jena and the largest course with 87 participating students was 
to be found at Regensburg. This set of courses covered a total of 179 students. 
All courses were offered to students in their advanced study period between 
their third and fifth year of studies. 

Table 12.1: Course design 

Wtirzburg 

Weimar 

Regensburg 

Jena 

total 

Number of participants 

15 

34 

87 

43 

Course form 

Seminar 

Seminar 

Lecture with seminar 

Seminar 

179 

Source: Authors' questionnaire. 

The second study was conducted as a campus survey, where oral interviews 
were done with students from all over the same universities where the partici­
pant survey was held and provides a representative random sample of each 
university selected. 

The sample of this study (named campus-sample below) is also utilized as 
a control group for the participant-sample. Results are expected to be different 
by group - while the participant group is already sensitized and dealing with 
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the subject, the other group is notably unaware of and less educated about the 
topic. Interviewers were advised to disperse to specific locations all over the 
campus (e.g. libraries, refectory, cafeteria) to make sure of interviewing stu­
dents from almost all degree programs. Results by faculty could then be com­
pared and differences detected. 

The total sample size of 4,835 students was framed from the four universi­
ties and reflected between 5 percent and 10 percent of the total student popu­
lation at every university (table 12.2). 

Table 12.2: Number of students at surveyed universities 2003/2004 and size of sample* 

Regensburg 

Wiirzburg 

Weimar 

Jena 

Number of 
students enrolled 

17,216 

18,219 

4,637 

19,231 

Sample size 

1,775 (1,204) 

1,705 (1,269) 

407 (389) 

948 (807) 

Sample in % of total 
number 

10.3 

9.4 

8.8 

5.0 

* Numbers in parentheses indicate sample size without teacher candidates 
Source: Authors' questionnaire. 

In Regensburg and Wiirzburg especially, the rate of people studying to be­
come teachers is quite high (32 percent in Regensburg, 26 percent in Wiirz­
burg of original sample); even if they are studying a certain subject (e.g. biol­
ogy, maths), the assumption is that their entrepreneurial intentions tend to be 
quite low. Therefore, they are listed separately from Master's students (di­
ploma, graduate). 

4. Campus Results 

4.1 Students' Entrepreneurial Attitudes 

The consideration is that students who participate in entrepreneurship courses 
are more sensitized to activities at their university and to considering an en­
trepreneurial career. Individual preoccupation with the subject has contributed 
to the growing intention to start a new venture. The conclusion must be that 
the rate of potential fixture entrepreneurs is higher within the participant-
sample than in the campus-sample. 

Due to the already mentioned differences in career objectives, at different 
stages of the entrepreneurial process, there may be a wide range of target 
groups. A differentiation can be made between those who have just consid­
ered entrepreneurship as a professional alternative, those who already intend 
to start a new venture, and, those who are already entrepreneurs or are about 
to embark on this activity. 
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Up to a certain point of time, every target group contains a certain number 
of people. It is certainly possible that someone from the group of those who 
have considered an entrepreneurial career may appear later in the group of 
people who already intend to set up a new venture. In contrast, however, not 
everyone passes through every target group over time. 

Empirical evidence has shown that especially concerning those people who 
state a 'secure' or at least a 'supposable' intention to start a business, only one 
fifth actually act on their intention within three years. In fact, there is only a 
weak correlation between intentions and their realization (Bergmann, 2000, 
33; Katz, 1989, 48; Krueger and Brazeal, 1994, 95). In the long run, the aim 
of all governmental, regional or personal support initiatives is to shift the 
population into belonging to the last target group (nascent entrepreneurs). 

The results of students' entrepreneurial orientation show clear differences 
between regions as well as between participants and campus-students (ta­
ble 12.3). 

In regard to regional differences, Weimar stands out with its high rates for 
every group and is significantly different from other universities. Bauhaus 
University Weimar emphasizes arts and technology, and produces quite a low 
rate of people studying to be teachers (4 percent of sample). Therefore, it 
stands to reason that students of highly knowledge- and technology-intensive 
subjects with an added creative bias may result in a higher disposition towards 
entrepreneurship than at traditional universities. The occupational leaning of 
Weimar's degree programs (e.g. architecture, design, etc.) is also more related 
to professional self-employment than others. 

In contrast to Weimar, it is also remarkable that the rates of students' entre­
preneurial orientation at 'traditional' universities are quite similar and do not 
differ greatly between regions. In terms of participants in Wurzburg, a direct 
comparison with other regions can hardly be undertaken because the number 
of participants is quite low (rates in parentheses in table 12.3). Nevertheless, 
for this small sample, interest in entrepreneurship and the propensity to set up 
a business are obviously very low (compared to other universities and to the 
campus-sample). 

Differences between participants and campus-students concerning the con­
sideration of entrepreneurship as a professional alternative can be reduced to 
the fact that participants have already dealt with and considered the subject; in 
contrast, however, obviously only the consideration of entrepreneurship as an 
alternative is clearly rated more highly by participants. Concerning ideas al­
ready generated or the intention to set up a business, rates of campus-students 
in Jena and Regensburg are outranked by those of participants. 
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Table 12.3: Students' entrepreneurial orientation - participants and students (in % of sample) 

entrepreneur as professional 
alternative 

- of participants* 

- of campus-students* 

Intention to start a new venture 

- of participants* 

- of campus-students* 

thereof about to start or have 
already started 

- of participants 

- of campus-students* 

Thuringia 

Jena 
(nl=43), 
(n2=948) 

60.5 % 

37.7 % 

7.0 % 

12.0% 

2.3 % 

1.1% 

Weimar 
(nl=34), 
(n2=407) 

88.2 % 

53.1 % 

29.4 % 

13.1 % 

17.6% 

3.2% 

Bavaria 

Regensburg 
(nl=87), 
(n2=1770) 

64.4 % 

34.4 % 

8.0 % 

9.6% 

8.0 % 

1.6% 

Wiirzburg 
(nl=15), 
(n2-1700) 

40.0 % 

37.8 % 

(6.7 %) 

8.7 % 

(6.7 %) 

0.9 % 

* regional differences significant at 1%-level. 
nl= number of participants interviewed, n2= number of students on campus interviewed 

Source: Authors' questionnaire. 

Therefore, entrepreneurship education does not merely exist in order to 
convince those who are interested to set up their own businesses and to de­
velop the drive to do so. A solely output-approach in terms of created ven­
tures ignores the fact that entrepreneurship also deals with a wide range of en­
trepreneurial infrastructure, environment, and action within a company. A 
more realistic personality assessment could also be one objective of entrepre­
neurship education, even if this means deterring people from becoming entre­
preneurs because they realize that they are unsuitable for this kind of profes­
sional alternative. 

The results from the campus-sample correlate strongly with other empirical 
findings from several universities (University of Cologne, University of Stutt­
gart, Technical University of Ilmenau, University of Siegen). Rates of stu­
dents who are interested in entrepreneurship and regard it as a professional al­
ternative vary between 40 percent and 65 percent of the student population 
(Bruns and Goerisch, 2002; Otten, 2000; Pinkwart, 2001). Similar surveys of 
the participant sample have only been conducted sporadically and are hardly 
comparable to the present case (Price et al, 1994; Sexton and Bowman-
Upton, 1988, 1987). 
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4.2 Differences in Being an Entrepreneur per Faculty 

257 

In order to represent one university in Bavaria and one in Thuringia consisting 
of similar, comparable faculties, the two Universities of Regensburg and Jena 
are selected to portray student rates considering self-employment as a profes­
sional alternative per faculty. 

The results show differences as well as similarities (figures 12.2 and 12.3). 
Similar results for both universities are the high rates of students from the 
faculties of medicine and pharmacy considering self-employment as a profes­
sional alternative and the low rates within the natural science faculty. Not 
surprisingly for medicine and pharmacy faculty, with a rate above average, 
students expect to be self-employed later as freelance physicians or pharma­
cists. Even if many students expect to be self-employed, empirical results 
show conflicting evidence. Regarding alumni, the rate of people from human 
medicine who have ever been self-employed is 6 percent of all graduates 
(Holtkamp and Imsande, 2001, 71). 
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Figure 12,2: Self-employment as professional alternative: rates for Regensburg students. 

In contrast, students of natural science from both universities show very be­
low-average rates in regard to considering entrepreneurial careers (34 percent 
at Regensburg, 24 percent at Jena). Due to the fact that entrepreneurship edu-
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cation and activities occur mainly in the Business and Economics faculty, re­
sults demonstrate impressively that for a faculty where entrepreneurial activi­
ties are traditionally uncommon, activities still do not show effects. Findings 
of students of natural sciences can be seen as a result of unequally intensive 
activities of professors depending on the faculty. The rate of those professors 
who have engaged in entrepreneurial activities (such as consultants, associ­
ates, CEOs, on supervisory or advisory boards) is 59 percent in law and eco­
nomics. In regard to natural science, not even a third of the professors 
(30.2 percent) have been involved in such activities (Isfan et al, 2005, 345). 

The same applies for lawyers in Thuringia, where rates are only slightly 
above-average, while numbers in Regensburg show clear above-average rates 
and obvious expectations of becoming self-employed lawyers after graduat­
ing. 

Business Law 
Economics n = 94 
n = 229 

Medicine/ Natural 
Pharmacy Science 
n = 245 n = 208 

Social Humanities 
Science n = 238 
n = 185 

n = 1204, students at the University of Regensburg 
(without teacher candidates) 

* differences between faculties significant at 1%-ievel 

Figure 12.3: Self-employment as professional alternative: rates for Jena students. 

While the propensity to become an entrepreneur is quite low among stu­
dents of Economics at the University of Regensburg, the rate of economics 
students in Jena who prefer entrepreneurship as a professional alternative is 
above-average. These differences may result in different activities and support 
structures of entrepreneurship education. While these activities in Jena are 
highly organized and implemented, the result is a high rate of students of eco-
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nomics considering an entrepreneurial career. Also, while faculties in Jena are 
located both on campus and dispersed over the city, the economics faculty is 
directly on campus, where there is the most activity concerning promotion 
and local advertising with flyers, brochures, contact people, etc. 

5. Course-Related Results 

5.1 Motivation to Visit Courses 

Numerous studies have been carried out to evaluate and detect opinions of 
professional educators. However, Hills (2004) states that it is also important 
to compare the educators' point of view with the requests and demands of 
students of entrepreneurship programs (Hills, 2004, 292). Only a few empiri­
cal results have been obtained regarding the contents of entrepreneurship 
courses, and none on the motivation to visit them. 

In table 12.4, students' motivation to visit surveyed courses is shown. One 
possible motivation was to select the course as a mandatory course or as a 
course as part of the curriculum. The second item was interest in the topic and 
the third motivation was for help and consulting for the student's own entre­
preneurial activities. The results suggest extreme differences between the 
courses. While 93 percent of Jena's students chose entrepreneurship courses 
because they were part of their curriculum or even mandatory, only 32.4 per­
cent in Weimar attended the course because it was mandatory. Almost none 
of Jena's students were looking for support (2.3 percent), compared to 41.2 
percent of Weimar's students. 

Table 12.4: Participants' motivation for choice (in percent) 

multiple answers possible 

Mandatory course/ core 
course in curriculum * 

Interest in topic * 

Search for help and con­
sulting for your own start­
up * 

Jena 
(n=43) 

93.0 

41.9 

2.3 

Weimar 
(n=34) 

32.4 

82.4 

41.2 

Regensburg 
(n=87) 

45.3 

80.2 

24.4 

Wurzburg 
(n-15) 

80.0 

26.7 

6.7 

* Regional differences significant at 1%-level. 
Source: Authors' questionnaire. 

Weimar's exceptional position, with its emphasis on arts and technology 
and a high rate of nascent entrepreneurs (see table 12.3), obviously shows a 
high need of entrepreneurship support in order to foster creative and knowl­
edge-intensive ideas. A high rate of students in Wurzburg whose intentions to 
attend a course are swayed by the mandatory nature of the course correlates 
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with the fact that the number of people considering entrepreneurship as a pro­
fessional alternative is very low. 

5.2 Contents of Courses 

Course participants were asked for the content they would like to see in entre­
preneurship courses. In reference to the tripartite structure of courses (opera­
tional knowledge, method competences and skill-building or social compe­
tence), contents surveyed include all possible types, as listed in the content 
table (table 12.5). First, regional differences can be seen according to the lo­
cation of courses. While courses held in Jena, Regensburg and Wiirzburg are 
located in the Business Administration faculty, the one in Weimar is offered 
by the media faculty. A differentiation according to university can be seen in 
table 12.5. While the need of course participants in Business Administration 
to learn about law or operational knowledge such as tax, marketing, etc. is 
quite low, more than half the participants at Weimar wished to learn more 
about the two topics operational knowledge and professional skills. The very 
important impact for Weimar's participants is the fact that, consisting of only 
four faculties, it does not have an economics faculty. In contrast, the need for 
Weimar's participants to qualify for social skills is comparatively low, which 
might also be a result of the fact that Weimar's university is very small. The 
university environment might be more personal, where it is easier to establish 
contact with the right people in the network, and communication is less com­
plicated. 

Table 12.5: Contents desired by participants (in percent) 

multiple answers possible Jena Weimar Regens- Wurz-
(n-43) (n=34) burg burg 

(n=87) (n=15) 

Legal basis/ legal advice 

Operational knowledge (tax, production, market­
ing, management) 

Financing, financial models 

Risk assessment 

Business plan, knowledge of industry and market 

Procedure and implementation of planning and 
creation process 

Social skills (leadership ability, problem-solving, ^. . ̂  ^^ 

team-work, presentation skills) 

Self-management, personal motivation 12 12 8 0 

Field reports of entrepreneurs 7 6 12 0 

Intermediation of contacts. Integration in net- . ^ p . ^ 
works 

Source: Authors' questionnaire. 
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The rather low response rate in Wtlrzburg is also a result of the very low 
rates of entrepreneurial motivation: most of the students participate because it 
the courses are a mandatory part of their curriculum. The very few answers 
(there is no mention of risk assessment, attendance during entrepreneurial ac­
tivity or personal motivation) are a sign of non-awareness and non-existent 
individual preoccupation with the topic of entrepreneurship. 

6. Conclusions 

Our study has shown that entrepreneurship education and activities may at­
tract very different target groups with different intentions and orientations 
which differ by faculty, by motivation, or by career objective. 

Surprisingly, even if regional differences do exist, they cannot be reduced 
to the originated network structure of every region. Thuringia region is finan­
cially supported by the federal government and has a highly developed net­
work structure. Nonetheless the two universities in the region, Jena and Wei­
mar, show very different results concerning students' orientations. Findings 
from Jena are more similar to the results from Regensburg, with a network of 
loose actors without any coordination and specified responsibilities, than to 
those from Weimar, although they are in the same network. In conclusion, 
students' entrepreneurial orientation and intentions depend hardly at all on re­
gional entrepreneurship organization structure; at best, such tendencies can be 
seen at small universities like Bauhaus University Weimar, where such activi­
ties may make an impact. 

Students' orientation and intentions might be considerably affected by the 
faculty where courses are located and by the size of the university. Different 
study programs show different levels of entrepreneurial orientation. In Wei­
mar, as an arts- and technology-focused university, our findings document a 
higher willingness to learn about entrepreneurship (even for a project which 
already exists) by students of knowledge-intensive and technology-based sub­
jects. In contrast, within the natural science faculty, results show a very low 
interest in entrepreneurship as a professional alternative. In conclusion, pro­
vided that students from disciplines other than economics are aware of the 
topic and decide to participate in a course in order to deal with the subject, 
they have a greater intention to become entrepreneurs than economics stu­
dents. 

Not only intentions but also needs and preferences concerning content are 
affected by different faculties and individual university structures. While par­
ticipants from a university without a business faculty (Weimar) show a nota­
ble demand for operational and legal basic knowledge, others ask for more 
social skills (Regensburg course participants) or risk assessment (Jena course 
participants). Additionally, especially for courses with a low rate of (nascent) 
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entrepreneurs, participants are mainly not in a position to be able to evaluate 
contents necessary for setting up a new business. 

For all cases and all courses, findings show that the only focused target 
group is undergraduate and Master level students. At any rate, the question as 
to why no post-graduates participate in courses cannot be answered. Two rea­
sons could be that post-graduates in business economics do not necessarily 
need the contents, while post-graduates from natural science do not know 
about courses because barriers between economics and natural sciences exist 
and activities are therefore not well known. Moreover, as has already been de­
scribed, most natural science professors do not act as a driving force to sup­
port entrepreneurial activity. Even if courses are offered within business fac­
ulties they must also be addressed to target groups of other faculties 
particularly for knowledge-intensive and technology-based subjects where 
post-graduates could also learn more about the utilization of research findings 
(e.g. patent application). 

Like any other subject, entrepreneurship should be an ordinary part of the 
educational program of business or economics students, but should also ad­
dress target groups outside the business faculty. Curricula should not simply 
focus on the creation of entrepreneurs. Results confirm that (nascent) entre­
preneurs are only a small group in courses, and instructors need to know their 
target groups before they design entrepreneurship programs or courses. 
Knowing this, a faculty can design programs and individual courses that are 
better suited to the students' educational needs, and that can even be aimed at 
students from all faculties. 
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