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This volume is dedicated 
to two former co-authors, 
both pioneers in the field 

of modern catalysis 

Paul H. Emmett 
(1900-1985) 

Georg-Maria Schwab 
(1899 -1984) 



Paul H. Emmett 



Georg-Maria Schwab 



Preface 

This volume contains review articles which were written by the invited speak­
ers of the seventh International Summer Institute in Surface Science (ISISS), 
held at the University of Wisconsin - Milwaukee in July 1985. The form of 
ISISS is a set of tutorial review lectures presented over a one-week period 
by internationally recognized experts on various aspects of surface science. 
Each speaker is asked, in addition, to write a review article on his lecture 
topic. No single volume in the series Chemistry and Physics of Solid Surfaces 
can possibly cover the entire field of modern surface science. However, the 
series as a whole is intended to provide experts and students alike with a 
comprehensive set of reviews and literature references, particularly empha­
sizing the gas-solid interface. The collected articles from previous Summer 
Institutes have been published under the following titles: 

Surface Science: Recent Progress and Perspectives, Crit. Rev. Solid 
State Sci. 4, 125-559 (1974) 

Chemistry and Physics of Solid Surfaces, Vols. I, II, and III (CRC Press, 
Boca Raton, FL 1976, 1979 and 1982), Vols. IV and V, Springer Ser. Chern. 
Phys., Vols. 20 and 35, (Springer, Berlin, Heidelberg 1982 and 1984). 

The field of catalysis, which has provided the major impetus for the de­
velopment of modern surface science, lost two of its pioneers during 1984 
and 1985: Professors G.-M. Schwab (1899-1984) and p.k. Emmett (1900-1985). 
Both of these distinguished scientists have been associated with ISISS; 
Professor Emmett presented the opening lecture at the first Summer Institute 
in 1973 [P.H. Emmett: "Fifty Years of Progress in Surface Science", Grit. Rev. 
Solid State Sci. 4, 127, 1974] and Professor Schwab's opening lecture at the 
fourth Summer Institute appeared as a review article in Volume III of this 
series [G.-M. Schwab: "Development of Kinetic Aspects in Catalysis Research," 
Chemistry and Physics of Solid Surfaces III (CRC Press, Boca Raton, FL 1982) 
p.1], although Professor Schwab was at the last minute prevented by ill 
health from attending the meeting. Chemistry and PhYSics of Solid Surfaces 
VI is dedicated to the memory of Professors Schwab and Emmett, and tributes 
to them are presented in Chaps. 1 and 2 by their former students Professors 
J.H. BZoak and W.K. HaZZ. 

The links between classical catalysis and modern surface science pioneered 
by Schwab and Emmett are developed further in this volume by SinfeZt, who 
reviews the subject of catalySiS by metals with particular emphasis on sup­
ported bimetallic clusters. HaZZ uses the molybdena-alumina system to illus­
trate progress in the understanding of supported transition metal oxide 
catalysts, while recent advances in the structure determination of zeolite 
catalysts are reviewed by Thomas. The use of model single-crystal surfaces 
to investigate the effects of promoters and poisons on catalytic reactions 
is discussed by Gooaman. Models of a different kind are described by Gates, 
who reviews the use of organometallic complexes to prepare metal cluster cat-

IX 



alysts supported on high-surface-area metal oxides. Madix describes the use 
of synchrotron radiation to characterize adsorbed species, and the thermody­
namics and kinetics of weakly chemisorbed phases are discussed by Grunze. The 
kinetics of surface reactions is covered by Yates. Campion describes how re­
cent advances in instrumentation now permit Raman spectra to be obtained 
from adsorbed molecules on single-crystal surfaces without surface enhance­
ment. 

Advances continue to be made in the various forms of microscopy for exam­
ining surface structures. Smith describes the use of high-resolution elec­
tron microscopy to observe surface features, and the new technique of scan­
n ing tunneling microscopy for measuri ng surface topography is rev i ewed by 
Behm. Tsang describes the study of gas-surface interactions with the time­
of-fl ight atom-probe field ion microscope, and MeZmed gives an account of 
the current status of field emission microscopy. 

Electron scattering from surfaces is considered from a theoretical view­
point by Tong, while Bauer describes the use of low-energy alkali ion scat­
tering to determine surface structures. Kirschner outlines the use of spin­
polarized electrons in various surface analytical techniques. The relatively 
nove 1 techn i que of inverse photoemi ss i on spectroscopy is rev i ewed by Dose. 
HimpseZ discusses surface electronic states, and the subject of wetting of 
sol id surfaces by adsorbed layers is covered in the the final chapters by 
PasseZZ and Ebner. 

As in previous volumes, an extensive subject index is provided. 

We would 1 ike to thank the sponsors of ISISS: the Air Force Office of 
Scientific Research and the Office of Naval Research (Grant No. 
N00014-85-G0140) as well as the College of Letters and Science, the Labora­
tory for Surface Studies and the Graduate School of the University of 
Wisconsin-Milwaukee for making both the conference and publication of this 
volume possible. The cooperation of the authors and the publisher in achiev­
ing rapid publication is also acknowledged. 

Milwaukee, Auckland 
October 1985 

x 

R. VanseZow 
R.F. Howe 
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1. Georg-Maria Schwab: 
Early Endeavours in the Science of Catalysis 

J.H. Block 

Fritz-Haber-Institut cler Max-Planck-Gesellschaft, Faraclayweg 4-6, 
D-lOOO Berlin 33 

Georg Maria Schwab, one of the few Grand Seigneurs in the field of catalysis, 
died on 23 December 1984, at the age of 85. The sad news of his sudden death 
came as a surprise since he had been mentally sharp and in excellent health 
up to the last days of his life. Indeed, he was studying the weather forecast 
a few days before he died, planning to spend part of Christmas vacation skiing 
in the Alps. Schwab was active in science till the end of his life. At the 
VIII International Congress on Catalysis, of which he was the Honorary Presi­
dent, in 1984 in Berlin, Georg-Maria Schwab impressed a large international 
audience with his excellent scientific lecture. And a few years ago, long after 
his retirement, Schwab contributed with the "Development of Kinetic Aspects in 
Catalysis Research" to the 4th International Summer Institute in Surface Science. 

The early development of science in catalysis is closely connected with the 
name Georg-Maria Schwab. He was, like Paul Emmett, one of the great old masters 
of catalysis, who introduced a scientific foundation to a field which was till 
then only poorly empirical. As a former student and junior colleague of Schwab 
in the 50s, the honor falls upon me to present here a sketch of his life and 
to describe the great influence his thinking and work had upon science. 

There was much in Schwab's life that was unusual. The direct personal con­
frontation with contradictions early on in life may partially explain Schwab's 
independence. Although born in Berlin, in 1899, he had Bavarian citizenship, 
which in the Prussia of that time was equivalent to being a foreigner. The 
reason for this pecularity was his parents' origin in Bavaria; his father had 
been displaced to Berlin where he was managing editor of an important newspaper. 
Schwab's role as an outsider lead to a certain restraint regarding the mili­
tary orientation of Prussia and the obedient respect for authority, which was 
so much a part of a Prussian upbringing. Consequently, when he was called to 
serve in World War I as a 18-year-old, he pledged his allegiance not to the 
Prussian flag, but to the Bavarian. 

In 1918 he returned safe and sound from the battlefield of Flanders and be­
gan to study chemistry in Berlin. After his examinations he joined the labo­
ratory of Walter Nernst, where he received his doctor's degree in 1923 with a 



work on the properties of ozone, which was performed under the guidance of 
Professor Riesenfeld. Today it is hard to remember that back in the 20s the 
question was still open as to whether ozone, as a high-atomic-weight modifi­
cation of oxygen, also included oxozone, 04. Schwab's task was to determine 
the amount of active oxygen species (that is, oxygen species higher than 02) 
in the form of 03 and possibly 04 from vapor density measurements and iodine 
titration. The presentation of this early problem was argumentatious; typical 
for Schwab. He set forth a certain doubt or contradiction as his premise and 
then used the result of his experiments to solve the problem: Both methods, 
titration and vapor density, only give the right amount of 03 and 04 in the 
composition when used in combination with fractional distillation. In Schwab's 
own words: "Applied alone or together, they only lead to the correct molecular 
weight when this weight is assumed from the beginning. This logical error is 
inherent in most of the work done on ozone in the last century". And so, with 
his dissertation, G.-M. Schwab had refuted the theory of oxozone. 

A similar situation, by the way, arose a few years later with hydrogen. 
Triatomic hydrogen, H3, also called ozone hydrogen, was haunting the litera­
ture. Sir J.J. Thomson had found H; ions during his first studies with the 
mass-spectrometer and surmised that it was formed by the ionization of neutral 
H3. Since the differences in characteristics and stability between neutral 
molecules and ions were not yet very clear, there were quite a few people who 
were searching for neutral H3. Among them were Wendt and Landauer from Chica­
go, and also Paneth and co-workers from Berlin, who published methods for pro­
ducing and identifying H3. At that time Schwab and Seuferling were occupying 
themselves with the chemical processes of silent discharges (coronas), includ­
ing those of hydrogen, and so they also investigated this question. They were 
particularly suspicious of the reaction of H3 with elemental sulfur, which was 
supposed to yield easily traceable H2S, so they developed a detection procedure 
using arsenic. The formulation of their results was logically consistent, but 
cautious: "We consider it proven that in silent discharges at 50 mm pressure 
some kind of active hydrogen is formed. For the time being we cannot and do not 
want to say anything about its nature. It could quite well be identical to 
atomic hydrogen" [quote from Z. Elektrochem. 34 (1928)]. 

Today we know that the identification methods used then were not very speci­
fic, and that, for example, vibrationally excited molecular hydrogen reacts 
differently from molecular H2 in its ground state. And in fact, as early as in 
1927 Paneth discredited the theory of "ozone hydrogen", so Schwab's cautious 
conclusion was indeed justified. 
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After receiving his doctorate, Schwab worked for more than two years with 
Max Bodenstein, Nernst's successor. His work at this time was mainly concerned 
with the kinetics of gases under the influence of electron excitation. The 
first catalytic investigations came about by chance when it was noticed that 
on glow cathodes during electron impact on methane, the electron excitation 
led to different products than did thermal activation on the cathode surface. 
This was the first time that the Polanyi theory of catalysis was mentioned and 
the occurrence of an active state with intermediate atomic states was assumed. 

These few examples give an idea of Schwab's first scientific papers which 
at the outset had mostly to do with the characteristic and reactions of gases. 
Schwab's scientific productivity spans 62 years. His first paper "The Additi­
vity of the Critical Volume as a Quantum Function" [1.1] appeared in 1922. It 
dealt with a comparison of the mole volumes of different gases. His last paper 
"On the Apparent Compensation Effect" [1.2] appeared in 1984. In the time bet­
ween these two publications a diverse assortment of nearly 300 scientific publi­
cations appeared with a very unusual breadth of scope, in contrast to the usual 
narrowness of a researcher's specialty nowadays. He published important papers 
on everything from reactions in solids to inorganic chromatography, from pho­
tochlorination to ferment models, from homogeneous gas kinetics to the photo­
graphic process, from the Kjeldahl reaction to parahydrogen conversion, but 
his most important work was on heterogeneous catalysis, and it is this field 
which we now examine more closely. 

In 1931 Schwab published a book, "Catalysis From the Standpoint of Chemical 
Kinetics", to great acclaim. Fundamental laws of heterogeneous kinetics were 
developed. It became a classical issue, was translated into many languages and 
gained Schwab international recognition. 

Forty-five years ago a book appeared which became a milestone on the path of 
catalytic research. The book was the "Handbuch der Katalyse" and it was written 
by G.-M. Schwab. In the introduction to this Handbook series Professor Schwab 
wrote: "Today we still ask with the same unsatisfied curiosity why a certain 
sUbstance catalyses a particular reaction or does not. Even today this is still 
an unsolved riddle of catalysis." 

We should ask ourselves whether, and if so, to what extent, the question 
G.-M. Schwab posed 45 years ago can be answered today. In the time since then 
a large number of effective analytical procedures to characterize the surfaces 
of catalysts have been thought of and tested. We know a wealth of details about 
crystallographic structures and their chemical composition, about the proper­
ties of adsorption layers and the dynamics of interactions at interfaces. But 
although over four tumultuous decades of development in interface research lie 
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behind us, the question G.-M. Schwab asked, why a particular substance will or 
will not catalyse a particular reaction, is close to being answered only in a 
few special cases. 

If we trace the development of catalysis by using Schwab's work as a basis, 
we come across many old fundamental questions which today have been approached 
with new methods. Many of Schwab's earlier papers have seen consigned to obli­
vion and many phenomena already described in Schwab's work have, sometimes re­
invented, now become major research fields. 

The theory of "adlineation", which he developed with Pietsch, was a counter­
part to H.S. Taylor's concept of "active centers". In his paper on the topo­
chemi stry of contact-ca ta lys is Schwab wrote: "We can by now descri be the acti ve 
centres as homogeneous lines, an interpretation within which kinetics laws re­
tain their original validity, also if the existence of active areas is proven" 
[1.3]. Aspects of this theory of adlineation can be found in more recent papers 
dealing with the influence of line defects of edges and steps on surface re­
actions, such as the work done by G. Somorjai. 

Schwab's first productive period in Munich was ended by the Nazi regime. 
The NUrnberg Laws forced him to emigrate. As his place of exile, he chose 
Greece, where he married Elly Agallidis. They had met in Munich when he was 
her doctoral advisor. He became a researcher in the Inorganic, Physical and 
Catalytic Chemistry Department of the Institute Nicolaos Canellopulos in 
Piraeus, Greece. In this industrial factory he could do basic research only 
on the side with a few unpaid colleagues. His situation deteriorated steadily 
after the occupation of Greece by German soldiers. In 1942 his passport was re­
voked and he was forbidden to publish scientific papers in German-language 
journals. But, under these almost hopeless circumstances, Schwab continued to 
do research, granted by very modest resources. In fact, it was during this 
period, in which he was under deep personal stress, that his most important 
ideas originated, those having to do with the connection between heterogeneous 
catalysis and solid state theory. G.-M. Schwab's perception that heterogeneous 
catalysis is fundamentally connected with solid state physics must count among 
his most important scientific achievements. This brilliant work was done to­
wards the end of the war when his situation was most dan§erous and material 
privation the greatest. This was the first time that the thesis that metal 
electrons probably influence catalysis was proposed. 

As can be seen from Fig.I.I (reproduced from the original work), the paper 
"Metal Electrons and Catalysis" was accepted by Norrish for publication in the 
"Transacti ons of the Faraday Soci ety" in January 1946. These di agrams i 11 ustra­
te the relationship between the activation energy of the catalytic dehydrogenation 
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Fig.I.I. The first correlation between electronic properties and catalysis 
[ 1.4] 

of formic acid and the electron density in alloy phases, which in Ag/Sb and 
Cu/Sn vary with the doping. These diagrams caused a lot of excitement in scien­
tific circles because the idea of a connection between electron density and 
catalytic activity was completely new and unexpected. 

I would like to quote from the paper's summary: 
''It is found that within the domain of the y-phases of Hume-Rothery alloys, 

the activation energy increases linearly or less with the solute concentration, 
but with the square of the excess electron number of the solute", 

and 
"All the described results may be expressed in terms of the wave-mechanical 

theory of the Hume-Rothery phases by a dependence of the activation energy on 
the degree of electron saturation of the first Brillouin zone of the metal. 
This leads to the concept that catalytic activation consists in a transition 
of electrons from the substrate to the metallic catalyst". 

The conditions under which Schwab had to work are evident from the acknow­
ledgements: 

"I des ire to express my gratitude to my faithful collaborators, Mrs. E. 
Schwab-Agallidis, Mr. G. Holz, and Mr. A. Karatzas, and, especially, to 
Professor G. Matthaeopoulos and Dr. K. Makris who most hospitably received 
our air-damaged laboratory during the year 1944 in the rooms of their Chemical 
and Microbiological Institute and so enabled us to finish the present investi­
gations". 

A thank-you for financial support was not necessary. He did not receive any. 
This was the hour of birth for the theory of "electronic factors" in cata­

lysis. This theory awakened researchers in many nations and provided the basis 
for lively discussion for decades. At the beginning, consistent rules were 
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found for the systems investigated, and a certain optimism took hold. Hume­
Rothery phases seemed to be a simple case of an electronic factor in catalysis 
but the more scientists became occupied with related problems, the more they 
found that a seemingly very simple result can entail some very complicated 
original facts. All the problems of electron transfer for chemical bond for­
mation and bond excitation are involved and the electronic factor in catalysis 
is, in general, still an unsolved problem. 

Among the many other problems, I would like to select one where an old 
idea of Schwab's recently gained great attention; it is the connection between 
phase transitions and catalysis: 

In a Swedish journal, Schwab published-together with EUy Schwab-AgaUidis­

a paper entitled: "Is There Coupled Gas-Solid Catalysis?" [1.5]. Falling back 
on work done by Hedvall and co-workers, he studied the influence of the cata­
lytic cracking of formic acid and ethanol on the phase-transition temperatures 
in solids with the intention to discover whether the reaction is influenced by 
the phase transition and vice versa. Schwab was not able to reach any generally 
valid conclusions, however. The question of the reaction kinetic parameters 
during phase transitions on and in solids is avidly being discussed today, es­
pecially in the light of the appearance of the 'chaos phenomenon'. A parti­
cularly good present-day example which brilliantly answers the question posed 
by G.-M. Schwab in 1946, came from G. ErtZ in 1985 in a publication entitled 
"Catalysis and Surface Phase Transformation" [1.6]: 

"Two different structures are formed in the chemisor",tion of CO on Pt{100}, 
a hexagon in the case of 1 ittle coverage and a 1 x 1 structure with 1/2 mono­
layers. The oxidation of the CO with oxygen in the gas phase occurs with a 
transition from the 1 x 1 to the hexagonal structure, which reverts once again 
to 1 x 1 after the adsorption of CO. The phase transition has a direct effect 
on the speed of the reaction, which is accompanied by oscillations" and "The 
observation of kinetic oscillations in the platinum catalyzed oxydation of CO 
represents a fascinating example for intimate connections between structural 
phase transitions and catalytic activity of a surface". 

This is a precise answer to the question posed by Schwab in 1946. 
In 1949 Schwab became Professor for Physical Chemistry at the Technical 

College in Athens. This position he kept for many years, also after he came 
back to Germany. From 1950 Schwab was Professor for Physical Chemistry at the 
Ludwig-Maximillians University at Munich. Here he attracted young scientists 
from allover the world to perform research work in many disciplines of phy­
sical chemistry; problems in catalysis, solid-state reactivity, and chromoto­
graphy were major fields of interest. More than 300 scientific papers have 
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been published, many summarizing articles and monographs. Schwab had a talent 
for languages, he wrote his manuscripts and gave talks in 6 different langu­
ages: German, English, French, Greek, Italian, and Spanish. He was an enthu­
siastic and inspiring teacher. His·poetical style has been particularly admired: 
a master of Spoonerism and a brilliant speaker at banquets. Schwab was a devoted 
alpinist. As a young man he even climbed up the north front of the three storey 
Institute building in Munich. 

A large number of students and guest scientists, of whom many are now in 
leading academic and industrial positions, made Schwab's Institute for Physical 
Chemistry in Munich a world-famous center for catalysis studies. Even after 
his retirement in 1971 G.-M. Schwab continued to be scientifically active. He 
devoted a part of his energies to his second homeland. He set about working 
on methods to save antique art treasures in Greece which had been damaged by 
environmental pollution. 

During his many years of scientific activity Prof. Schwab received many 
outstanding honors: He was given membership of the Bavarian Academy of Sciences, 
of the "Leopoldina" in Halle, and of the academies in Vienna and Heidelberg. 
Numerous honorary doctorates were bestowed upon him, from the universities of 
West Berlin, Paris, Liege, and Hamburg. The University of Caracas in Venezuela 
awarded him an honorary professorship. Among his many other honors were the 
Liebig Medal of the Association of German Chemists, the St. George Order of 
Greece, an officership in the order of the Belgian Crown, and many, many 
honorary association memeberships and chairmanships. 

There are certainly very few scientists in this century who have contri­
buted as much to the field of catalysis as Georg-Maria Schwab. His personality 
was notable for its benevolence and serenity, sparked by an enigmatic and 
subtle sense of humor. Regarding himself and his achievement he was modest 
and unpretentious, and his friendly and almost fatherly relationship with his 
many students was a bond until his death. We will remember G.-M. Schwab as an 
exceptional human being, ingenious and humorous, who radiated an inner warmth 
which cannot be forgotten. 

AcknowZedgement. Mrs. N. Kublin-Brendecke and Mrs. I. Reiffel have been most 
helpful in preparing the English text. 
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2. The Life and Times of Paul H. Emmett 

W.K. Hall 

Department of Chemistry, University of Wisconsin-Milwaukee, P.O. Box 413, 
Milwaukee, WI 53201, USA 

Another of the great pioneers in the areas of surface science and catalysis 
has departed. Professor Paul H. Emmett died on April 22, 1985 just a few 
months before his 85th birthday. It is my privilege to present here a personal 
account of his career. 

Professor Emmett had a special role in the development of the University 
of Wisconsin-Milwaukee (UWM) and the International Summer Institute in Surface 
Science. He acted as a consultant to the Department of Chemistry in setting 
up its new PhD program in 1968, and helped to establish the Laboratory for 
Surface Studies. He presented the opening lecture at the first International 
Summer Institute in Surface Science in 1973, lecturing on "Fifty Years of 
Progress in Surface Science". For his service to UWM, he was awarded an hono­
rary degree of Doctor of Science in 1973. He attended the first Gordon Con­
ference on Catalysis held in 1940, and was its third chairman in 1945. It was 
a matter of pride with him that he missed only one such conference up to and 
including 1984. 

We who knew him well recognized him as a staunch friend and sound counsel­
lor. He had a prodigious memory, a critical attitude towards research, and 
time and again guided us in new and promising directions. We all thought of 
him as someone special. He was so friendly, helpful, and unassuming that few 
of us ever wondered why. I would like to describe here some of the circumstan­
ces which led him to this place of distinction in our hearts and minds. 

Professor Emmett once said that in any accounting of the career of a scien­
tist, the circumstances, the events, and the people who influenced his work 
need to be considered along with his research accomplishments. The following 
is a summary of his contributions in the perspective of the times during which 

they were made. Some of the events affecting his life and career are idenified 
by numbers in Fig.2.1 which correspond to those in pa~entheses in the text. 

Professor Emmett was born (5) on September 22, 1900 in Portland, Oregon. 
These were truly horse and buggy days. The electric light bulb had been in­
vented only 21 years earlier (1) and in 1900 the first trial of metropolitan 
lighting was made part of Manhattan (5). The internal combustion engine had 
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been invented (2) only 6 years earlier (1894), and in 1904, the Ford Motor 
Company was founded (6): the following year, when Emmett was 5, the Wright 
brothers flew the first plane at Kitty Hawk (7). This was truly a period of 
great invention and discovery. 

Catalysis was in a similar rudimentary condition. Stohman (3) stated in 
1894, "Catalysis is a process involving the motion of atoms in molecules of 
labile compounds which results from the presence of a force emitted by another 
compound, and which leads to the formation of more stable compounds and the 
liberation of energy." (Note that the postulate of a mysterious force is a 
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modernization of the old concept of the philosophers stone!) Catalysis received 
an important stimulus in 1897 when Sabatier (4) observed that he could hydro­
genate olefins over nickel. Although his peers recognized this accomplishment 
as the solution of a long standing problem in chemical synthesis, they con­
sidered the catalysis as a mysterious black art which nonetheless deserved a 
Nobel Prize (1912). Today we know that Sabatier discovered that catalysis can 
circumvent a "symmetry-forbidden reaction". 

Emmett was 9 years old when Fritz Haber (8) solved another long-standing 
problem; the direct synthesis of NH3 from the elements. During the last 
quarter of the 19th century, the laws of mass action and chemical equilibrium 
had become understood (Nernst and Ostwald). Haber recognized that the equili­
brium became less favorable as the temperature was raised (exothermic reaction), 
but that high temperatures were evidently necessary to break the strong N =N 
bond. He recalled a hint from Berzelius (1836) that sometimes one can "add a 
catalyst instead of heat". Thus, having defined the problem he set out to 
establish feasible reaction conditions; he anticipated that small equilibrium 
concentrations of NH3 might be formed and so invented the catalytic recycle 
reactor and discovered that osmium would function as a catalyst. This change 
from static systems to dynamic flow systems was a new concept which became 
one of the foundations of modern chemical engineering. Haber received the 
Nobel Prize for this work in 1918. The important role of the Haber process in 
the First World War (WW-1) was not lost on Emmett in his late teens. 

Wilhelm Ostwald (9) was the recipient of the Nobel Prize in 1909, partly 
for his discovery (1904) that HN03 could be produced via the catalytic oxida­
tion of NH3 over Pt. In his laureate address he stated, "The employment of 
the concept of catalysis has served hitherto as an indication of scientific 
backwardness." (Ostwald evidently thought that recent developments, his own 
included, had made catalysis more respectable!) 

Haber reached an agreement with BASF in 1909 and the commercial develop­
ment of the ammonia synthesis was turned over to Carl Bosch and catalyst 
development to Alwin Mittasch. The approach taken was a brute-force investi­
gation of the periodic table including mixtures of elements and compounds. 
By the end of 1911 approximately 6500 two-week tests had been carried out 
over 2500 compositions; by 1919 the number of tests exceeded 10000 over more 
than 4000 compositions. Several significant pOints should be made here: 
a) in 1919 a very successful NH3 synthesis process had been developed, b) 
the effectiveness of promoters had been recognized, but not understood, and 
c) catalyst development was clearly an art, not a science. 
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The onset of the First World War (10) had many important consequences. 
Among these it vastly accelerated the growth of the Haber process in Germany, 
which reached a capacity of 60000 tons/day in 1917, thus frustrating the 
British navy's attempt to deprive Germany of a source of (Chilean) nitrates. 
Indirectly, this led to the establishment of the Fixed Nitrogen Laboratories 
(FNL) in the United States. Finally, in 1916 a young assistant professor from 
Princeton, H.S. Taylor, a British citizen, returned to England to initiate 
with Eric Rideal, the Anglo-American School of Catalysis (12). A result of 
this collaboration was the book entitled "Catalysis in Theory and Practice", 
which was published in 1919. It was one of Professor Taylor's students, Dr. 
Arthur Benton, who became Emmetts research advisor at Caltech (14), and it 
was from Benton that he learned the state-of-the-art techniques for studies 
of adsorption and catalysis. Emmett's thesis work, "Investigation of Auto­
catalysis in the Reduction of Metal Oxides with Hydrogen, could have been 
translated as "Factors in Catalyst Preparation". Emmett held Taylor in great 
esteem; he tended to evaluate papers from his own laboratories in terms of 
what he thought Taylor would think of them. In later years this respect be­

came mutual. 
Two significant events related to the development of surface science oc­

curred about this time. The famous Langmuir papers appeared (11) which iden­
tified chemisorption with surface compound formation, defined the chemisorp­

tion isotherm quantitatively, and introduced the concept of surface reaction 
between atoms or molecules chemisorbed on adjacent sites. Langmuir received 
a Nobel Prize for his work in 1932. Then, as Emmett was completing his thesis 
work, H.S. Taylor's concepts of activated adsorption and desorption appeared 
(15). The stage was thus set for Emmett's career to be devoted to the conver­
sion of the art of catalysis into a science. 

When the allied armies of occupation entered Germany in 1919, they "liber­
ted" (13) a barrel of the up-to-then secret iron synthetic ammonia catalyst. 
The barrel was shipped back to the United States to the FNL, where it was 

shortly found to operate as expected. It was thought that it would be a simple 
matter to analyze it and duplicate it, but this turned out not to be so. It 
was not until 1925 that it was discovered that a small amount (about 0.5%) of 
K20 made a big difference. This had been understandably missed in the earlier 
analyses, and then thought to be simply an impurity. Other problems had been 
encountered, e.g., catalyst preparations of identical composition could not 
be reproduced, aging and poisoning effects were unpredictable, and the func­
tion of promoters was not understood. This was the state of affairs in 1926 
when Emmett joined the FNL (16). Nothing was known about the reaction kinetics 
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or mechanism, uncertainties remained in the thermodynamics, and yet in spite 
of these unpredictables, large-scale plants producing up to 105 tons of NH3 
per day were feasible and proven by the German work. 

Emmett was put in charge of a group of FNL and asked to apply the techniques 
of physical chemistry to solve some of these problems. The accomplishments 
of this group greatly exceeded any reasonable expectation. The thermodynamics 
of the important ancillary water gas shift reaction were established (17), 
and similarly those of the FexN phases were established and found not to func­
tion as intermediates in the synthesis. It was noted, however, based on work 
of Almquist and Black (1926), that the thermodynamics of surface layers could 
be very different from those of the bulk. 

The first reliable kinetic data for NH3 synthesis and decomposition were 
obtained (18). Emmett used to tell a story about his technician, Katherine 
Love, who made these measurements. Miss Love was extremely nearsighted so by 
removing her glasses and moving her eyes very close to the manometer she could 
estimate an additional significant figure that no one else could read. Thus, 
Emmett obtained superior data. 

While these studies were going on, Emmett, working with Stephen Brunauer, 
started looking into the variability of various catalyst preparations. It was 
soon recognized that a means was meeded to measure the surface areas of their 
catalysts and two approaches were taken: physical adsorption and (following 
Langmuir) chemisorption. A brilliant and extensive set of experiments revealed 
that physical adsorption was nonselective and that Point B (20) taken from ap­
propriate isotherms could be used to estimate the total surface area of powders 
to within about 10%. This perspective soon led to the multilayer concept for 
physical adsorption and the familiar Brunauer-Emmett-Teller (BET) equation 
(21). However, much more was accomplished. It had been recognized for many 
years that the upper (higher-pressure) portions of physical adsorption iso­
therms should be dominated by capillary condensation (Kelvin equation) and a 
consideration of multilayer adsorption with superimposed capillary condensation 
led to present-day methods of measuring pore size distributions. Much could 
be said about this aspect-how the concepts evolved from qualitative to quan­
titative-but it will suffice to say that it was Emmett a decade later a Mellon 
Institute who guided the work of Barrett, Joiner, and Hallenda in the development 
of the sophisticated theory presently used to provide pore volume and area dis­
tribution data on a routine basis, and who matched their results with those ob­
tained from mercury porosimeter data. Thus, the work of Emmett and co-workers 
formed the foundations on which present-day methods of determination of cata­
lyst (adsorbent) morphology, structure, and surface area rest. 
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Given Vm, the monolayer capacity, the chemisorption approach became equally 
rewarding. Methods of selective chemisorption were worked out to measure the 
extent of exposed iron surface on supported catalysts. The differentiation be­
tween structural promoters and chemical promoters was made. Using the selective 
chemisorption of CO2 to measure the fraction of the surface covered by K20, 
Emmett was able to explain why 0.5% of this promoter could have such a pro­
found effect on the catalytic behavior. His result (27% of the surface covered 
by K20) is in excellent agreement with similar recent estimates based on ESCA 
(electron spectroscopy for chemical analysis) data. 

The chemisorption work revealed as early as 1934 that the rate of NH3 syn­
thesis was approximately equal to the rate of the chemisorption of N2. When 
it was assumed that the rate determining step in the synthesis was the disso­

aiative chemisorption of N2, it was found that the kinetic data were in ex­
cellent agreement with the theoretical treatment of Tempkin and Pyzhev (1940). 
This picture was challenged, then confirmed, and finally beautifully substan­
tiated by the recent works of Ertl, de Boer, and Boudart. Thus, the work at 
FNL laid a firm foundation for modern surface science. Emmett was elected to 
the National Academy of Science based on this work (22) in 1949. There are 
those who feel that he could have been-perhaps should have been-a Nobel 
laureate. 

In 1937, Emmett left FNL to head a newly formed Department of Chemical 
Engineering at Johns Hopkins University and had it accredited within 3 years. 
In this period, and while he was on leave to the Manhattan Project between 
1943 and 1945, his research at Johns Hopkins continued and was directed toward 
finding independent ways to measure surface areas with model systems for com­
parison with the BET results. Some of this continued during his early years 
at Mellon Institute and was finally nicely corroborated by the absolute method 
of Harkins and Jura, as well as by the sum of the areas of the pore walls ob­
tained by the Barrett, Joiner, and Hallenda method. Hence, when in 1950 the 
validity of the BET equation was seriously questioned by George Halsey (23), 
Emmett simply smiled and noted that, right or wrong, the theory worked. Halsey 
clained that if the assumption made by BET were valid, the isotherms should 
have steps. These have since been found for homogeneous surfaces. 

Paul Emmett arrived at Mellon Institute in 1945 to head the catalysis re­
search sponsored by the Gulf Research and Development Company. At that time 
there was great concern about United States petroleum reserves. The German 
army had used synthetic liquid fuels during the Second World War (WW-2); the 
United States had plenty of coal, so why shouldn't we follow suit? Inter­
estingly, the first attempts at synthesis of hydrocarbons had been made at 
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BASF in 1912 with modest (patentable) success. It was an obvious variation 
to substitute CO for N2 in the existing pressure flow ammonia synthesis reac­
tors. An interesting story exists leading up to the commercial development 
in 1938, based on the work of Franz Fischer and Hans Tropsch, but it will suf­
fice to say here that the ,situation in 1945 was analogous to that concerning 
the NH3 synthesis in 1926 (except for the much more complicated product dis­
tribution, which was not known in any detail). 

Emmett approached this new challenge in much the same way that had been so 
successful for the NH3 synthesis. He examined the thermodynamics of the carbide 
phases which form concomitantly with synthesis and showed that they could not 
be intermediates. Then, with the evolution of ideas of chain growth, he saw 
the opportunity to add radioactive compounds into the synthesis. If any of 
these transformed into the same intermediates being formed from CO and H2, 
all products of higher carbon number would have the same radioactivity per 
mole. This was confirmed and mechanistic ideas were developed which helped 
establish our knowledge of chain building. He maintained his interest in ad­
sorption problems of all kinds. The Second World War had created new demands 
for catalysis; catalytic cracking and isomerization to generate aviation gaso­
line, butadiene for synthetic rubber, etc. Emmett became interested in proper­
ties of acid catalysts and in particular how hydrocarbons adsorb, form carbo­
nium ions, and how these transform. He (with MacIver) showed how very small 
chemisorptions could be detected and measured using a radioactive adsorbate. 

I first met Paul Emmett in 1946 and came to work with him in 1951 where I 
was joined several months later by Richard J. Kokes who became my laboratory 
partner for the four years. It was here that we learned about some of Emmett's 
personal attributes. He was an eternal optimist. He foresaw no reason why a 
complicated rack of glassware built to the specifications of Joe Kummer (6'7") 
should cause any difficulties for L~.K. Hall (5'7"). He would read a paper and 
rush into someone's laboratory with an idea for a "simple experiment" which 
should take no more than a day or two. The only problem was, these simple ex­
periments came faster than they could be done. We kept lists and finally 
learned to select the most interesting and promising ones to work on. I re­
member one such idea. Why didn't we make gaseous radioactive formaldehyde and 
introduce it into the Fischer-Tropsch synthesis? We did, but it took two months 
including one 48-hour shift. Emmett was delighted with the results and promptly 
suggested that we now try radioactive ketene. The exhausted students agreed to 
put this one on the back-burner, but Paul never forgot and would occasionally 
ask about the status of this project. We would give him one excuse or an0ther 
-usually reminding him of some of his more recent ideas. We were finally saved 
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when Emmett decided to return to Johns Hopkins, where now George Blyholder got 
the job and managed to get the desired results in something less than two years. 
Dogged determination was another Emmett characteristic. 

Another form of his optimism was exhibited in his approach to people. He 
always gave the other fellow, even the most lax members of his own group, the 
benefit of the doubt. In the nearly 40 years that I knew him, I cannot remem­
ber a single instance when he made a derogatory remark; as a referee, he never 
outright rejected a paper; instead he would sometimes prepare two to three 
pages summarizing changes needed and additional experiments that were required. 
He served as referee for the Journal of Catalysis up until late last fall when 
he finally wrote to me that he no longer felt physically able to do a good job. 

Another personal characteristic was what was called at Mellon, "the boss 
has a bee in his bonnet". These were usually farsighted research opportunities 
and included, as noted above, the use of radioactive tracers to solve mechanis­
tic problems. Paul evidently got this idea while working with Harold Urey on 
the Manhattan Project. He obtained the first scaling unit east of the Missis­
sippi and with Joe Kummer devised unique methods of synthesizing the needed 
radioactive compounds as required, gas handling, and counting. Another was the 
great opportunities afforded by gas phase chromatography to facilitate mechanis­
tic studies in a variety of ways, including the so-called microcatalytic pulse 
technique devised by Kokes, Tobinand Emmett in 1954. Finally, one that involved 
me directly was Paul's curiosity about the new ideas concerning electronic 
factors versus geometric factors in catalysis. These stemmed from the earlier 
work of Schwab (1946) as amplified in papers by Dowden, Volkenstein, and par­
ticularly Otto Beeck, who published results from a remarkable series of ex­
periments in 1950-52 which introduced the concept of percentage d-character as 
a correlating parameter for a series of transition metals. Emmett was anxious 
to pursue these ideas. I remember him coming into my office one day and saying 
"Keith, I can't ask you to abandon your present work if you don't want to, 
but I do think that if you would examine hydrogenation over Cu/Ni alloys and 
find out what is really important, electronic factors or geometric factors, 
it would make a much stronger thesis than one more piece or work on the 
Fischer-Tropsch synthesis." I took his advice and we were able to show that 
the rates of ethylene and benzene hydrogenation were controlled by the fre­
quency factors, not the activation energies as postulated by Dowden. The new 
microcatalytic technique was used in the ethylene work, another first for metal 
catalysts. For this it was necessary to invent a dosing device made of stop­
cocks which has now been replaced by the six way valve. 
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In his final days at Mellon Institute, Emmett completed editing the seven­
volume series of books, "Catalysis", which still serves as a reference source 
for work before 1955. As my thesis advisor, he demanded that I thoroughly re­
view the literature and write up and evaluate the current ideas on electronic 
versus geometric factors in catalysis. I had the satisfaction of learning 
later that this became required reading for some of his students at Johns 
Hopkins where he became Grace Professor of Chemistry in 1955, a position he 
held until 1971. Here his role became more that of an educator, although his 
research interests remained essentially unchanged. Some 15 of his former stu­
dents became university professors and at least as many others rose to posi­
tions of considerable prestige, owing much to their educational experience. 

At Johns Hopkins, Emmett and his students demonstrated the complexity of crack­
ing reaction of paraffins such as cetane. Notable also was the successful chro­

matographic separation of ortho from para H2 as well as the hydrogen isotopes. 
He also demonstrated (with M.J. Phillips) that the Balandin hypothesis failed 
when benzene was hydrogenated over iron catalysts. Much of this research re­
mains unpublished although it may be found in the Johns Hopkins library in the 

form of theses. 
In 1971 Professor Emmett officially retired from Johns Hopkins, but actually 

only moved to a new base of operations at Portland State University where he 
continued research and active participation in professional activities. His 
last paper, on modified porosity of coals, appeared in 1983. He remained ac­
tive in meetings, both National and International. As recently as the summer 
of 1984, he could be found holding discussion groups at the Gordon Conference 
on Catalysis. He, like Professor Schwab, did not fade away; he died, as the 
saying is, "with his boots on!". He will be sorely missed by his friends and 

colleagues. 
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3. Three Decades of Catalysis by Metals 

J.H. Sinfelt 

Corporate Research Science Laboratories, Exxon Research and 
Engineering Company, Annandale, NJ 08801, USA 

This chapter reviews some of the developments in the field of metal catalysis 
during the past three decades, corresponding to the period of time in which 
the author has been actively working in the field. The paper is not intended 
to be a comprehensive review of the whole area. Rather, it concentrates on 
several aspects of metal catalysis which have been of particular interest to 
the author. The topics covered include bifunctional catalysis, the characteri­
zation of dispersed metal catalysts, hydrocarbon reactions on metals, and bi­
metallic catalysts. 

3.1 Bifunctional Catalysis 

Shortly after World War II, a new catalytic process was introduced in the pe­
troleum industry. The process, known as catalytic reforming, employed a catalyst 
containing a small amount of platinum (about 0.5 wt.%) dispersed on alumina 
[3.1-3]. The surface area of the alumina was high, typically about 200 m2/g. 
In the process, a petroleum fraction consisting predominantly of C6 to C10 
saturated hydrocarbons was contacted with the catalyst at temperatures in the 
range of 700-800 K and at pressures of 10-35 atm [3.4,5]. Alkanes and cyclo­
alkanes in the petroleum fraction were converted extensively to aromatic hy­
drocarbons, which impart excellent "anti-knock" properties to gasolines used as 
fuels in internal combustion engines. Another reaction which occurred was the 
isomerization of n-alkanes to branched alkanes. The latter also have improved 
anti-knock properties. 

Platinum on alumina possesses two different types of catalytic functions, 
and is therefore known as a bifunctional catalyst. One function is associated 
with platinum sites, which catalyze hydrogenation and dehydrogenation reactions, 
while the other is associated with acidic sites on the alumina, which readily 
catalyze reactions involving a rearrangement of the carbon skeleton of hydro­
carbon molecules containing carbon-carbon double bonds. The presence of the 
acidic sites is readily demonstrated by the affinity of the alumina surface 
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for such basic molecules as ammonia, trimethylamine, n-butylamine, pyridine, 
and quinoline [3.6,7]. 

The nature of the acidic sites on alumina has been the subject of much 
discussion. The surface is characterized by the presence of hydroxyl groups 
which could conceivably be a source of Bronsted (protonic) acidity. However, 
it has been concluded that the hydroxyl groups do not contribute significantly 
as a source of protonic acid sites [3.8], on the basis that infrared spectra 
obtained after adsorption of ammonia or pyridine on the surface do not exhi­
bit bands due to ammonium or pyridinium ions. However, the surface of alumina 
in a reforming catalyst normally contains chloride ions which can interact 
with the hydroxyl groups to enhance their acidity [3.9]. Since the aluminas 
employed in reforming catalysts are normally heated to high temperatures 
(775-875 K) in their preparation, there are Lewis acid sites present as a 
result of dehydroxylation reactions [3.10]. A Lewis acid is defined as a 
species that can accept a pair of electrons from a base [3.11]. At the sur­
face of dehydroxylated alumina there are incompletely coordinated aluminum 
atoms (i.e., aluminum atoms coordinated to three oxygen atoms instead of 
four) which could serve as electron acceptors. The interaction of these 
aluminum sites with a Lewis base such as ammonia, via bonding involving the 
lone electron pair on the nitrogen atom, is readily visualized. 

For certain types of reactions of importance in catalytic reforming, both 
types of sites are involved in the sequence of steps leading from reactant 
to product. The conversion of methylcyclopentane to benzene, for example, first 
involves a dehydrogenation step on platinum sites yielding methylcyclopentenes 
as intermediates [3.12]. The latter then isomerize to cyclohexene on acidic 
sites. Cyclohexene subsequently returns to platinum sites, where it can either 
be hydrogenated to cyclohexane or dehydrogenated to benzene, the relative 
amounts of these products depending on reaction conditions. Isomerization of 
normal alkanes to branched alkanes involves the same kind of reaction sequence 
in which olefinic intermediates are transported between platinum and acidic 
sites on the catalyst. The mode of transport of the intermediates must be con­
sidered in this type of reaction scheme. A sequence of steps involving trans­
port between platinum and acidic sites via the gas phase gives a good account 
of much experimental data [3.13-17]. 

Kinetic investigations have played an important role in advancing the con­
cept of bifunctional catalysis. The isomerization of n-pentane on a platinum­
alumina catalyst provides a good example [3.15], where the rate measurements 
were made at a temperature of 645 K. The n-pentane was passed over the catalyst 
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in the presence of hydrogen at total pressures ranging from 7.7 to 27.7 atm 
and at hydrogen to n-pentane ratios varying from 1.4 to 18. Over this range 
of conditions the rate was found to be independent of total pressure and to 
increase with increasing n-pentane to hydrogen ratio. 

The kinetic data were interpreted in terms of a mechanism involving n-pen­
tene intermediates: 

- Acid -
nC -5 --;---+- i C-5 Slte 

(3.1a) 

(3.1b) 

(3.1c) 

According to this mechanism the n-pentane dehydrogenates to n-pentenes on 
platinum sites. The n-pentenes are then adsorbed on acid sites, where they 
are isomerized to isopentenes. The latter are then hydrogenated to isopen­
tane on platinum sites, thus completing the reaction. The isomerization step 
on the acid sites has commonly been assumed to involve carbonium ion type 
intermediates. 

At the conditions used, equilibrium is readily established in the dehydro­
genation and hydrogenation steps represented by (3.1a,c). The equilibrium con­
centration (or partial pressure) of n-pentenes in the gas phase is proportional 
to the molar ratio of n-pentane to hydrogen. The rate-limiting step is the 
isomerization of the n-pentenes to isopentenes in (3.1b). Consequently, the 
overall rate of isomerization of n-pentane-is determined by the equilibrium 
partial pressure of n-pentenes in the gas phase, as demonstrated in Fig.3.1 
by the circles. Also shown in the figure is a data point (the square) for the 
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Fig.3.t. Isomerization rate as a function 
of pentene partial pressure at a tempera­
ture of 645 K. The circles are data for 
the rate of isomerization of n-pentane on 
a platinum-on-alumina catalyst. For these 
points the pentene partial pressure rep­
resents the equilibrium value, which is 
determined by the molar ratio of n-penta­
ne to hydrogen in the reactor. The square 
is a datum point for the isomerization 
of 1-pentene on the acidic component of 
the catalyst alone, i.e., on a sample of 
catalyst which contains no platinum. For 
this point, the pentene partial pressure 
is simply the pressure of the 1-pentene 
reactant [3.15] 
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rate of isomerization of 1-pentene over a sample of catalyst containing no 
platinum. For this point the pentene partial pressure is simply the partial 
pressure of the 1-pentene reactant. The point falls close to the line corre­
lating n-pentane isomerization rate with -the equilibrium partial pressure of 
n-pentenes, as one would expect from the foregoing discussion. Whether one 
starts with 1-pentene or 2-pentene in this type of experiment should make little 
difference, since double-bond migration is fast compared to skeletal isomeri­
zation of olefins. 

3.2 Characterization of Dispersed Metals 

In metal catalysts of industrial importance, the metal is generally dispersed 
on a carrier, as in the case of the platinum-on-alumina catalysts used in re­
forming. The metal exists in the form of small metal clusters or crystallites, 
frequently in the size range of 10 - 100 ~. The characterization of the metal 
component of such catalysts has provided a challenge to the catalytic scien­
tist. Much progress in this area has been made as a result of the development 
of reliable methods for the determination of chemisorption isotherms. More 
recently, physical probes such as X-ray absorption spectroscopy and nuclear 
magnetic resonance have greatly extended our capabilities for the investiga­
tion of these catalysts. 

3.2.1 Chemisorption Isotherms 

Chemisorption measurements have shown that freshly prepared platinum-on-alu­
mina reforming catalysts are characterized by extremely high dispersion of 
platinum on the surface of the alumina carrier [3.18,19]. In hydrogen chemi­
sorption studies on such catalysts, the amount of hydrogen taken up is fre­
quently close to one hydrogen atom per atom of platinum. It is a generally 
accepted view that the hydrogen molecule dissociates into atoms during chemi­
sorption on Group VIII metals. Typical data on the chemisorption of hydrogen 
at room temperature on a platinum-on-alumina catalyst [3.20] are shown in 
Fig.3.2. The isotherm labeled A is the original isotherm determined on the 
"bare" catalyst surface. The "bare" surface was prepared by evacuation of the 
adsorption cell at a high temperature (725 K) subsequent to the reduction of 
the catalyst in flowing hydrogen at 775 K. After the catalyst was cooled to 
room temperature in vacuum, it was contacted with hydrogen in the measurement 
of the isotherm. After isotherm A was completed, the adsorption cell was eva­
cuated at room temperature for ten minutes (to approximately 10-6 Torr), and a 
second isotherm labeled B was measured. Isotherm A represents the total chemi-
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Fig.3.2. Typical hydrogen chemisorption data at room temperature on a plati­
num-on-alumina catalyst containing 1 wt.% platinum. A: original isotherm. 
B: second isotherm determined after evacuation of the adsorption cell for 
10 mins (to pressure ~ 10-6 Torr) after completion of A. The difference iso­
therm A-B represents the strongly chemisorbed fraction [3.20] 

sorption. Isotherm B represents the weakly chemisorbed fraction, since it is 
removed by simple evacuation at room temperature. This isotherm includes ad­
sorption on the alumina carrier. The difference isotherm, labeled A-B, is ob­
tained by subtracting isotherm B from isotherm A and is independent of pres­
sure over the range of pressures used in obtaining the isotherm. It represents 
the strongly chemisorbed fraction, i.e., the amount which cannot be removed by 
evacuation at room temperature. The quantity HIM in the right-hand ordinate 
of Figure 3.2 represents the ratio of the number H of hydrogen atoms adsorbed 
to the number M of platinum atoms in the catalyst. If we assume a stoichio­
metry of one hydrogen atom per surface platinum atom in the case of the strong­
ly chemisorbed fraction, the value of HIM determined from the difference iso­
therm A-B corresponds to the ratio of surface platinum atoms to total plati­
num atoms in the catalyst. This ratio is commonly called the metal dispersion, 
which is about 0.9 for the catalyst in Fig.3.2. 

High-resolution electron microscopy studies provide independent evidence 
of the highly dispersed nature of platinum in platinum-alumina reforming ca­
talysts [3.21]. Such studies have shown that the platinum exists as very small 
crystallites or clusters of the order of 10 ~ in size. Platinum clusters of 
this size necessarily have a very large fraction of their atoms present in the 
surface. The fraction would be very close to the value of 0.9 derived from the 
chemisorption data in Fig.3.2. 
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The successful application of chemisorption methods in the characterization 
of platinum-on-alumina reforming catalysts led to their use with other sup­
ported metals, including most of the metals of Group VIII [3.22-24]. This re­
presented a major advance in the characterization of supported-metal catalysts. 
With this capability, the activity of 'such a catalyst can be referred to the 
amount of metal in the surface rather than to the metal content of the cata­
lyst as a whole. Data on the activities of different metal catalysts for a 
given reaction can therefore be compared in a more fundamental manner. 

3.2.2 Application of Extended X-Ray Absorption Fine Structure 

Extended X-ray absorption fine structure (EXAFS) refers to fluctuations in 
absorption coefficient which are commonly observed on the high-energy side of 
an X-ray absorption edge. The fluctuations of interest in EXAFS begin at an 
energy of approximately 30 eV beyond an absorption edge and extend over an ad­
ditional range of 1000-1500 eV. The fine structure is observed in the absorp­
tion of X-rays by all forms of matter other than monatomic gases, and was first 
considered theoretically by Kronig [3.25-27]. The possibilities of EXAFS as a 
tool for investigating the structures of noncrystalline materials, however, 
have been realized only recently, and have emerged as a result of advances in 
methods of data analysis [3.28,29] and experimental techniques, the latter 
being due primarily to the application of high-intensity synchrotron radiation 
as an X-ray source. 

In EXAFS we are concerned with the ejection of an inner core electron from 
an atom as a result of X-ray absorption. The ejected electron (photoelectron) 
is characterized by a wave vector K. given by 

K = (2mE)1/ 2 Ih (3.2) 

where m is the mass of the electron, his Pl anck I s constant I 2lT, and E is the 
kinetic energy of the photoelectron. The energy E is the difference between 
the X-ray energy and a threshold energy associated with the ejection of the 
electron. At the threshold energy, an X-ray absorption spectrum exhibits an 
abrupt change in absorption coefficient, i.e., the absorption edge. A typical 
spectrum [3.30] for bulk platinum at 100 K is shown in Fig.3.3. The data cover 
a wide enough range of energy to include all three of the characteristic L 
absorption edges, LIII , LII , and LI , corresponding, respectively, to ejection 
of photoelectrons from 2P3/2' 2P1/2' and 2s states. At energies higher than 
the threshold value corresponding to a particular absorption edge, we note 
the fluctuations in absorption coefficient which constitute the extended fine 
structure. 
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Fig.3.3. X-ray absorption spectrum 
of bulk platinum at 100 K in the 
region of the L absorption edges 
[3.20,30] 

In the treatment of EXAFS data, the absorption coefficient in the region 
of the EXAFS is divided into two parts. One part is identical to the absorp­
tion coefficient for the free atom. The other part, which depends on the en­
vironment about the absorber atom, is the oscillating part constituting EXAFS. 
Division of the latter part by the former normalizes the EXAFS oscillations, 
which are then represented by the EXAFS function x(K). Details concerning the 
determination of x(K) from experimental EXAFS data are given elsewhere [3.20, 
29]. 

Plots of the function K3. x(K) versus K are shown in the left-hand sections 
of Fig.3.4 for bulk platinum and for two platinum catalysts containing 1 wt.% 
platinum [3.20]. In one catalyst the platinum was dispersed on silica, while 
in the other it was dispersed on alumina. Chemisorption measurements on the 
catalysts indicated platinum dispersions in the range of 0.7 to 0.9. The data 
in Fig.3.4, which were obtained at a temperature of 100 K, are for EXAFS as­
sociated with the LIII absorption edge. Fourier transforms of K3. x(K) are 
shown in the ri.ght-hand sections of the figure. The Fourier transform yields 
a function ~(R), where R is the distance from the absorber atom [3.31,32]. 
Peaks corresponding to neighboring atoms are displaced from true interatomic 
distances because of phase shifts. The feature in the transforms for the cata­
lysts near R=O is an artifact introduced by asymmetry in the EXAFS function, 
which in turn is due to a limitation in ability to extract the background ab­

sorption from the total absorption .. Improvements in the characterization of 
background absorption have largely eliminated this artifact in more recent work. 

The EXAFS fluctuations for the dispersed platinum catalysts are substanti­
ally smaller than those for bulk platinum. Correspondingly, the magnitudes of 
the peaks in the Fourier transforms are also smaller (note that the scales in 
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for bulk platinum and for dispersed platinum catalysts containing 1 wt.% 
platinum [3.20] 

the figures are not the same for the dispersed platinum catalysts and bulk 
platinum). These features are a consequence of a lower average coordination 
number and/or a higher degree of disorder of the platinum atoms in the dis­
persed catalysts. The degree of disorder is characterized by a parameter a, 

which is the root-mean-square deviation of the interatomic distance about the 
equilibrium value. 

From the EXAFS data in Fig.3.4, values of average coordination number, in­
teratomic distance, and disorder parameter a were obtained for the platinum 
clusters in the catalysts. Details of the procedure employed in the analysis 
of the EXAFS data are described in our original paper [3.20]. The average 
number of nearest neighbor atoms about a platinum atom in a cluster is 7 for 
the Pt/A1 203 catalyst and 8 for the Pt/Si02 catalyst. The values are signi­
ficantly lower than the value of 12 for bulk platinum. This result is expec­
ted, since most of the platinum atoms in the clusters are surface atoms with 
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lower coordination numbers than the atoms in the interior of a crystal. Also, 
atoms at corners and edges have lower coordination numbers than the interior 
atoms in surface planes of crystals and become increasingly important as the 
size of a metal crystal decreases. Nearest-neighbor interatomic distances in 
the platinum clusters differ from the value for bulk platinum by less than 
0.02 ~, which is within the estimated uncertainty in the determination of dis­
tances. Although differences in distances are small, the values of the dis­
order parameter a for the platinum clusters are greater than the value for 
bulk platinum by a factor of 1.4 -1.7. 

3.2.3 Application of Nuclear Magnetic Resonance 

In recent years the author has been collaborating with Professor Charles 
Slichter and his students at the University of Illinois in the application 
of nuclear magnetic resonance (NMR) to the characterization of platinum 
catalysts and molecules chemisorbed on the catalysts. A brief discussion is 
given here of some experimental results on 195pt NMR line shapes for a series 
of air-exposed platinum-on-alumina catalysts of widely different platinum 
dispersions [3.33]. The results were obtained using the technique of "spin 
echoes" [3.34]. 
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Fig.3.5. Shapes of NMR absorption lines at 77 K and at a frequency (v ) of 
74 MHz for platinum-on-alumina catalysts of varying platinum dispersi8n 
[3.33] 
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Data are shown in Fig.3.5 for catalysts in which the percentage of surface 
atoms in the platinum clusters or crystallites (i .e., the platinum dispersion) 
varied by an order of magnitude from 4 to 58. In Fig.3.5, each catalyst has 
a designation Pt-X-R, in which X is the platinum dispersion (the letter R sig­
nifies "as received", i.e., air-exposed). The values of platinum dispersion 
were determined from hydrogen chemisorption isotherms. In Fig.3.5 the ordinate 
is the NMR absorption and the abscissa is the ratio of the static field to 
the characteristic NMR frequency [3.33]. The NMR lines are very broad, in 
marked contrast to the very narrow NMR lines observed with liquids. 

For the catalysts with low platinum dispersion (4 to 11 %), there is a 
pronounced peak at HO/ Vo = 1.138 kG/ MHz. The resonance for bulk platinum is 
observed at the same value of HO/ vo' which is 3.4% higher than the value at 
which the resonance is observed for H2PtI 6, the standard reference typical of 
diamagnetic platinum compounds. The large displacement of the resonance for 
the bulk metal from the resonance for the diamagnetic platinum compounds is 
due to polarization of the spins of the conduction electrons in the metal. It 
is known as the Knight shift [3.34]. The peak characteristic of bulk platinum 
is due to atoms in the deep interior of the platinum crystallites. The small 
peak at HO/vO = 1.089 kG/MHz is identified with surface platinum atoms cov­
ered by chemisorbed species, which are present because the catalysts were 
exposed to the air. The position of the peak is in the region characteristic 
of diamagnetic platinum compounds, indicating that the conduction electrons 
of the surface platinum atoms are tied up in chemical bonds. The surface pla­
tinum atoms are therefore not metallic, and do not exhibit a Knight shift. 
The broad structureless region of the NMR line between the bulk and surface 
peaks is attributed to platinum nuclei near the surface, the environments of 
which are sufficiently different to produce a range of Knight shifts. As the 
platinum dispersion increases, the surface peak at 1.089 kG/MHz becomes pro­
gressively larger, while the bulk peak at 1.138 kG/MHz becomes smaller. 

No peak at 1.138 kG/MHz is evident for the catalysts with platinum disper­
sions of 26 to 58%. The catalysts with platinum dispersions of 46 and 58% 
exhibit pronounced surface peaks at 1.089 kG/MHz. The ratio of the area of 
the surface peak to the total area of the NMR line should be equal to the 
ratio of surface atoms to total atoms in the platinum clusters. In general, 
there was fair agreement between the value of this ratio obtained from the 
NMR data and the value obtained from hydrogen chemisorption data. In the de­
termination of the area of the surface peak in cases where only the low-field 
side of the peak was well resolved from the line, the high-field side was 
drawn by assuming the peak was symmetric about 1.089 kG/MHz. 
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When the adsorbed species are removed from the catalysts by a cleaning pro­
cedure involving alternate treatments with flowing hydrogen and oxygen at 
573 K, followed by evacuation, the surface peak disappears from the NMR spec­
trum. The surface platinum atoms are then metallic, since their conduction 
electrons are no longer tied up in chemisorption bonds. The observation of 
the resonance for surface platinum atoms is therefore dependent on the presence 
of adsorbed species with which they form chemical bonds. 

3.3 Hydrocarbon Reactions on Metals 

Metals are catalysts for a variety of reactions of hydrocarbons, including 
hydrogenolysis, hydrogenation, dehydrogenation, and isomerization. During 
the past three decades, our knowledge of these reactions has increased sub­
stantially. Much has been learned about the specificity of metal catalysts 
for these reactions. Significant progress has also been made in determining 
the sensitivity of the reactions to surface structure, and in elucidating 
general mechanistic and kinetic features of the reactions. 

3.3.1 Hydrogenolysis 

Hydrogenolysis reactions of hydrocarbons involve the rupture of carbon-carbon 
bonds and the formation of carbon-hydrogen bonds. The simplest hydrogenolysis 
reaction of a hydrocarbon is the conversion of ethane to methane 

This reaction has been studied in detail over a number of metals [3.22-24, 
35-39]. The reaction may be dissected into two separate steps [3.40-42] 

where the symbol (ads) signifies an adsorbed species. The quantity a is equal 
to (6 - x) / 2. Ethane is first chemisorbed with dissociation of carbon-hydrogen 
bonds, ultimately yielding a hydrogen deficient surface species C2Hx' The lat­
ter then undergoes carbon-carbon scission to yield adsorbed C1 fragments 
(e.g., adsorbed CH or CH 2) which are subsequently hydrogenated to methane. 

A comparison of the catalytic activities for ethane hydrogenolysis of all 
of the metals of Group VIII and of rhenium in Group VIlA is given in Fig.3.6. 
which has three separate fields representing the metals of the first. second, 
and third transition series [3.41,42]. The Group IB metals (copper, silver, 

29 



loB r 
4 10 

4 

8 10 

104 

VIA 

Ni 

~ 

I 

~ , 
Os 

~ Pt 

, 

VilA VillI VIIIZ VIII3 

PERIOOIC GROUP NIII8ER 

\ , , 
~ 

Cu 

, 
" Ag 

, 
'Au 

18 

Fig.3.6. Catalytic activities of 
metals for the hydrogenolysis of 
ethane to methane [3.41,42]. The 
activities were determined at a 
temperature of 478 K and at eth­
ane and hydrogen partial pres­
sures of 0.030 and 0.20 atm., 
respectively 

Ru 

lO·8,--~ ____ --:-=--------:-:~-, 
VlIIl VIII2 VIII, 

PERIODIC GROUP NUMBER 

Fig.3.7. Catalytic activities of 
Group VIII metals for hydrogeno­
lysis of n-heptane [3.41,44,45]. 
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mole ratio = 511) 

gold), for which precise data are not available, are much less active than the 
least-active Group VIII metals. The most complete data are available for the 
metals of the third transition series, in which the hydrogenolysis activity 
attains a maximum value at osmium. From osmium to platinum, the activity de­
creases by eight orders of magnitude. A similar variation is observed from 
ruthenium to palladium in the second transition series. In the first transi­
tion series, the pattern of variation of hydrogenolysis activity is different, 
the maximum activity being found in the third rather than the first subgroup 
within Group VIII. This difference in detail is somewhat analogous to known 
chemical differences between elements of the first transition series on the 
one hand, and the corresponding elements of the second and third transition 
series on the other [3.43]. 
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The pattern of variation of catalytic activity of the metals of the second 
and third transition series for the hydrogenolysis of ethane is also observed 
in n-heptane hydrogenolysis [3.41,44,45], as shown in Fig.3.7. The products 
of the hydrogenolysis reaction of n-heptane are C1-C6 alkanes, the relative 
amounts of which depend on the metal. Absolute rates of hydrogenolysis are 
approximately two to three orders of magnitude higher for n-heptane than for 
ethane [3.44]. 

The specific activity of a metal catalyst for the hydrogenolysis of an al­
kane or cycloalkane depends in general on the state of dispersion of the me­
tal, i.e., the catalytic activity per surface metal atom is different for a 
large metal crystal from that for a very small metal crystallite or cluster. 
Data illustrating this point are shown in Fig.3.8 for the hydrogenolysis of 
cyclohexane over a series of ruthenium catalysts varying in dispersion by two 
orders of magnitude [3.46]. As indicated earlier, dispersion is defined as the 
ratio of surface atoms to total atoms in the metal crystallites, and is de­
termined from chemisorption measurements. The products of the cyclohexane hy­
drogenolysis reaction are alkanes with fewer carbon atoms, predominantly 
methane. The rate of hydrogeno]ysis decreases with increasing dispersion, 
declining by about one order of magnitude as the dispersion increases by two 
orders of magnitude. 

In the interpretation of data on the hydrogenolysis activities of metals, 
it has commonly been hypothesized that the chemisorbed hydrocarbon intermedi­
ate forms a number of bonds with the metal surface and that a surface site 
consisting of a single active metal atom is not adequate [3.47,48]. Finding 
a s-uitable array of surface atoms to accommodate such a chemisorbed interme­
diate presents no difficulty on a large metal crystal where most of the sur-
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face atoms are present in the faces of the crystal. On very small crystallites, 
however, a large fraction of the surface atoms exists at edges and corners. 
If the required array comprises a large number of metal atoms, the probability 
of finding such an array in the surface may be substantially lower than on 
large crystals. If such an array of active metal atoms is required for hydro­
genolysis, one might expect the specific hydrogenolysis activity of highly 
dispersed metal clusters to be lower than that of large crystals, as observed 
for ruthenium. One would also expect that atoms of an inactive second element 
dispersed on top of the surface, or within the surface layer, would greatly 
decrease the availability of the required arrays and hence decrease hydrogeno­
lysis activity strikingly. As will be seen, this expectation is indeed borne 
out in hydrogenolysis studies on bimetallic catalysts. 

3.3.2 Hydrogenation and Dehydrogenation 

In comparison with alkane hydrogenolysis reactions, hydrogenation and dehydro­
genation reactions of hydrocarbons on metals exhibit a much smaller range of 
variation in rate (per unit surface area or per surface atom) from one metal 
to another. They also exhibit much smaller effects of the degree of metal 
dispersion on the rate per surface atom. Thus, while rates of ethane hydro­
genolysis vary by about eight orders of magnitude among the Group VIII metals 
[3.41,42], rates of hydrogenation of benzene to cyclohexane and of ethylene 
to ethane vary by about two and three orders of magnitude, respectively [3.49]. 
For cyclohexane dehydrogenation to benzene, the available data indicate a si­
milar lower range of variation of rates among the metals [3.47,50-53]. More­
over, rates of benzene hydrogenation and cyclohexane dehydrogenation per sur­
face metal atom are essentially unchanged when metal dispersion is varied by 
an order of magnitude [3.53-56]. As a consequence of the small effect of me­
tal dispersion on rates for these reactions, they have been characterized as 
structure-insensitive, the terminology having been introduced by Boudart[3.57]. 

In the case of reactions which have been identified as structure-insensitive, 
the view is commonly held that the surface site need not consist of a large 
array of active metal atoms. Perhaps a single metal atom is adequate [3.58]. 
If this view is correct, incorporating atoms of an inactive second component 
within or on the surface of the active metal should have a substantially 
smaller effect in decreasing the number of sites capable of catalyzing the 
reactions than in the case of reactions in which the required sites consist of 
large arrays of active metal atoms. Thus, the effects for hydrogenation and 
dehydrogenation reactions should be very different from those for hydrogeno­
lysis. 
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3.3.3 Isomerization 

As discussed earlier, isomerization reactions of alkanes and cycloalkanes 
occur very readily on bifunctional catalysts containing both metal and acidic 
components. However, the reactions can also occur on certain metals, notably 
platinum, in the absence of a separate acidic component in the catalyst [3.44, 
59,60J. While it has been shown that a purely metal-catalyzed isomerization 
process can occur, the findings do not challenge the commonly accepted mode of 
action of bifunctional reforming catalysts in which separate metal and acidic 
sites parti ci pate in the reacti on. The data avail ab 1 e for conditi ons commonly 
used with commercial reforming catalysts indicate that a purely metal catalyzed 
process does not contribute appreciably to the overall isomerization reaction 
on a bifunctional catalyst. Nevertheless, the metal-catalyzed isomerization 
reaction is of interest from the point of view of understanding the nature of 
hydrocarbon transformations on metal surfaces [3.5J. 

In studies of the conversion of n-hexane on platinum metal films of vari­
able thickness, including ultra-thin films consisting of microcrystallites 
with sizes of 20 ~ or less, it has been reported that the conversion to iso­
merization products (2-methylpentane and 3-methylpentane) relative to hydro­
genolysis products (C1 - C5 alkanes) is very much higher on the ultra-thin films 
than on thick films [3.61J. On the basis of these results, it was concluded 
that the isomerization reaction could occur on sites consisting of single me­
tal atoms, such as the corner atoms of a crystal. The fraction of metal atoms 
present at corners is much higher in the microcrystallites constituting the 
ultra-thin films than in the thick films not characterized by this type of 
microstructure. The improved selectivity to isomerization in the case of the 
ultra-thin films then results because hydrogenolysis requires a site consisting 
of a large array of active metal atoms of the type present in the face of a 
crystal. As a consequence of this conclusion, one might expect, as in hydro­
genation and dehydrogenation reactions, that selectivity to isomerization on 
an active Group VIII metal surface would be enhanced by the random incorpora­
tion of atoms of an inactive second component at the surface (either within, 
or on top of, the surface layer). 

3.4 Bimetallic Catalysts 

Bimetallic catalysts have played an important role in the field of heterogene­
ous catalysis. They have been utilized extensively for fundamental investiga­

tions and have had a major technological impact, especially in the petroleum 
industry [3.62J. 
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3.4.1 Metal Alloys as Catalysts 

One of the early interests in metal alloys as catalysts was using them to 
study the "electronic factor" in catalysis by metals [3.63-65]. The original 
ideas were based on the electronic structure of a metal crystal as a whole 
rather than on the localized electronic structures of individual surface 
atoms. As experimental data on chemisorption and catalysis on alloys have 
accumulated, however, it has become increasingly clear that localized pro­
perties of surface atoms are very important. In the case of a Ni-Cu alloy, 
for example, the atoms of the two metals retain their inherent chemical dif­
ferences, although bonding properties of the atoms are probably altered to 
some degree. The electronic factor in catalysis by alloys is currently being 
pursued from this point of view. 

A complicating feature in catalytic studies on metal alloys is the possi­
bil ity of a difference between surface and bul k compos iti ons. Evi dence for 
such a difference in the case of Nt-Cu alloys is based on the observation 

that strong H2 chemisorption does not occur on copper. The addition of only 
a few percent of copper to nickel decreases the amount of strongly chemisorbed 
H2 severalfold (Fig.3.9), an indication that the concentration of copper in 
the surface is much greater than in the bulk [3.47]. Similar results have been 
obtained by several different groups of investigators [3.66,67], and the 
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findings are consistent with the results of studies of surface composition 
by Auger spectroscopy [3.68]. An important factor in determining surface com­
position is the nature of the gas in contact with the surface of an alloy. 
Thus, for Ni-Au alloys, gold concentrates in the surface in an inert atmos­
phere, whereas nickel is the predominant surface component in the presence 
of 02 [3.69]. If the interaction of a gas with one of the components is suf­
ficiently strong and selective, the surface tends to be enriched in that par­
ticular component. 

The emphasis in early studies on alloy catalysts was on the activity for a 
particular reaction, often a simple hydrogenation reaction of an unsaturated 
hydrocarbon. The possibility that the effect of alloying depends on the type 
of reaction was considered later [3.47,50,70]. A striking example of speci­
ficity with regard to the type of reaction is provided by work on Ni-Cu alloy 
catalysts in which two different reactions were investigated, the hydrogeno­
lysis of ethane to methane and the dehydrogenation of cyclohexane to benzene. 
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The latter type of reaction is important in the production of gasoline com­
ponents in the petroleum industry [3.4,5]. The effect of copper on the cata­
lytic activity of nickel for cyclohexane dehydrogenation is very different 
from that found for ethane hydrogenolysis [3.47], as shown by the data on a 
series of Ni-Cu alloys in Fig.3.10. In the case of ethane hydrogenolysis, 
adding only 5 atom % Cu to Ni decreases the catalytic activity by three orders 
of magnitude. With further addition of copper, the activity continues to de­
crease. However, the activity of nickel for the dehydrogenation of cyclohexane 
is affected very little over a wide range of Ni-Cu alloy composition and 
actually increases on the addition of the first increments of copper to 
nickel. Only as the catalyst composition approaches pure copper is a marked 
decline in activity for this reaction observed. 

In interpreting the ethane hydrogenolysis data, we recall the hypothesis 
that the reaction proceeds via a hydrogen-deficient surface intermediate, 
C2Hx' which is bonded to more than one metal atom in the surface. Such an in­
termediate would require sites comprising arrays or "multiplets" of adjacent 
active metal atoms. (The term multiplet is taken from the work of BaZandin 

[3.71]). If the active metal atoms are diluted with inactive metal atoms in the 
surface, the concentration of active multiplets will decline sharply. For the 
Ni-Cu alloy system, in which the inactive Cu atoms concentrate strongly in the 
surface, the addition of only a few percent of copper to nickel will result in 
a markedly lower concentration of multiplet Ni atom sites. Although such a 
geometric argument can account for a large inhibiting effect of copper on the 
hydrogenolysis activity of nickel, it is difficult to dismiss the possibility 
that electronic interaction between copper and nickel may also affect the ca­
talysis. In view of the low ability of copper relative to nickel to chemisorb 
a variety of hydrocarbons, one might reasonably expect that the addition of 
copper to nickel in an alloy would decrease the strength of adsorption of hy­
drocarbon species on the surface. In ethane hydrogenolysis, the strength of 
bonding between the two carbon atoms in the chemisorbed intermediate might be 
expected to vary in an inverse manner with the strength of bonding of the 
carbon atoms to the metal. One would then conclude that rupture of the C-C 
bond would be inhibited by a decrease in the strength of adsorption accom­
panying the addition of copper to nickel. If C-C rupture is rate 1imiting, the 
rate of hydrogenolysis should then decrease. 

The cyclohexane dehydrogenation reaction may not require a site consisting 
of a multiplet of active Ni atoms. Although this lack of a multiplet site re­
quirement would account for the absence of a steep decline in activity as Cu 
is added to Ni, it does not explain why copper-rich alloys have dehydrogenation 
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activities as high or higher than that of pure Ni. However, if the activity 
is controlled by a step whose rate is inversely related to the strength of 
adsorption (for example, desorption of the benzene product), the addition of 
Cu to Ni could increase the activity of a catalytic site and compensate for 
a decrease in the number of such sites. Over the range of composition from 
pure Ni to pure Cu, however, it is likely that the rate-determining step 
changes. For pure Cu, the chemisorption of the cyclohexane itself may be li­
miting. 

3.4.2 Bimetallic Aggregates of Immiscible Components 

The Ni-Cu alloys just discussed were prepared under conditions of complete 
miscibility of the two components. At this point it is pertinent to consider 
a system such as Ru-Cu, the components of which are essentially completely 
immiscible in the bulk. The crystal structures of the two metals are different, 
ruthenium having a hexagonal close-packed structure and copper a face-centered 
cubic structure. Although the Ru-Cu system can hardly be considered as an 
alloy-forming system, bimetallic Ru-Cu aggregates can be prepared which are 
similar to alloys such as Ni-Cu in their catalytic behavior. In such aggre­
gates, the copper tends to cover the surface of ruthenium [3.52,58]. Evidence 
for this structure comes from studies of hydrogen chemisorption capacity and 
ethane hydrogenolysis activity, both of which are markedly suppressed when 
even small amounts of copper are present with the ruthenium. The interaction 
between the two components may be considered analogous to that which would 
exist in the chemisorption of copper on ruthenium. The behavior of the Ru-Cu 
system for ethane hydrogenolysis is similar to that observed for Ni-Cu. In 
cyclohexane dehydrogenation to benzene, the two systems also behave similarly, 
in that copper has only a small effect on dehydrogenation activity. However, 
pure ruthenium exhibits extensive hydrogenolysis of cyclohexane to alkanes of 
lower carbon number (mostly methane) in addition to dehydrogenation to benzene. 
Addition of copper to ruthenium suppresses hydrogenolysis strongly relative to 
dehydrogenation, so that a marked increase in the selectivity to benzene is 
observed. The chemisorbed intermediates are probably different in the dehydro­
genation and hydrogenolysis reactions. As in the case of ethane hydrogenolysis, 
the intermediate in cyclohexane hydrogenolysis is probably a hydrogen-deficient 
surface residue which forms bonds with more than one surface metal atom. 

In general, the addition of a Group IB metal to a Group VIII metal decreases 
hydrogenolysis activity markedly but has a much smaller effect on other reactions 
such as dehydrogenation, hydrogenation, and isomerization of hydrocarbons 
[3.47,50-52,70,72]. Selectivity is therefore an important aspect of hydrocar-
bon conversion on bimetallic catalysts of this type. 
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3.4.3 Bimetallic Clusters 

For industrial application of bimetallic catalysts, large metal surface areas 
are desirable. A good way to obtain a large area is to disperse the metal on 
a carrier such as silica or alumina [3.51,58,62]. One can prepare highly dis­
persed bimetallic clusters by impregnating a carrier with an aqueous solution 
of salts of the two metals of interest. The material is dried and then brought 
in contact with a stream of H2 at an elevated temperature to reduce the metal 
salts. This procedure results in the formation of bimetallic clusters even for 
cases in which the individual metal components exhibit very low miscibility 
in the bulk [3.51,58,62]. Examples of such metal clusters which have been in­
vestigated are Ru-Cu and Os-Cu supported on silica, in which the metal clusters 
cover about 1% of the surface of the silica. The metal dispersion, expressed 
as the percentage of metal atoms present in the surface, is in the range of 
50 - 100% in these sys tems . 

As copper is incorporated with ruthenium or osmium in bimetallic clusters, 
the selectivity for conversion of cyclohexane to benzene is improved greatly 
(Fig.3.11); hydrogenolysis to alkanes is inhibited markedly, whereas dehydro­
genation to benzene is relatively unaffected [3.51,73]. The behavior is simi­
lar to that described for unsupported Ru-Cu aggregates and therefore provides 
clear evidence for the interaction between copper and the Group VIII metal on 
the carrier. 

From the studies on Ru-Cu and Os-Cu catalysts employing chemical probes, 
we conclude that the copper is present on the surface of the ruthenium or OS-
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mium. If we consider Ru-Cu aggregates in which copper covers a specified 
fraction of the ruthenium surface, we note that the atomic ratio of copper 
to ruthenium required for this degree of coverage will increase with decreas­
ing aggregate size. According to this view of the Ru-Cu system, the atomic 
ratio of copper to ruthenium required to achieve a given extent of inhibition 
of hydrogenolysis activity will be much higher for highly dispersed Ru-Cu 
clusters than for large aggregates. This is indeed found to be the case [3.52], 
as shown in Fig.3.12. The ratio of surface metal atoms to total metal atoms 
in the bimetallic entities is of the order of 0.01 for the large Ru-Cu aggre­
gates and of the order of 0.5 for the highly dispersed clusters. For the 
clusters a thousand fold decrease in hydrogenolysis activity is obtained for 
a copper to ruthenium atomic ratio equal to one. With the large aggregates, 
however, the same inhibiting effect is observed for a fifty fold lower ratio 
of copper to ruthenium. Similar effects are observed in hydrogen chemisorption 
studies, in which a given degree of inhibition of hydrogen chemisorption re­
quires a much higher atomic ratio of copper to ruthenium in the highly dis­
persed clusters than in the large aggregates [3.52]. These studies employing 
ethane hydrogenolysis and hydrogen chemisorption as chemical probes provide 
excellent support for the view that the copper is present on the surface of 
the ruthenium. 

When the initial research on bimetallic clusters such as Ru-Cu and Os-Cu 
was conducted, the characterization of the clusters was limited to methods 
involving chemical probes because of the difficulty of obtaining information 
with physical probes. However, the situation changed decidedly when it became 
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Fig.l.ll. Normalized EXAFS data at 100 K 
(Cu K absorption edge), with associated 
Fourier transforms and inverse transforms. 
for silica-supported Cu and Ru-Cu cata­
lysts [3.74] 

Fig.l.14. Interaction between Ru and Cu 
dispersed on silica, as illustrated by 
the marked difference in the EXAFS en­
velope functions derived from EXAFS da­
ta associated with the K-absorption ed­
ge of Cu for silica-supported Cu and 
Ru-Cu catalysts [3.74] 

evident that X-ray absorption spectroscopy provided an effective probe for in­
vestigating the structures of catalysts. Results of EXAFS studies on Ru-Cu 
and Os-Cu bimetallic clusters have provided strong evidence in support of the 
conclusions about structure derived from the studies with chemical probes. 

Plots of normalized EXAFS data at 100 K, with associated Fourier transforms 
and inverse transforms, are given in Fig.3.13 for silica-supported Cu and 
Ru-Cu catalysts. the former containing 0.63 wt.% Cu and the latter 1.0 wt.% Ru, 
0.63 wt.% Cu [3.74]. The EXAFS data are for the extended fine structure be­
yond the K absorption edge of copper. The inverse transforms were taken over 
a range of distances chosen to isolate the contribution to EXAFS arising from 
nearest-neighbor metal atoms, as signified by the subscr.ipt 1 in x1(K). An 
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envelope function obtained from the maxima in KOXl(K) provides a good illus­
tration of the interaction between ruthenium and copper in the Ru-Cu catalyst 
[3.74], as shown in Fig.3.14. The EXAFS envelope function for the Ru-Cu ca­
talyst is compared with that for the copper reference catalyst. The marked 
difference in the envelope function shows the effect of the ruthenium on 
the EXAFS observed in the X-ray absorption spectrum of the copper as a con­
sequence of the copper atoms having nearest-neighbor atoms consisting of 
both ruthenium and copper instead of copper alone. The data of Fig.3.14 pro­
vide clear evidence for the existence of bimetallic clusters of ruthenium and 
copper in the Ru-Cu catalyst. A quantitative analysis of the data on the Ru-Cu 
clusters, which have an average diameter of about 30 ~ [3.75], indicates that 
the copper atoms in the clusters have nearest neighbors which are about equally 
distributed among copper and ruthenium atoms. By contrast, Ru EXAFS data on 
the catalyst indicate that the ruthenium atoms are coordinated largely to 
other ruthenium atoms. These results are in excellent agreement with a model 
of a Ru-Cu cluster consisting of a central core of ruthenium atoms with cop­
per on the surface. Results of EXAFS studies on Os-Cu clusters [3.76] provide 
a similar conclusion to that derived for Ru-Cu clusters. 

The quantitative analysis of EXAFS data on bimetallic cluster catalysts has 
been described in detail in our original papers [3.74,76]. In the studies which 
have been made, our analysis has been limited to consideration of contributions 
of nearest-neighbor atoms to EXAFS. In Fig.3.15, the EXAFS fluctuations re­
presented by the solid line in all three fields of the figure are due to con­
tributions from nearest-neighbor backscattering atoms for a silica-supported 
Os-Cu catalyst [3.76]. The solid line was derived from experiment by inverting 
a Fourier transform of EXAFS data associated with the LIII absorption edge of 
osmium over a range of distances chosen to include only backscattering contri­
butions from nearest-neighbor atoms. The points in the upper field (labeled A) 
of the figure represent values of an EXAFS function calculated using parameters 
for the Os-Cu clusters obtained from the data by an iterative least-squares 
fitting procedure. The quality of fit of the points to the line in A is seen 
to be excellent, except at very low K values. The fits can be improved at the 
very low K values by modification of the details of the phase shift functions, 
but there is very little effect of such a modification on the values of the 
structural parameters obtained. In Band C of Fig.3.15 the points represent 
the separate contributions of nearest-neighbor copper and osmium backscattering 

atoms, respectively, to the osmium EXAFS for the Os-Cu catalyst. 
In addition to the information which can be obtained from the EXAFS asso­

ciated with an X-ray absorption edge, valuable information can be obtained 
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from an analysis of the structure of the edge itself. From a study of LIII 
or LII absorption threshold resonances, one can obtain information on elec­
tronic transitions from a core level, 2P3/2 or 2Pl/2' respectively, to vacant 
d states of the absorbing atom [3.77,78]. The electronic transitions are sen­
sitive to the chemical environment of the absorbing atom [3.79]. In the case 
of silica-supported Os-Cu catalysts, we find that the magnitude of the ab­
sorption threshold resonance associated with the osmium atom is decreased by 
the presence of the copper. This effect is illustrated in Fig.3.16 for the 
LIII absorption edge of osmium. The absorption coefficient ~N is a normalized 
absorption coefficient determined by a procedure described in our paper on 
X-ray absorption threshold resonances [3.79]. In the upper half of Fig.3.16, 
the left-hand section compares the resonance for a silica-supported osmium 
catalyst containing 1 wt.% Os with that for pure metallic osmium. The magni­
tude of the resonance is higher for the osmium dispersed on the support, the 
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extent of increase being indicated by the difference spectrum in the lower 
left-hand section of the figure. This effect is similar to the results we have 
reported for iridium and platinum dispersed on an alumina support [3.79]. In 
the upper right-hand section of Fig.3.16, the magnitude of the resonance for a 
silica-supported Os-Cu catalyst containing 1 wt.% Os and 0.33 wt.% Cu (1:1 
atomic ratio of copper to osmium) is compared with that for pure metallic os­
mium. The magnitude of the resonance for the osmium in the supported Os-Cu 
clusters is again higher than that for the pure metallic osmium, the extent 
of increase.~being indicated again by the difference spectrum in the lower right­
hand section of the figure. However, the increase in this case is about 30% 
lower than is observed when the supported osmium alone is compared with pure 
metallic osmium, i.e., the area under the difference spectral line in the lower 
right-hand section is about 30% smaller than the area under the corresponding 
spectral line in the lower left-hand section of the figure. 

In the case of the catalyst containing osmium alone on silica, the osmium 
clusters behave as if they are more electron deficient than pure metallic os­
mium; i.e., there appear to be more unfilled d states to accommodate the elec­
tron transitions from the 2P3/2 core level of the absorbing atom. In the silica­
supported Os-Cu clusters, however, the osmium atoms appear to be less electron 
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deficient than they are in the pure osmium clusters dispersed on silica. The 
presence of the copper thus appears to have the effect of decreasing the number 
of unfilled d states associated with the osmium atoms. 

Up to this point the discussion of bimetallic clusters has been concerned 
with comoinations of a Group VIII metal and a Group IB metal. Another type 
of bimetallic cluster of interest is a combination of atoms of two Group VIII 
metals, e.g., Pt-Ir [3.80-82]. Dispersed Pt-Ir clusters can be prepared by 
contacting a carrier such as silica or alumina with an aqueous solution of 
chloroplatinic and chloroiridic acids. After the impregnated carrier is dried 
and possibly heated to 525-575 K, it is exposed to. flowing hydrogen at a tem­
perature of 575-775 K. The resulting material contains Pt-Ir clusters dis­
persed on the carrier. 
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Fig.3.ll. An X-ray absorption 
spectrum at 100 K in the region 
of the L absorption edges of 
iridium and platinum for a cata­
lyst containing Pt-Ir clusters 
[3.83] 

An X-ray absorpti on spectrum at 100. K showi ng the L absorpti on edges of 
iridium and platinum [3.83] is given in Fig.3.l7 for a catalyst containing 
bimetallic clusters of platinum and iridium. The data were obtained over a 
wide enough range of energies of the X-ray photons to include all of the L 
absorption edges of iridium and platinum. Since the extended fine structure 

associated with the LIII edge of iridium is observable to energies of 1200-
1300 eV beyond the edge, there is overlap of the EXAFS associated with the 
LIII edges of iridium and platinum in the case of a catalyst containing both 
of these elements. Separating the iridium EXAFS from the platinum EXAFS in 
the region of overlap is therefore necessary in the analysis of the data. De­
tails of the analysis are presented in [3.83]. We will be concerned only with 
the results of the analysis here. Briefly, the results on interatomic distances 
indicate that the average composition of the first coordination shell of atoms 
(nearest neighbors) surrounding a platinum atom is different from that sur­
rounding an iridium atom. The catalyst appears to exhibit platinum-rich and 
iridium-rich regions. 
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One might visualize a distribution of metal clusters with different compo­
sitions, some of which are platinum-rich and others of which are iridium-rich. 
Both the platinum-rich and iridium-rich clusters would contain substantial 
amounts of the minor component on the basis of the distances derived from the 
EXAFS data. Alternatively, one can visualize platinum-rich and iridium-rich 
regions within a given metal cluster. This possibility seems reasonable on the 
basis of surface energy considerations. According to this view, the platinum 
rich region would be present at the surface since platinum would be expected 
to have a lower surface energy than iridium. In support of this expectation, 
recent work on Pt-Ir films indicates that platinum concentrates in the surface 
[3.84]. 

When the ratio of surface atoms to total atoms is equal to 0.5 for clusters 
containing 50% each of platinum and iridium, one can visualize a situation in 
which essentially all of the platinum is present in the surface and all the 
iridium in the interior. There would then be a close resemblance to the Ru-Cu 
clusters we considered earlier. When the ratio of surface atoms to total atoms 
approaches unity, the notion of complete or nearly complete segregation of the 
platinum in a surface layer and of iridium in a central core cannot be accommo­
dated if the clusters are spherically symmetrical. The notion can, however, 
be accommodated without difficulty if the clusters have a two-dimensional, 
"raft-like" shape rather than a spherical shape. One can then visualize a cen­
tral iridium-rich raft with platinum atoms around the perimeter. In very highly 
dispersed catalysts of the type visualized here, the effect of the platinum on 
the catalytic properties of the iridium, and vice versa, would presumably be a 
consequence of the interaction between the two components at the boundary. 

Catalysts containing Pt-Ir clusters dispersed on alumina are of interest in 
the reforming of petroleum fractions for production of high octane number gaso­
line components. They are more active and exhibit much better activity mainten­
ance than the platinum-alumina catalysts originally used in reforming [3.5,62, 
80,85,86]. In parallel with the development of Pt-Ir catalysts in the Exxon 
laboratories, another reforming catalyst containing platinum and rhenium (a 
Group VIlA metal) was under development in the laboratories of the Chevron 
Corporation. During the 1970s, Pt-Ir and Pt-Re catalysts were introduced widely 
in catalytic reformers. The use of these catalysts was a key factor in making 
unleaded gasoline feasible. 

3.5 Summary 

During the past three decades, significant advances of a fundamental nature 
have been made in the area of metal catalysis, both in the characterization 
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of catalysts and in the elucidation of important features of the reactions 
which occur on metals. The fundamental advances have been accompanied by major 
technological advances, as in the widespread application of bimetallic cata­
lysts in petroleum reforming. On a long-term basis, the outlook for the future 
is excellent. There are many exciting challenges for workers in this area, 
and in the field of catalysis in general. 
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4. Molecular Organometallic Chemistry and Catalysis 
on Metal-Oxide Surfaces 

B.c. Gates 

Center for Catalytic Science and Technology, Department of Chemical 
Engineering, Vniversity of Delaware, Newark, DE 19716, USA 

The supported metals used widely in catalysis are aggregates or crystallites 
of various sizes, shapes, and compositions dispersed on stable large-surface­
area metal oxides such as y-A1 203. Much has been learned about the structures 
of the metals in these materials from .characterization techniques such as high­
resolution electron microscopy (Chap.15) and extended X-ray absorption fine 
structure (EXAFS) [4.1], and a strong foundation of quantitative catalytic re­
action kinetics has been laid down [4.2], but there is still a gaping void in 
our understanding of how catalyst structure at the atomic and molecular level 
is related to performance. Progress has been made in filling this void from 
the foundation of molecular surface science of single metal crystals with simple 
adsorbates; these have yielded to structural determination by high-vacuum tech­
niques such as low-energy electron diffraction (LEED), ultraviolet photoelec­
tron spectroscopy (UPS), and high-resolution electron energy-loss spectroscopy 
(HREELS), and have been investigated as catalysts at high pressures in the 
same apparatus [4.3]. 

The work summarized in this chapter represents a new approach to the eluci­
dation of the structure and reactivity of supported metal catalysts. The sup­
ported-metal species described here are molecular in nature, many having struc­
tures analogous to those of well-known molecular species such as metal carbonyl 
clusters. A great advantage of working with these molecular organometallics is 
associated with their susceptibility to precise characterization by spectro­
scopic techniques such as EXAFS, infrared, and Raman spectroscopies -the spectra 
are interpreted by comparison with those of authentic molecular analogues. It 
is important to recognize, however, that these organometallic surface structures 
require a stabilizing ligand environment for their very existence, and they are 
usually not good models of the bare metal aggregates that may be precursors of 
typical supported-metal catalysts. Further, many of the known surface-bound 
organometallic structures are not very stable, and there are only a few exam­
ples of catalysis involving these materials at high temperatures. 

Progress in understanding the structure and reactivity of molecular oxide­
supported organometallics has been rapid, occurring chiefly in the last few 
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years. The objective of tbis chapter is to summarize the state of this field, 
with emphasis on polynuclear organometallic species (metal clusters) supported 
on large-surface-area metal oxides. Much of the recently developed knowledge 
is derived from the pioneering efforts of the research groups of Basset, Iwa­
sawa, Knozinger, and Ugo and Psaro, among others. The subject of metal clusters 
in catalysis is treated in depth in a recent monograph [4.4], which includes 
the subject matter of this chapter. 

4.1 Synthesis 

The syntheti c routes to we11-defi ned ("mol ecul ar") oxide-bound organometa 11 i cs 
have been inferred from the solution organometallic chemistry of the precursors 
(typically, neutral metal carbonyl clusters) and the surface chemistry of the 
supports. Some of the synthetic routes are analogous to those developed for a 
wide range of mononuclear metal complexes on metal oxides [4.5], involving the 
reaction of an -OH group of the oxide surface with a metal cluster having a 
labile ligand. For example, triosmium clusters have been anchored to y-A1 203 
by the reaction [4.6] 

Other labile ligands in addition to cyclohexadiene can be expected to be use­
ful in such preparations, but there are still only a few examples of such pre­
parations involving metal clusters on surfaces [4.6,7]. 

The most convnonly used synthetic route involves deprotonation of acidic hy­
drido metal clusters by basic surfaces; this method has been used with strongly 
basic supports (e.g., MgO and CaO) and also with y-A1 203 [4.8]. Examples involve 

metal cluster precursors of the family H4M4(CO)12' namely, H40s4(CO)12 [4.9], 
H4Ru4(CO)12 [4.10], and H4RuOs3(CO)12 [4.11]. Evidently, deprotonation of the 
cluster by basic surface groups generates surface -OH groups and surface ion 

pairs, including the anion clusters H3M4(CO)12-' 
Another preparative route is described formally as an exidative addition 

reaction involving a surface -OH group, illustrated here for the reaction of 

OS3(CO)12 with the surface of n-A1203 [4.7]. 
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+ 2 CO 

The stoichiometry of this reaction has been confirmed by measurement of the 
CO evolution [4.7]. Similar reactions evidently occur with y-A1 203 [4.12,13], 
Si02 [4.7.13], and probably Ti02 and ZnO [4.7,13]. 

The surface reactions mentioned above occur simply and cleanly, usually 
at temperatures near 1000 C with the organometallic precursor in a paraffinic 
solution in contact with the support. Alternatively, the volatile organome­
tallic precursor may be transported to the surface through the gas phase. 

Although the above-mentioned reactions occur cleanly, the usual situation 
is different when organometallic compounds are brought in contact with metal­
oxide surfaces: the resulting surface structures are usually complicated mix­
tures, perhaps including complexes of various nuclearities and metal aggre­
gates. Most attempts to form organometallics with unique moleculear structures 
on supports have led to such mixtures. 

4.2 Structure Determination by Physical Methods 

The characterization techniques of greatest value in the determination of 
structures of surface-bound organometallics are closely comparable to those 
used commonly in conventional organometallic chemistry; Table 4.1 is a list 

Table 4.1. Spectroscopic methods used to characterize supported metal clusters 

Spectroscopic ~ethod 

Infrared spectroscopy 
1H and 13C NMR spectroscopy 

EXAFS 
Raman spectroscopy 
UV-visible spectroscopy 
Inelastic electron tunneling 
spectroscopy 

Comparable method used in conventional 
organometallic chemistry 

Infrared spectroscopy 
1H and 13C NMR spectroscopy 

X-ray diffraction crystallography 
Raman spectroscopy 
UV-visible spectroscopy 
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of these techniques. In the following sections, results of the most important 
characterization methods are illustrated and the techniques are briefly eva­
luated. 

4.2.1 Infrared Spectroscopy 

Infrared spectroscopy is the method most easily and widely applied to charac­
terize surface-bound organometallics. For example, spectra in the carbonyl 
stretching region (Fig.4.1) provide a basis for identification of the anion 
H30s4(CO)12- on y-A1 203. The spectrum of the surface species formed by depro­
tonation of the neutral metal carbonyl precursor H40s4(CO)12 is in good agree­
ment with the spectrum of the anion in solution and with the salt incorporating 
this anion deposited directly on the surface [4.9]. Infrared spectra providing 
fingerprints in the carbonyl stretching region have been widely used; this sen­
sitive and easily applied technique is capable of providing characterization 
of ligands other than carbonyls, but there are few reported examples . 
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Fig.4.1. Infrared spectra of samples (A) (prepared from H404(CO)12 and 
y-A1 203' in air, at room temperature, and (B) [(Ph2P)2N]+[H30S4(CO)1~]- in 
CH2CT2 at room temperature [4.9]. Reproduced from JournaZ of Catalysbs with 
permission of Academic Press 
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Fig.4.Z. Laser Raman spectra in the metal-metal stretching and metal-carbon 
bending region of H3Re3(CO)12 + MgO (physical mixture) and H2Re3(CO)i2 ad­
sorbed on MgO 

4.2.2 Laser Raman Spectroscopy 

Laser Raman Spectroscopy provides complementary data, but this vibrational 
spectroscopy is much more difficult to apply successfully because of the lack 
of sensitivity of the technique and the difficulty of obtaining spectra of 
many samples because of fluorescence of the surface and destruction of the 
sample by the incident laser radiation. Raman spectroscopy provides evidence 
of ligands such as CO and of metal-metal and even metal-oxygen bonds. For 
example, the spectra of Fig.4.2 for H2Re3(CO)12- on MgO provide just this 
kind of information [4.14]. There are, however, only a few examples of Raman 
spectra characterizing surface-bound organometallics; progress will be facili­
tated by the availability of more sensitive instruments and cells for proper 
handling of the often air-sensitive samples in appropriate atmospheres. 
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4.2.3 Inelastic Electron Tunneling Spectroscopy 

The third in the set of vibrational spectroscopies that have been used to char­
acterize surface-bound organometallics is inelastic electron tunneling spec­
troscopy. The technique requires the surface of the sample to be coated with 
a conducting layer of a metal such as lead, and the spectra are typically de­
termined at liquid helium temperature so that the tunneling process is rapid; 
the resolution is less than that of infrared and Raman spectroscopies. The 
principal advantage of the method is its high sensitivity; the peaks in the· 
spectrum are especially intense for ~ibrations perpendicular to the surface 
(and parallel to the direction of electron transport); therefore, the spectra 
previde evidence of the orientation of the surface species. 

Results are illustrated for the anion RU6C(CO)1~- on A1 203 (Fig.4.3). The 
CO stretching bands are consistent with those determined by infrared and Ra­
man spectroscopy [4.15]. 

4.2.4 Extended X-Ray Absorption Fine Structure Spectroscopy 

The most powerful method in prospect for determining the structures of surface­
bound organometallics is EXAFS. Spectra of well-characterized standards are 
essential for the proper interpretation of EXAFS data; the most appropriate 
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Fig.4.3. Inelastic electron tunneling spectrum of RU6C(CO)1~- adsorbed on 
A1203 at liquid helium temperature [4.15] 
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standards are the molecular analogues of the surface species themselves, and 
it is best to use structural parameters determined from X-ray crystallography 
as a basis for evaluation of the EXAFS data. 

Tee method has been applied to the y-A1 203-supported triosmium cluster 

Structural parameters characterizing the surface species are summarized in 
Table 4.2 [4.16]; the results constitute a strong confirmation of the struc­
ture of the surface species, which is closely analogous to those of the com­

pounds 

Table 4.2. Characterization of y-A1 203-supported osmium carbonyls by EXAFS 

Sample OS3(CO)12a HOs3(CO)100{Al} 

Os-Os distance [~] 2.88b 2.88c 

Os-Os coordination 
2b number 2c 

C : Os atomic ratio 4 3.35c 

Os-OsuPP°ri 
di stance [ ] 2.12 

Os-Osupport 
0.65 coordination number 

a Reference compound, characterized in the crystalline state 
b Value determined by X-ray crystallography 

Os(CO)x{oA1}3 
(x = 2 or 3) 

2.5 

2.19 

3 

[7.15] 

c Value assumed on the basis of data characterizing the reference compound and the 
surface species (see text) 
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034 Fig.4.4. Structure of ~-HOS3(CO)10(~-OSiEt3). 
The bond lengths are 
[~] 05(1)-05(2), 2.777(1); 05(2)-
05(3), 2.816(1); Os(1)-Os(3), 
2.820(1); Os(l)-O, 2.110(6); Os(2)-
0,2.126(6); O-Si; 1.658(6). The 
bond angles are < Os(1)-Os(2)-Os(3), 
60.54(1)0; < Os(2) -Os(3)-Os(1), 
59.05(1)0; < Os(3)-Os(1)-Os(2), 
60.41(1)0; < Os(1)-0-Os(2), 
81.9(2)0 [4.16] 

023 

where R is H, alkyl, or SiEt3 [4.17] (Fig.4.4). The EXAFS data confirm the sur­
face structure that had been inferred from the infrared spectra [4.7,13], Raman 
spectra [4.18], inelastic electron tunneling spectra [4.19], and the stoichio­
metry ~f the surface synthesis [4.7]. This is regarded as one of the best-de­
fined oxide-bound organometallic structures. 

4.2.5 Ultraviolet-Visible Reflectance Spectroscopy 

The method of UV-visible reflectance spectroscopy offers the advantage of 
ease of application, but it has been of minor value in the characterization 
of surface-bound organometallics. It provides evidence of metal-metal bonds 
[4.20], but since it does not provide highly specific structural information, 
it is best used to complement the other methods referred to here. In a few 
instances, the UV-visible spectrum provides a good fingerprint for identifi­

cation of a surface-bound organometallic; an example (Fig.4.5) is OS10C(CO)2~­
on MgO. Excellent agreement is observed between the spectrum of the [Et4N]+ 
salt deposited on MgO and that of the surface-bound dianion formed on MgO 
during CO hydrogenation [4.211 
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4.2.6 Nuclear Magnetic Resonance (NMR) 

Nuclear magnetic resonance (NMR) spectroscopy has found only little applica­
tion to surface-bound organometallics [4.22-24], but modern high-field in­
struments portend greatly increased attention to this method. Supported mono­
nuclear complexes, e.g., rhodium allyl on Si02 [4.22], have been characterized 
by IH NMR (without magic angle spinning). Changes in the spectrum (Fig.4.6) 
provide evidence of conversion of the allyl ligands into propylene and propane 
as the rhodium (initially in the +3 oxidation state) is reduced at room 
temperature in H2 to the zero-valent state, accompanied by formation of rho­
dium aggregates on the Si02 surface. 
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Fig.4.5. Electronic spectra of (A) sample prepared 
from [H20s(CO)4] and magnesia, (B) used catalyst, and 
(C) [Et4N]2[OslOC(CO)24] adsorbed on magnesia [4.21]. 
Repri nted frOOl JoUPnaZ of the American ChemicaZ So­
ciety with permission of the American Chemical Society 
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Fig.4.6. Three 1H NMR spectra of {Si}-0-Rh(allyl)2 (0.75 wt.% Rh) during reac­
tion with 02: (A) after reaction with flowing 02 for 30 min (760 Torr, 25°C; 
500 coadditions); (B) after reaction with 02 for 48 h (760 Torr, 250 C; 500 
coadditions); (c) subsequent evacuation of sample (1 x 10-3 Torr, 25°C; 2500 
coadditions, intensity multiplied by 2.25 vs. spectra A and B) [4.22]. Reprin­
ted from JoUPnaZ of the American ChermcaZ Society with permission of the 
American Chemical Society 
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The use of 13C NMR spectroscopy with magic angle spinning and cross pola­
rization to characterize organometallics on oxide surfaces has just begun; 
mononuclear molybdenum carbonyl complexes on y-A1 203 were found to have spec­
tra consistent with Mo(CO)x subcarbonyls [4.23], and a mononuclear osmium 
complex on MgO was found to have a spectrum consistent with the structure of 
the anion HOs(CO)4- [4.24]; the latter has been characterized by several other 
techniques, and the surface chemistry is described in Sect.4.3. 

Metal NMR has not yet been reported for supported organometallics, but the 
prospects are excellent. 

4.2.7 Temperature-Programmed Decomposition 

Temperature-programmed decomposition of supported organometallics provides 
quantitative information about the ligands bonded to the surface species. In 
this experiment, the temperature of a sample in an inert carrier gas stream 
is ramped at a known (and usually constant) rate, and the gaseous effluent is 
analyzed to provide a quantitative profile of what has des orbed or formed by 
chemical reaction; often the chemical reactions involve -OH groups of the sur­
face, which may oxidize the metal [4.25]. A variation of this technique in­
volves use of a reactive gas stream such as H2 in place of the inert carrier 
gas, and complementary data are obtained. 

Some authors [4.7] have used static,methods for decomposition of surface­
bound organometallics; whatever the details of the technique, the resu1ts 
provide essential quantitative data determining the ligand environment of sur­
face-bound organometa 11 i cs; such data are a necessary component of any full 
characterization. 

4.2.8 High-Resolution Transmission Electron Microscopy 

Some of the most striking results characterizing metal clusters on supports 
[4.26-28] have been produced by high-resolution transmission electron micro­
scopy. High resolution is illustrated by the micrograph of hexarhodium carbonyl 
clusters on A1 203 (Fig.4.7) [4.28]. Very high resolution may be attained when 
films of the metal oxide support are specially prepared by oxidation of thin 
films of the metal. 

4.2.9 Other Methods and General Points 

Other surface characterization methods of potential value for supported metal 
clusters include electron spin resonance spectroscopy and magnetic suscepti­
bility measurements; Mossbauer spectroscopy, which can be expected to be of 
greatest value for iron-containing samples; and ultraviolet photoelectron 
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Fig.4.7. Electron micrograph of hexarhodium clusters on A1203. Provided by 
courtesy of M. Ichikawa. Also see [4.28] 

spectroscopy and electron energy loss spectroscopy, which ultimately are ex­
pected to offer interesting prospects as the techniques are developed for the 
supported species. The well-defined supported organometallics offer good 
prospects for extending the range of these latter methods. 

In summary, supported metal clusters are among the best-characterized sup­
ported metals and some of the best-characterized molecular species on oxide 
surfaces. These samples have provided opportunities for demonstrating the 
power of a range of surface characterization techniques, including EXAFS, laser 
Raman spectroscopy, inelastic electron tunneling spectroscopy, and high-reso­
lution transmission electron microscopy. The supported clusters are unique in 
having discrete, molecular structures. Many of the surface characterization 
techniques appear to be almost optimally suited to these materials, whereas 
they are difficult to apply incisively to the more traditional supported metals. 
There is a gap to be bridged: as the simple surface structures are perturbed, 
they may be transformed into structures more representative of the conventional, 
widely used, supported metal catalysts; as the changes in structure are fo1-
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lowed with the techniques mentioned above, opportunities will be recognized 
for application of the techniques to the broad class of supported metal cata­
lysts. 

It is emphasized that the surface-science methods of greatest value in 
characterizing the supported molecular organometallics are not the ultra-high­
vacuum techniques that have proved to be so valuable in characterizing surfaces 
of single crystals. The "high-pressure" techniques that are appropriate for 
characterization of the surface-bound organometallics can be used to charac­
terize not only structures but also reactivities. Infrared spectroscopy is the 
method that has been used most successfully with samples in the presence of 
reactive atmospheres (even at several hundred degrees Celsius and pressures of 
tens of atmospheres, as discussed in Sect.4.4). Raman spectroscopy and EXAFS 
can also be used under such conditions. The potential exists for NMR as well, 
but this may be much more difficult when magic angle spining of the sample is 
required. 

4.3 Iteactivi~ 

Reactivities of surface-bound organometallics are not well understood at the 
molecular level. The available data indicate the occurrence of the following 
classes of reactions: (1) breakup of supported metal clusters to give mono­
nuclear surface complexes; (2) the opposite of cluster breakup, namely, con­
densation reactions leading to the formation of surface-bound metal clusters 
and aggregates (or crystallites); and (3) oxidation and reduction processes 
that often accompany these, the reduction processes often leading to the for­
mation of metal aggregates on the oxide surface. 

Some of the most thorough reactivity studies have been carried out with 
the Si02- and y-A1 203-supported triosmium carbonyl clusters mentioned above 
[4.29]. The results of these investigations (Fig.4.8) demonstrate the break-
up of surface-bound clusters as a result of oxidation by surface -OH. groups. 
At temperatures greater than about 100°C, the triosmium clusters break apart, 
giving mononuclear Os2+ carbonyl complexes; several groups have confirmed these 
conlusions [4.7,12,13,16,18,26,27]. The stoichiometry of the surface reac-
tion has been determined from measurement of CO and H2 evolution [4.7]. The 
resulting supported mononuclear complex on y-A1 203, having 2 or 3 carbonyl 
ligands, has been characterized by infrared spectroscopy [4.7,12,13,16,26] 
and EXAFS (Table 4.2) [4.16]. The A1 203-supported sample with the broken-up 
cluster no longer gave Raman evidence of Os-Os bonds, as expected [4.18]. 
The resulting mononuclear complexes on y-A1 203 are quite resistant to reduc-
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tion in H2-temperatures of 300-400°C are required for formation of Os metal, 
present in the form of aggregates [4.7,12,13]. The reactivity of H30s4(CO)12 
on y-A1 203 is very similar to that of the triosmium cluster; at approximately 
the same temperature, the surface-bound clusters in helium break up to give 
the mononuclear carbonyl complexes, as indicated by infrared spectra [4.9]. 

All the known supported-metal clusters are subject to degradation proces­
ses at elevated temperatures. The products are variable and depend on the 
support. For example, breakup of the triosmium carbonyl clusters on Si02 rather 
easily gives aggregates of Os metal, in contrast to the behavior of the 
y-A1 203-supported clusters [4.7]. 

Small y-A1 203-supported aggregates of Os of various sizes have been pre­
pared by the treatment in CO + H2 of osmium carbonyls of nuclearities ranging 
from one to six [4.30]; these aggregates are larger than the precursor clusters 
and are nonuniform in size, as indicated by electron microscopy, but there may 
be some correlation of the initial cluster nuclearity with the final average 
aggregate size [the tetraosmium cluster appears to be exceptional, however, 
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perhaps because of the relatively high stability of the H30s4(CO)12- anion 
initially formed on the y-A1 203]. 

Small iron aggregates on MgO have been prepared from Fe3(CO)12 [4.31], and 
small ruthenium aggregates on y-A1 203 and MgO have also been prepared from 
carbonyl clusters; these aggregates often exist in mixtures with mononuclear 
ruthenium complexes and molecular ruthenium clusters [4.10,32]. 

Bimetallic clusters have also been used to prepare supported catalysts; re­
latively stable molecular clusters have been formed on y-A1 203 [HRuOs3(CO)13 
and H3RuOs3(CO)12-] [4.11], but for the most part, the resulting structures 
have been metal aggregates. In some instances, the aggregates are probably 
alloylike [4.33], and in other instances the metals originally present in the 
cluster segregate, with the formation of aggregates of one metal and separate 
mononuclear complexes of the other. For example, FeOs 3 clusters on Si02 evi­
dently give Fe aggregates and Os(11) complexes [4.34]; RuOs3 clusters on 
y-A1 203 give Ru aggregates and mononuclear Ru and Os complexes [4.35], and 
RhOs 3 clusters on y-A1 203 give Rh aggregates and Os(ll) complexes [4.36]. 
Other examples have been reviewed recently [4.37]. Selectivity data for cata­
lytic hydrogenation of CO suggest that there were intriguing variations in 

the structures formed from RuxOs3_x(CO)12 on y-A1 203 [4.38]; these results re­
main to be explained. 

The reactions described in the preceding paragraphs involving reduction of 
metal and formation of metal-metal bonds are roughly the reverse of the reac­
tions described above as cluster breakup. Occasionally these reduction/aggre­
gation processes have been observed to lead to formation of supported mole­
cular metal clusters rather than structurally indistinct aggregates. 

For example, the Os(11)(CO)2 or Os(II)(CO)3 complexes formed by destruction 
of the above-mentioned surface-bound triosmium carbonyl clusters have been 
partially reconverted into the original supported clusters, as indicated by 
infrared spectra [4.7,39]. More thorough evidence of molecular osmium carbonyl 
cluster formation has been reported for MgO-supported samples initially incor­

porating the anion HOS(CO)4' inferred to be present on the surface in an ion 
pair with the structure [4.21]. 
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Fig.4.9. Infrared spectra (A) unused cata­
lyst incorporating HOs(CO)4- prepared from 
H20S(CO)4 and MgO, (B) sample after use as 
a CO hydrogenation catalyst, and (c) solid 
after extraction, incorporating OSI0C(CO)~4 
[4.21]. Reprinted from JournaZ of the 
American ChemicaZ Society with permission 
of the American Chemical Society 

This was formed by deprotonation of H20s(CO)4 on the basic MgO surface. 
When the sample was heated with a 3: 1 (molar) H2 : CO mixture at 27SoC 

and 10 atm for about 20 h (the catalytic CO hydrogenation reaction took place, 
as described in Sect.4.4),a condensation reaction occurred, giving H30s4(CO)12 
[which was extracted from the surface with (CH3)4NCl in isopropanol]. The 
remaining solid had an infrared spectrum characteristic of OSI0C(CO)2~- (Fig. 
4.9); following the extraction, the solid was red; the UV-visible spectrum of 
the used catalyst (Fig.4.5) confirms the structural inference. The surface 
chemistry of the osmium carbonyls on the basic MgO closely parallels the solu­
tion chemistry of the osmium carbonyls: in the presence of CO and H2, the tetra­
nuclear cluster is relatively stable in solution [4.40], and the synthesis of 
OSI0C(CO)2~- takes place in high yield in the presence of Na (a reducing agent) 
at about 260°C [4.41]. It is inferred that the cluster anions observed on the 
MgO surface are the thermodynamically favored structures in the presence of 
CO + H2. There was no evidence of Os aggregates on this surface; it is clear that 
the combination of ligands (provided by the basic support and the reactive gas 
atmosphere) was crucial to the stabilization of the molecular clusters at high 
temperature. Evidently the osmium carbonyls are sufficiently mobile on the sur­
face for the cluster formation reaction to occur. 

In summary, there have been only a few systematic investigations of the re­
activity of surface-bound clusters. Often the reactions are complex; even when 
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a structurally well-defined cluster can be prepared on a surface, it often 
reacts to give complicated mixtures. The known solution chemistry provides 
the best guide to surface reactivity, but it is imprecise. Understanding of 
surface reactivity is expected to develop most rapidly for clusters with 
stable metal frameworks (such as the osmium carbonyls). Characterization by 
the concerted application of a variety of spectroscopic techniques (plus de­
termination of stoichiometries of reactions involving gain or loss of ligands) 
will lead to the most rapid progress. 

4.4 Catalytic Activity 

There are only a few examples of reactions known to be catalyzed by metal 
clusters in solution [4.42,43], and not .surprisingly there are even fewer 
well-documented examples of catalysis by surface-bound clusters. These examp­
les, cited below, involve reactions of olefins as well as carbon monoxide and 
hydrogen. 

Triosmium clusters bonded to Si02 [4.39] and y-A1 203 [4.44] appear to be 
catalytically active for olefin isomerization at temperatures less than about 
90°C. Infrared spectra of the Si02-supported sample measured during catalysis 
in a flow reactor at atmospheric pressure indicated that the only detectable 
form of the organometallic species was the coordinatively saturated cluster 
HOs3(CO)10-0-{Si}. As flow of but-l-ene was initiated over the sample at 8SoC, 
the catalytic activity slowly increased to a maximum and then remained unchanged. 
Simultaneously, there were small changes in the infrared spectrum in the car­
bonyl region: two new bands indicated the formation of a small amount of a 
cluster of different symmetry, inferred to have been formed by coordination of 
reactants (but-l-ene and/or hydrogen) [4.39]. When CO was introduced into the 
feed stream, the changes in the spectrum were reversed and catalysis stopped. 
The results are consistent with the suggestion that the catalytically active 
species were a small fraction of the surface-bound triosmium clusters, but the 
nature of the coordinatively unsaturated species that presumably formed (e.g., 
by dissociation of CO) remains to be determined. 

Similar results were observed with the y-A1 203-supported cluster HOs3(CO)10-
O-{Al} [4.44]. Catalytic reaction rate data for isomerization of hex-l-ene in 
the presence of H2 are shown in the middle curve of Fig.4.10. The reaction was 
zero order in olefin and in H2 partial pressures. These data also are consis­
tent with catalysis by a small fraction of the supported clusters themselves. 
When the temperature was increased to 1200C, the catalytic activity declined, 
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Fig.4.10. Olefin isomerization activities of catalysts incorporating trios­
mium clusters and ensembles formed by breakup of triosmium clusters on metal 
oxides 

reaching a new steady state in about two hours; during this period, the clus­
ter broke up into the mononuclear Os2+ complexes described above, as shown 
by the infrared spectrum [4.44,45]. Catalytic activity data for the mononuc­
lear complexes are shown in Fig.4.10 (again, the isomerization reaction was 

zero order in the reactant and in H2). The complexes are less active than the 
clusters. This comparison is important in showing that the clusters themselves 
were catalytically active; the possibility that small amounts of cluster de­
gradation products were actually responsible for the activity attributed to 
the clusters can be discounted, since the degradation products are significantly 

less active than the clusters themselves. 
Similar catalytic activity for isomerization of but-1-ene has been observed 

for y-A1 203-supported H30s4(CO)12 [4.9] and H3RuOs 3(CO)12 [4.11]. In each 
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case, infrared spectra of the working catalyst indicated that the coordina­
tively saturated cluster anion was the only detectable organometallic species. 
Extraction of most of the anions from the surface of each catalyst led to a 
marked reduction in the catalytic activity. Treatment of the catalyst at higher 
temperatures (>100oC) led to cluster breakup accompanied by reduction in the 
catalytic activity. Catalysts prepared by deposition of a salt of the anion on 
y-A1 203 had approximately the same activitjes as the sample prepared by de pro­
tonation of the neutral cluster, as described above. 

The Si02-supported triosmium clusters have been reported to be catalysts for 
ethylene hydrogenation in a batch reactor at 70-100oC [4.46]. Infrared spectra 
and chemisorption data indicated that ethylene and hydrogen coordinated to the 
cluster, and structures have been hypothesized for the organometallic surface 
intermediates [4.46]. The reaction orders in ethylene and hydrogen were found 
to be 0 and I, respectively, which are the values expected for metal catalysis. 
One might consider the possibility that small amounts of small Os metal aggre­
gates were formed and were responsible for the catalytic activity. 

There are reports of CO hydrogenation in the presence of oxide-supported 
metal clusters [4.7]. When HOs3(CO)10-0-{Al} was used for CO hydrogenation, 
catalytic conversion to methane and other hydrocarbons was observed at low 
pressures (~1 atm) [4.26]; infrared spectra of a used catalyst [4.26] indicated 
that the clusters had broken up and that Os(II) carbonyl complexes were the 
predominant species. It has been suggested, however, that undetectably small 
amounts of Os metal aggregates were the more likely catalytic species [4.31]. 

When a triosmium carbonyl cluster of undetermined structure supported on 
MgO was introduced into a flow reactor for CO hydrogenation, methane and other 
hydrocarbon products were observed at 300°C and 32 atm [4.47]. Infrared spectra 
of the used catalyst indicated the presence of osmium carbonyl clusters, but 
their structures were undetermined. This result is tantalizing in suggesting 
the possibility of involvement of metal clusters in a catalytic reaction at 
high temperatures. 

In a more thorough investigation of catalysis by MgO-supported osmium car­
bonyls, the initial form of the catalyst incorporated the complex anion 
HOS(CO)4' prepared by surface deprotonation of H20s(CO)4 [4.21]. The catalyst 
was brought up to the operating temperature (275°C) and pressure (10 atm) in 
a flow reactor; the feed was a 3: 1 (molar) H2 : CO mixture. The catalyst was 
active for the Fischer-Tropsch reaction, giving methane and low-molecular­
weight hydrocarbons (the conversion was so low that higher hydrocarbons were 
not detected) (Fig.4.11). The catalyst lost activity during operation (Fig. 
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Fig.4.11. Rates of catalytic hydrogenation of CO in a flow reactor at 275°C 
and 10 atm. The catalyst was initially HOs(CO)4- supported on MgO; the feed 
was a 3:1 (molar) H2:CO mixture [4.21]. Reprinted from Journal of the American 
Chemical Society with permission of the American Chemical Society 

4.11), and analysis of the used catalyst showed that about one-third of the 
initial Os had been lost, possibly as the volatile H20s(CO)4' 

The used catalyst was characterized by UV-visible and infrared spectros­
copy and by extraction with (CH3)4NC1, as mentioned above, the results indi­
cating that the only observable surface organometallic species were the stable 
anions H30s4(CO)i2 and OS10C(CO)~;. Since there was no evidence of as metal 
on the surface, it was suggested that the deactivation of the catalyst was 
associated in part with formation of the decanuclear cluster anion, which might 
be catalytically inactive. 
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More work is needed to clarify these results, but they are bel i eved to be 
important in providing the first evidence of surface-bound molecular clusters 
stabilized at high temperatures and implicated in a catalytic reaction. 

The keys to the stabilization of these clusters are the following: 
(I) The stable metal frameworks provided by strong Os-Os bonds. 
(2) A favorable metal/support combination, the basic MgO stabilizing the 

osmium cluster anions. 
(3) High CO and H2 partial pressures to stabilize the clusters. 
The best prospects for application of supported molecular clusters as cata­

lysts would seem to be those involving clusters with strong metal-metal bonds 
(e.g., Os, Ru, Ir) and basic supports such as MgO and CaO and reactants such 
as CO providing stabilizing ligands. 

4.5 Supported Metals with Simple Structures Derived 
from Supported Organometallics 

Reactions leading to changes in the metal framework structure of a supported 
cluster usually give complex mixtures of surface structures. There appears to 
be an intriguing exception, however, involving the y-A1 203-supported cluster 
HOs3(CO}10-0-{Al}. When heated to about 100-2000 C, this cluster breaks up in­
to mononuclear Os(CO}2{OA1}3 and Os(CO}3{OA1}3 complexes, as described in 
Sect.4.3. It has been suggested [4.26] that the mononuclear complexes were 
present in the form of ensembles, each consisting of three Os ions; charac­
terization by electron microscopy showed uniform scattering centers on the 
y-A1 203 support, all the same size (about 7 ~) (Fig.4.12). The infrared evi­
dence of partial reconstruction of triosmium clusters on SiO? and y-A1 203 
(mentioned in Sect.4.3 suggests that the ensembles were formed on each sup­
port. 

The ensembles appear to be unique among supported metals with respect to 
their uniformity of structure; the ensembles on y-A1 203 have been observed 
to be stable in the high-energy electron beam of the electron microscope 
[4.27], consistent with the strong ionic bonding of the osmium to the oxide 
surface indicated by the EXAFS data (Table 4.2). When the sample was treated 
in hydrogen at 400°C, reduced osmium ensembles of the same size were observed. 
These constitute perhaps the first example of a zero-valent metal supported 
on a metal oxide and having a single size of metal aggregate. These aggre­
gates have not been characterized fully, and their stability has not been 
evaluated. 

These results suggest that uniqijely simple supported metals might be pre­
pared from metal cluster precursors; variation of the metal cluster nucleari-
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Fig.4.12. Electron micrograph of ensembles consisting of three osmium ions 
on y-A1203, obtained by treating the supported triosmium cluster in argon 
at 2000 C [4.27]. Reprinted from Journal of Catalysis with permission of Aca­
demi c Pres s 

ty could allow systematic variation of ensemble (and aggregate) size, and va­
riation of the metal cluster framework composition could allow systematic 
variation of ensemble (and aggregate) composition. The lack of stability im­
plies that these goals may not be achieved easily. 

4.6 Summary 

Supported molecular metal clusters are still a new class of materials, but 
there have been rapid advances in our understanding of their structures, re­
activities, and catalytic activities. The rapid development is a consequence 
of the simplicity of structure of the materials, which allows incisive char­
acterization with a powerful arsenal of techniques, including EXAFS, infrared, 
Raman, NMR, and other spectroscopies that can be interpreted on the basis 
of data obtained from true molecular analogues. A primary limitation of the 
surface-bound organometallics is their relative lack of stability. There is 
a need for discovery of more stable surface organometallic structures, not 
only to allow characterization of more materials over wider ranges of condi-
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tions, but to provide good candidate catalysts. New supports and new metal­
support combinations are worthy of investigation. The prospects of wholly new 
surface structures and new catalytic properties are valid, but much work re­
mains to develop stable species that are structurally and catalytically novel. 

Aaknowledgement. This work was supported by National Science Foundation 
grant No.CPE-8218311. 
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5. Catalysis by Molybdena-Alumina 
and Related Oxide Systems 

W. Keith Hall 

Laboratory for Surface Studies and Department of Chemistry, 
University of Wisconsin, Milwaukee, WI 53201, USA 

During the past 30 years, modern surface science and a variety of new spectros­
copies have evolved, together with the ability to achieve, easily and routinely 
ultra-high-vacuum conditions. At first, tungsten surfaces were studied almost 
exclusively because of the ease with which they could be cleaned, used, and 
regenerated reproducibly. Today, experiments are carried out on single-crystal 
planes of many metals of catalytic interest. Similar studies of oxide and sul­
fide surfaces are just now beginning and they provide the investigator with 
some new and challenging problems. No longer will the surface be composed of 
atoms of a single element in various geometric arrangements all having similar 
chemistry. Instead the surface will contain a variety of configurations of 
both anions and cations, each having its own chemistry and at times acting co­
operatively with each other to activate molecules. 

The surfaces of most oxides are terminated by a layer of hydroxyl groups 
which substitute for an extension of the lattice. Usually these are thermally 
unstable; they condense with their neighbors to form H20 and produce surface 
defects which may be the catalytically active sites [5.1]. Other times they 
function as Bronsted acids. The point to be remembered is that perfect single­
crystal surfaces of oxides will be rare and usually catalytically uninteresting. 
On the other hand, chemically distinct isolated sites for chemisorption and 
catalysis may sometimes be characterized. 

Much surface science is directed towards understanding the problem of ca­
talysis. Under favorable circumstances, such approaches have proved rewarding. 
For example, Ertl [5.2] has demonstrated that the ammonia synthesis can be 
described as a series of microscopic steps, each of which can be isolated from 
the others. Close scrutiny reveals, however, that this success has resulted 
from a unique feature of this system. As in the work of Kokes and Dent [5.3] 

on ethylene hydrogenation over ZnO, the rate-determining step is the reductive 

cleavage of a strongly held (most abundant) surface intermediate. Only under 
such circumstances can intermediates be detected, and generally this is not 
the case. 

73 



It is convenient to divide the problem of catalysis into five consecutive 
steps: the diffusion of molecules to the surface, the chemisorption of mole­
cules on active sites, the chemical transformations, the desorption of the 
product molecules, and the diffusion of products from the surface. By proper 
choice of the experimental conditions the diffusion steps can usually be made 
non-rate-limiting. Thus, the principal problems of interest to the catalytic 
chemist become the surface chemistry, the number and nature of the catalytic 
sites and the intermediates which form thereon, as well as the chemical trans­
formations leading to products. In general, much of this information is diffi­
cult to obtain and catalytic chemists tend to pick away at the problem from 
both ends. The gross kinetics are easy to determine, but difficult to inter­
pret. Tracers are employed to establish reaction schemes. Studies of the ca­
talytic reaction are made using model compounds to isolate specific selecti­
vity factors. Selective poisons are employed to estimate the concentration of 
the catalytic centers on the surface. Analogies to chemistry in homogeneous 
systems are sought. Then, from the other end, studies of the surface chemistry 
are made using probe molecules to establish functionality of surface sites. 
Spectroscopic studies are made both of the surface and of molecules chemisorbed 
thereon. Properties of these molecules are established by temperature programed 
desorption, etc. Finally, by synthesizing all of these data from many labora­
tories, an understanding of the catalytic process may be evolved. In this 
chapter, this synthesis process is illustrated for the molybdena-alumina sys­
tem. For convenience, most of the results presented were taken from the work 
carried out in the writer's laboratory. This is not an exhaustive review; a 
large volume of related work is referenced in papers cited herein. 

5.1 Nature of the Catalyst 

Molybdena-alumina catalysts are usually prepared by the impregnation of y­

alumina with aqueous solutions of (NH4)6Mo7024' The paramolybdate ions are 
chemisorbed on the positively charged alumina surface at low pH [5.4]. On dry­
ing and heating, deamnination occurs, together with condensation of the result­
ing paramolybdic acid with the basic hydroxyl groups of the alumina surface, 
leading to formation of bound clusters containing seven or so Mo+6 ions per 
cluster [5.5], A cobalt or nickel promoter may be added to enhance the acti­
vity of the final sulfided catalyst. The replacement of the surface hydroxyl 
groups by bonding to molybdate was demonstrated by the spectra [5.6] shown in 
Fig.5.l, as well as by direct measurement of the decrease in the hydrogen con­
tent of the preparations[5.7J. The alumina 0 - H stretching bands decreased in 
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Fig.5.l. Infrared spectra from the OH stretching region of the alumina sup-
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Fig.5.2. Infrared spectra from (A) the OH and (B) the OD regions of normal 
and exhaustively deuterated preparations, respectively. The catalyst, con­
taining ~ 5 X 1020 Mo/g, in its oxidized, reduced, and sulfided state may be 
compared with the alumina support. All spectra were scaled to the same thick­
ness and loading [5.8] 

intensity as the catalyst was loaded with increasing amounts of molybdena and 
were virtually eliminated when the monolayer capacity was reached at ~7 x 1020 

Mo/ g. This bonding to the alumina surface was partially reversed by reduction 
or $ulfiding. This is evident in the spectra [5.8] shown in Fig.5.2A for the 
hydroxyl, and in Fig.5.2B for the deuteroxyl regions, respectively. Clearly, 
the band intensities stemming from the alumina surface hydroxyl groups were 
greatly reduced when the platelets were loaded with molybdena. It is equally 
evident that these bands were partially restored when the catalyst was reduced 
or sulfided. (The extreme noise in the spectrum of the sulfided preparation 
in the 0 - H regions was due to its very low transmission of .;;2% in this re-
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Table 5.1. Observations of surface hydroxyl groups by NMR [5.9] 

Experiment 

(A) On alumina support 
Evacuated at 5000 C 
After adsorption of 020 

(B) On reduced (e/Mo = 1.3) 
molybdena-alumina 
Evacuated at 5000 C 
After adsorption of °20 

Hydrogen content [H x 1O-14/cm2] 

By isotope di- By NMR Percent 
lution (02) observed 

3.6 
3.6 

2.4 
2.4 

2.3 
3.5 

0.5 
1.8 

64 
97 

21 
75 

gion.) As discussed later in this section, it is probable that recrystalliz­
ation occurred in these steps. 

Further evidence of surface segregation of the molybdena phase into islands 
or clusters on reduction was obtained from measurements [5.9] of the IH- NMR 
of the hydroxyl groups (Table 5.1) coupled with observations of the electron 
paramagnetic resonance (EPR) intensities from Mo+5 formed on reduction. The 
surface hydroxyl concentration following evacuation of the alumina support 
at 5000 C (measured by NMR) was roughly two-thirds as large as the total hy­
drogen known to be present (measured by the isotope dilution method upon ex­
change with 02). The missing protons could be recovered by adding °20 to the 
sample, i.e., by rehydrating (healing) the surface. Moreover, the more exten­
sively the alumina was dehydroxylated, the larger was the fraction of the 
missing protons. It was suggested [5.9] that the large electric field gradients 
developed upon dehydroxylation greatly increased the relaxation frequency of 
the 27Al nucleus, and that this in turn broadened the signal from protons on 
adjacent hydroxyl groups into the noise level. 

When these data were compared with those from reduced molybdena-alumina 
catalysts (Table 5.1) a similar phenomenon was observed, but now only about 
two-thirds of the missing protons could be recovered by the addition of °20. 
The surprising feature, however, was that a proton resonance signal could be 
detected at all. On reduction, unpaired electrons are produced and some of 
these can be seen in the EPR signal from Mo+5. An isolated Mo+5 should elimi­
nate the signal from all protons within roughly 10 ~, i.e., from an area of 
about 315 ~2. A simple calculation showed that, were both the hydroxyl groups 
and the unpaired electrons uniformly spread over the surface, no signal should 
be detected from 158 m2/g of the 184 m2/g total area. The much higher fraction 
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observed demonstrated that areas of free alumina surface exist in between the 
clusters of molybdena. This was confirmed by second-moment calculations from 
these data, which suggested that the protons being observed on the reduced 
molybdena-alumina preparations were identical with those attached to free 
alumina surface. 

As described previously [5.4,5], the final calcined catalysts exhibited 
the same principal Raman bands found on the freshly prepared wet samples 
(made by the equilibrium adsorption method) as well as those corresponding 
to (NH4)6M07024' Several additional bands were also present, however, which 
suggested that some monomeric tetrahedral surface species may have been formed. 
The latter were found [5.5] to be very difficult to reduce with H2 and could 
be identified with the observed Mo+5 signal. 

Recent extended X-ray absorption fine structure (EXAFS) data obtained by 
several groups [5.10,11] strongly suggested the presence of microcrystalline 
Mo02 and MoS 2 in the reduced and sulfided catalysts, respectively. In Fig.5.3 
the EXAFS pattern from a sulfided catalyst is compared with those from amor­
phous and bulk MoS 2. Significantly, the pattern from the sulfided catalyst is 
almost indistinguishable from that of the amorphous material (surface area 
---50 m2/g) prepared by the method of ChianeZli et al. [5.12]. With the wafer-
1 ike chal cogeni de structure of MoS2, growth woul d be expected a.long the edges 
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Fig.5.3. The magnitude of the Fourier trans­
forms of EXAFS spectra after background sub­
traction and multiplication by K3. All spec­
tra were recorded at 77 K. Polycrystalline 
and amorphous MoS2 are compared with a sul­
fided molybdena-aTumina catalyst [5.11] 
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Fig.5.4. Model of a sulfided molybdena-alumina catalyst. Small wafers of 
MoS2 are bound to the alumina surface at the growth edges of the chalcoge­
nide structure 

of the planes. Thus, perhaps the best model (Fig.5.4) of the molybdena-alumina 
catalyst in its working condition is that of tiny defective wafers still at­
tached to the alumina surface at the growth edges, the remaining periphery 
providing the defect centers necessary for catalysis. Evidently, recrystalli­
zation has been necessary to transform the bound paramolybdate clusters into 
the tiny edge-bound wafers. Alumina surface is freed in this process as evi­
denced by the regeneration of a portion of the hydroxyl groups lost during 
preparation. In summary, the evidence suggests the presence of at least two 
forms of molybdena bound to alumina in the unreduced catalysts: a monomeric 
tetrahedral form in relatively small amounts, and a polymeric bound microcry­
stalline phase. These are recrystallized on reduction, freeing alumina surface. 

Selective chemisorption is a useful tool in the study of supported cata­
lysts. A common application is to distinguish the surface area of supported 
metal particles from the total surface area of the support plus metal. It has 
been found [5.8,13] that NO and CO2 can be used in this way to separate the 
molybdena component from the alumina support. This is illustrated by the spec­
tra in Fig.5.5. Spectra A and F were obtained on adsorption of NO on the 
freshly prepared reduced and sulfided catalysts, respectively. Similarly B 
and G were obtained with CO2 and C and H resulted when NO was adsorbed on top 
of the CO 2. Spectra D and I were derived by the subtraction of spectra Band 
G from C and H using the internal computer of the Nicolet Fourier transform 
spectrometer. The resulting spectra are virtually identical with A and F, de­
monstrating that the two molecules adsorbed independently on different por­
tions of the catalyst surface. Spectra E and J were obtained when CO 2 was ad­
ded to the alumina support after the identical pre-treatment procedures used 
with the reduced and sulfided catalysts, respectively. Clearly, CO2 adsorbs 
selectively on the uncovered alumina portion of the catalyst surface and NO 
on the molybdena portton. Interestingly, additional strong bands appeared 
when the alumina was sulfided which were not present without this treatment. 
This suggested that some sulfur was incorporated into the alumina surface 
during the reductive treatment with 10% H2S/H 2. 

As shown in Fig.5.6, the free alumina portion of the surface can be varied 
by increasing the extent of reduction or by sulfiding. The parameter elMo is 
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Fig.5.5. Spectra from chemisorbed NO and C02 demonstrating that they occur 
in separate surface sites, i.e., the NO on the catalytically active sites 
on the molybdena portion of the surface and the C02 on the alumina. The left­
and right-hand spectra are for adsorption on freshly prepared reduced and 
sulfided catalysts, respectively. (A,F): adsorption of NO; (B,C): adsorption 
of C02; (C,H}: NO adsorbed on top of C02; (V,I): subtraction of spectra (E) 
and (G) from (C) and (H), respectively; (E,J): C02 added to the alumina sup­
port (without the molybdena component) [5.8,13] 
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a sulfided preparation from reduced ones plotted as open circles [5.8] 
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a convenient measure of the average extent of reduction of the molybdesa to 
valence states below Mo+6. It can most conveniently be measured by reoxida-
ti on of the preparati ons [5.14]; elMo = 2 corresponds to an average valence 
state of Mo+4, etc. It must be appreciated that this parameter does not mean 
that all of the Mo ions have a single valence state; they may be distributed 
among higher and lower states. Note particularly that when elMo> 2.0, the 
presence of some molybdenum ions in valence states lower than Mo+4 is demon­
strated. The two plots in Fig.5.6 show that the integrated intensity of the 
hydroxyl region and the CO 2 chemisorption both increased linearly with the 
extent of reduction; both measured the extent of the free alumina surface. 
Carefully controlled measurements with the parent alumina provided a means of 
estimating the fraction of free alumina surface following these treatments. 
Data obtained in this way are shown in Fig.5.7. The data for the sulfided form 
of the catalyst (solid squares) fell on the same plots with the reduced ca­
talysts in Figs.5.6A and 7. Moreover, it can be seen that the average valence 
state for the sulfided form lies midway between Mo+4 and Mo+3 , and that ap­
proximately 75% of the alumina surface area which was covered with molybdena 
during preparation has been recovered on sulfiding. Clearly this evidence of 
a recrystallization process conforms to the picture derived from the EXAFS 
data. 

Weller and co-workers [5.15] have attempted to approach the problem of mo­
lybdena dispersion in a manner analogous to the use of chemisorption techniques 
with supported metals. They noted that 02 does not chemisorb to an appreciable 
extent on alumina or on the oxidized form of the molybdena-alumina catalyst. 
After reduction or sulfiding, however, it chemisorbs irreversibly and conven­
iently at about -78°C. A calibration was made by determining the total BET 
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(Brunnauer-Emmett-Teller) surface areas of unsupported Mo02 after the same 
reductive treatments used with the supported catalysts; the oxygen chemisorp­
tion values were then obtained and the value per unit area was used to deduce 
equivalent molybdena area (EMA) on supported preparations. Implicit was the 
assumption that the supported molybdena phase was composed of crystalline 
Mo02 in a manner analogous to supported metals. This interesting concept has 
been used as a correlating parameter for catalytic data. Unfortunately, it is 
an oversimplification of the real system, and we think not the best interpre­
tation of the data [5.16,17]. 

5.2 Nature of the Catalytic Centers 

Molybdena-alumina catalysts exhibit distinct catalytic functions. They are 
active hydrogenation catalysts for olefins and di-olefins; they function su­
cessfully as hydrodesulfurization catalysts; they catalyze olefin metathesis 
and the isomerization of cyclopropanes. Not infrequently they are said to have 
a Bronsted acid function, and under severe conditions they can effect hydro­
genolysis of cyclopropanes and paraffins. 

Simple olefins such as ethene can be hydrogenated rapidly at sub-zero tem­
peratures. The rates are strongly dependent on the extent of reduction and can 
be too fast to measure under certain circumstances. Some data for propene 
[5.18,19] are shown in Fig.5.8, where the rates of hydrogenation and meta-
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Fig.5.B. Dependence of rate of 
hydrogenation (or metathesis) 
of C3H6 on the extent of reduc­
tion [5.18,19] 
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thesis at 20°C are plotted as a function of elMo. The rates of hydrogenation 
were relatively slow until elMo approached unity; they then increased rapidly. 
Metathesis on the other hand was turned on at a low extent of reduction, but 
then was relatively independent of elMo. Moreover, the metathesis rate was 
not much affected by the presence or absence of H2(D2) in the gas phase. 

These data have now been extended to still higher extents of reduction and 
to sulfided preparations [5.8]; the data from the several sets of experiments 
are all collected in Fig.5.9. The hydrogenation rates for the sulfided prepa­
rations fit nicely onto the curve defined by the remaining data. This strongly 
suggests that the catalytic hydrogenation sites for the sulfided and reduced 
molybdena-alumina catalysts are similar in nature, have the same function, and 
that the same rate-determining step is involved. Metathesis was eliminated by 
sulfiding. The shapes of Figs.5.B and 9 suggest that coordinative unsaturation 
is being developed as H20 is removed by reduction. Evidently below elMo = 1.0 
the degree of coordinative unsaturation is low and hydrogenation slow. Above 
this point, multiple coordinative unsaturation is developed and the rates of 
hydrogenation increase rapidly. 

A selective poison was sought [5.18,19] to enable the estimation of the 
fraction of the molybdenum ions which are effective for hydrogenation. Nitric 
oxide was chosen because it is a strong ligand in bonding to transition metal 
ions. Reproducible rates could be obtained repeatedly over the unpoisoned ca­
talysts. The freshly reduced catalyst was titrated with varying measured amounts 
of NO which were quantitatively chemisorbed. Experiments were also attempted 
where excess NO was added and then partially removed by evacuation at higher 
and higher temperatures. In this way the data of Fig.S.10 were obtained. The 
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lethal dose was defined as the smallest amount of NO required to completely 
poison the catalytic activity under the existing experimental conditions. Non­
selective adsorption or complication arising during desorption at higher tem­
peratures can lead to higher values of the intercept on the abscissa, but these 
are not meaningful. From the data shown on Fig.5.10 the intercept of about 
0.25 cc(NTP)/g suggested that only about 1% of the molybdenum ions were effect­
ive in this experiment. These data were collected for a catalyst reduced to 
elMo = 0.9, i.e., just at the knee of Fig.5.8. When the experiment was repeated 
with the same catalyst reduced to elMo = 1.3, the lethal dose was found to be 
about 4 times larger. It may be estimated, therefore, that on the sulfided 
catalyst it might be something like 20 times larger. In this case the lethal 
dose would correspond to about one NO molecule for every five molybdenum ions. 
This would imply that something like 10 to 15% of these ions were active sites, 
see later in this section. 

Catalytic intermediates are usually metastable species having a very short 
lifetime. Therefore, in the steady state they may be present in very small 
supply, covering at most a few percent of the surface, and consequently un­
detectable by ordinary spectroscopic means. Furthermore, spectra are integrals 
from all (adsorbed or surface) species present. They emphasise the most 
strongly held species and these are usually not the catalytic intermediates. 
It is easy for strongly adsorbed byproducts of the reaction to collect on the 
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Fig.5.I2. Infrared spectra from chemisorbed NO 
on reduced and sulfided molybdena-alumina cata­
lysts showing similarity of the sites. (A): re­
duced catalyst; (B): reduced then sulfided; 
(e): sulfided only [5.21] 

catalyst surface; thus, sorting out the intermediate is like looking for the 
needle in the proverbial haystack. The use of selectively chemisorbed poison 
molecules having favorable spectroscopic properties affords a way to circum­
vent this difficulty. Because of its strong dipole moment and characteristic 
IR bands, NO can be readily detected even when present in small amounts. Thus, 
catalysts containing the lethal dose or less chemisorbed NO were examined 
[5.20] and the results are shown in Fig.5.11. Infrared bands were obtained 
characteristic of dinitrosyl species found in inorganic chemistry. Isotopic 
substitution of 15NO for 14NO confirmed that these spectra stemmed from two 

NO molecules bound to a single molybdenum center. Thus, it was established 
that the sites required for catalytic hydrogenation have a high degree of 
coordinative unsaturation and are present in relatively small amounts. More­
over, it may be suspected that these centers have lower than the bulk valence 
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Mo(CH3CN)4(NO)2[(BF4)2J supported 
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catalyst [5.22J 

state for Mo02 or MoS2. The dinitrosyl spectra from reduced and sulfided ca­
talysts are closely similar. As shown in Fig.5.12, the spectra differed only 
by a shift of from 10 to 20 cm- 1 to lower frequencies on sulfiding and by a 
slight broadening of the bands [5.21J. These spectra closely resemble (Fig. 
5.13) those obtained when Mo(CH3CN)4(NO)2 [(BF4)2J was supported on silica 
or alumina [5.22J. 

Oxygen chemisorption determined by the method of Wetter and co-workers 
[5.15J may be used as a correlating parameter for catalytic activity, as 
shown in Fig.5.14. The rate data were taken from Fig.5.l, and the oxygen 
chemisorption data were determined on duplicate preparations. The data sug­
gest that both oxygen and NO adsorbed on the same sites, i.e., those which 
effect catalytic hydrogenation. The relationship, however, was not simple. 

.2 .4 .6 .8 

Oxygen Chemisorption, cc(STP)/g 

1.0 

Fig.5.14. Correlation of rates of 
hydrogenation of C3H6 with 02 
chemisorption [5.19J 

85 



~-
i : .. ... 
r~ 
"- .II! 

~ I 
~ I .... 

Propene Hydrogenation Actlvltle. lor Reduced 

Molybdena-alumlna Catalyst 

0.012 • 

Fig.S.lS. Turnover frequencies 
for catalytic hydrogenation of 
C3H6 based on numbers of sites 
determined by chemisorption • • measurements • 

0.010 

0.008 

0.008 o 

0.004 

0.002 

• 

o 

• H. ch.mllorptlon 73 K 

IJ. 0, ch.mllorptlon 188 K 

O' NO pollonlng 300 'K 

o NO ch.mllorptlon 273 'K 

o 
o 

0.5 1.0 1.5 
Extent 01 Reduction, elMo. 

As shown in Fig.5.15, reasonably constant turnover frequencies for propene 
hydrogenation could be calculated from O2 chemisorption, NO chemisorption, 
and the lethal doses for NO poisoning when a 4: 1 relationship between NO and 
O2 was assumed, i.e., when each site was counted by two NO molecules or by 
one oxygen atom. This 4: 1 relationship was confirmed by direct chemisorption 
measurements [5.21]. 

Very little O2 could be adsorbed on a surface where the sites had been pre­
viously saturated by the NO, but the reverse was not true. Although no oxygen 
des orbed when NO was exposed to an oxygen-covered surface, approximately two 
NO molecules were adsorbed for each oxygen atom already present. These fea­
tures can be seen in the spectra of Fig.5.16. The results are consistent with 
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before and after exposure to 02 and 
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the grossly oversimplified chemistry written in Fig.5.l? According to this 
diagnosis, the coordinatively unsaturated centers may be pictured as residing 
at the edges of anion-deficient surface-bound Mo0 2 or MoS 2. These anion de­
ficiencies produce effectively Mo2+ centers. Each of these will coordinate 
two NO molecules just as in the complexes described pictorially in Fig.5.1? 
The same Mo2+ centers may be oxidized by two electrons to hold one oxygen 
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atom each. When NO is exposed to the oxygen-covered surface, a further re­
arrangement may be visualized in which half of the oxygen chemisorption sites 
are freed so that they may now form new dinitrosyl species. A more realistic 
description of the anion vacancy site is borrowed from Tanaka and Okuhara 

[5.23] and shown in Fig.5.18. 

5.3 The Chemisorption of Hydrogen on the Catalytic Centers 

If catalysis occurs, it is axiomatic that at least one of the reacting mole­
cules must be chemisorbed. Thus, the chemisorption of H2 was studied [5.24, 
25] because it is common to hydrodesulfurization as well as hydrogenation re­
actions. At 78 K, substantial amounts of H2 or 02 were adsorbed. The isotherms 
(Fig.5.19) were nearly reversible, but contained a very small irreversibly held 
component. This could be measured directly in pulse experiments, some results 
of which are shown in Table 5.2. The total adsorption (Fig.5.19) at 500 Torr 
fell between 0.5 and I mmollg with the 02 isotherm being approximately 80% 
higher than that for H2. The chemisorbed portion shown in Table 5.2 was two 
orders of magnitude smaller, the amount varying with the extent of reduction, 
see later in this section. The isotopic separation factors could be deduced 
as shown in Fig.5.20 from the slopes of the linear plots of the hydrogen pres­
sure versus the deuterium pressure required to maintain the same surface co­
verage. The rationale for this treatment is as follows: if the adsorption 
equilibrium constants for H2 and °2, KH2 and K02, can be written as factorable 
functions of coverage and pressure, i.e., 
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600 Fig.5.20. Determination of separation 
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(5.1 ) 

then the thermodynamically defined separation factor S may be written as 

S = K02 I KH2 = [f(PH2) I (f) P02 ]e "" (PH 2 I P02)e ' 

leading to the result of Fig.5.20. 

(5.2) 

The data of Table 5.2 show that at low temperatures and low extents of re­
duction, H2 was chemisorbed as molecules. These could be eluted with O2 with-

Table 5.2. Hydrogen chemisorption on reduced molybdena alumina 
catalyst at 78 Ka [5.25] 

elMo H2 chemisorption 
[cc(NTP)/g] 

0.75 0.090 

1.3 0.235 

Elution by 02 pulses [0.312 cc(NTP)] 
Pulse no. H2[%] HO[%] 02[%] 

1 85 0 15 
2 25 0 75 
3 10 0 90 
4 tr 0 ",100 

1 85 8 7 
2 5 20 75 
3 2 12 86 
4 0 4 96 
5 0 0 100 

aChemisorption was carried out by passing repeated pulses 
containing 0.278 cc(NTP) to saturate over a molybdena-catalyst 
(5 x 1020 Mo/g or 8% Mo) reduced to various extents. The che­
misorbed H2 was then eluted with 02' 
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out isotopic exchange. At higher extents of reduction, the behavior was simi­
lar, but isotopic exchange occurred both during the passage of the pulse of 
D2 and between pulses. In both cases the chemisorbed hydrogen could be essen­
tially completely removed during the passage of four pulses. These data suggest 
that the primary process on the strong chemisorption sites is a heterolytic, 
dissociative adsorption when the thermal energy is sufficient to rupture the 
H-H bond. This occurs to an increasing extent as the strength of the sites is 
increased by further reduction. The substantial barrier to rotation associated 
with the large separation factors for alumina and the unreduced catalysts may 
be taken as evidence of a strong polarization of the molecules in a high elec­
tric field of the type that would lead to a heterolytic dissociative adsorp­
tion given favorable energetics [5.26]. 

The isotherms of the type shown in Fig.5.19 were similar for the parent 
alumina and for the oxidized and reduced catalysts. The coverages at fixed 
pressure were highest for the parent alumina, passed through a minimum with 
catalysts at low extents of reduction, but partially recovered when the cata­
lyst was further reduced. Moreover, the high separation factors obtained by 
this technique on all these catalysts suggested that most of the reversibly 
held H2 was associated with the alumina portion of the surface. This behavior 
should be contrasted with that of the strong chemisorption shown in Fig.5.21 
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Fig.5.23. Variation of the ratio of 
strong chemisorption of deuterium to 
that of hydrogen (VH2/VD2) as a func­
tion of the extent of reauction [5.25] 

which closely mimics the rates of hydrogenation shown in Figs.5.8 and 9. These 
data strongly suggest that sites for H2 chemisorption are created on the molyb­
dena portion of the surface as the catalyst is reduced. Interestingly, a good 
correlation between the rates of hydrogenation and the H2 chemisorption is 
also shown in Fig.5.22 as well as in Fig.5.15. (The higher turnover frequen­
cies than those calculated from the O2 and NO chemisorption reflect the fact 
that the H2 chemisorptions are only about one-half as large, other things being 
equal. These turnover frequencies could be brought in line with the others 
by the questionable assumption that the sites should be counted as H-atoms 
rather than H2 molecules, as was done for the O2 chemisorptions.) 

When the strong chemisorption of H2 [5.25] shown in Fig.5.21 was compared 
with that for 02' the ratio plotted in Fig.5.23 was obtained. Interestingly, 
at low extents of reduction where the chemisorption appeared to be molecular, 
the ratios were similar to the high separation factors obtained from the total 
adsorptions (Fig.5.20). The ratios fell close to unity, however, as the depth 
of the reduction was increased into the range where isotopic exchange became 
rapid. Thus, the values approaching unity can be taken as evidence that the 
strong chemisorptions had become dissociative. 

When the oxygen chemisorption corresponding to the lethal dose for hydro­
genation was added to a catalyst reduced to elMo"," 1.2, the total adsorption 

of H2 was reduced to about half its normal value (Fig.5.24). Only the strong 
chemisorption on the molybdena portion of the surface was eliminated, leaving 
that on the alumina portion unaffected. Moreover, the ratio of strong 02 to 
H2 chemisorption was reconverted from about 1.0 to 'V 2.2 by an amount of chemi­
sorbed oxygen which was an order of magnitude less than that required to re­
oxidize the catalyst from its reduced state (e I Mo = 1.2) back to its completely 
oxidized from. Thus, the catalyst had been selectively reoxidized at the cata­
lytic centers. 
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Another aspect of this interesting phenomenon can be observed in the IH-NMR 
spectra from adsorbed ortho-H2 [5.27]. Spectra were taken under conditions cor­
responding to the isotherms of Fig.5.19. Figure 5.25 is a plot of the line width 
versus the amount adsorbed on the parent alumina and on the oxidized catalyst. 
The two curves converged at high coverage and both increased as the coverage 
was lowered. These data conform nicely to the Kibby-Kazanski equations [5.28] 
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(x) on the line width of the 1H-NMR signal (at 35 MHz. 77 K) from absorbed 
ortho-H2. Unpoisoned catalyst curve (.) taken from Fig.5.26 (e/Mo=1.7) [5.27] 

which are based on the assumption that the observed line width results from 
fast exchange between a strongly chemisorbed species and a loosely bound (phy­
sically adsorbed) form of the adsorbate. As shown in Fig.5.26, the behavior 
changed markedly as the catalyst was reduced into the critical range where H2 
is dissociated (Fig.5.23). In addition to the fast exchange phenomena, a maxi­
mum line width was observed which cannot be accounted for by simple theory. 
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The effects on the line width of prepoisoning by chemisorption of the lethal 
dose of NO or O2 are shown in Fig.5.27. THese relatively small chemisorptions 
had the effect of changing the behavior from that of the deeply reduced cata­
lyst to that of the oxidized form. As with the ratio of the strong chemisorp­
tions of the D2 to H2 (Fig.5.23), the effect was to eliminate evidence for dis­
sociative hydrogen chemisorption. 

The leveling of the line width for the reduced catalysts (Fig.5.23) suggests 
that chemisorption on the molybdena portion of the surface is also heterolytic. 
This maximum line width is about that expected for an isolated surface hydroxyl 
group. However, the dissociative oxidative addition of H2 to CUS molybdena cen­
ters cannot be completely ruled out. This kind of reaction is well known in 
organometallic chemistry and leads to hydrogenation by what has become known 
as Wilkinson's catalysis. This chemistry is, however, associated with metallic 
ions in low valence states. It might be possible for Mo2+ to function in this 
way, but hardly Mo4+. Nevertheless, the chemistry as written by Tanaka and 
Okuhara [5.23], and by Siegal [5.29] cannot be unambiguously ruled out. 

5.4 Relationships with Catalysis 

Molybdena-alumina catalysts were originally designed for hydrodesulfurization 
reactions. They are good hydrogenation catalysts which produce H2S in reactions 
with sulfur-bearing molecules. They also hydrogenate olefins and (much less 
readily) aromatic systems. They catalyze olefin isomerization and metathesis 
as well as the isomerization of cyclopropanes. Studies of these reactions have 
proved helpful in understanding the catalytic chemistry and the nature of the 
intermediates. Olefin hydrogenation will be considered first. 

The dissociative chemisorption of H2 over ZnO is represented in (5.3). THis 
is the only oxide system for which the mode of chemisorption has been unambi­
guously determined [5.3,30]. 

H H 
I I 

(Zn - O)s + H2 # Zns Os (5.3) 

Moreover, Kokes and Dent [5.3] demonstrated spectroscopically all of the steps 
in the hydrogenation reaction, i.e., 

H H 
I I fast 

Zns Os + C2H4(rr) ---+ 

CH3-CH2 H 
I I slow 

Zns Os --. C2H6(g) + (Zn - O)s (5.4) 
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Alkyl reversal to the n-bonded olefin was not observed in tracer experiments. 
Thus, olefin hydrogenation over ZnO and Cr203 differed dramatically from that 
over metals. Deuterated ethenes were not observed when D2 was substituted for 
H2; dideuterioethane was the sole product. Data obtained for reduced and sul­
fided molybdena-alumina catalysts conformed to this picture much better than 
to that for metal catalysts where multiple exchange in both olefins and pro­
duct paraffins is the general rule. However, some alkyl reversal did occur. 
Typical data [5.8] are given in Table 5.3. Alkyl reversal increased with the 
extent of reduction and with conversion. In the static circulation reactor 
used, the effects of secondary reaction were evident. Nevertheless, dideutere­
oethane remained the principal product followed by the monodeuterated species. 
This latter observation suggested that the hydrogen removed by exchange with 
ethene is very efficiently used to form another alkyl without leaving the sur­
face. The smaller amounts of ethane-d3 resulted from the reaction of D2 with 
the exchanged ethene-dl • 

Table 5.3. Deuterium distribution from the reaction of ethene with deuterium 
over molybdena-alumina catalysts [5.8,19] 

Catalyst Conversion Ethene Ethane 

Preparation % dO dl d2 d3 d4 dO dl d2 d3 d4 d5 d6 

Reduced 9 95 4 1 - - - 11 89 - -
28 91 7 2 - 16 79 5 -
35 86 11 3 - 18 76 6 -

Sulfided 25 87 12 2 - - - 30 61 8 1 
45 81 16 2 - 36 5310 1 
66 67 29 5 - - - 38 5011 1 

In agreement with the data of Tanaka and Okuhara [5.23], exchange over the 
sulfided catalysts was more important than with the reduced ones, and this was 
reflected in a further spreading of the distribution in the ethanes. Ethane-d2 
remained the most important product, but the fraction of dl and d3 paraffins 
increased substantially. Thus, a continuous gradation of behavior exists, from 
ZnO and chromia catalysts [5.3] at the one extreme, yieldina only ethane-d2 
and ethene-dO (no alkyl reversal), to the sulfided molybdena-a~umina and MoS 2 
preparations, where substantial exchange occurred with the rea;tant olefin. 
The reduced preparations were intermediate. Significantly, deuterated ethanes 
higher than ethane-d3 were usually not observed, even at high conversions. The 
deuteration appeared to be limited to ethane-d4• It was for thi's reason that 
we previously suggested [5.18,19] that exchange might occur via the reversible 
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Fig.5.28. Deuterium distribu­
tion in propenes as a function 
of the extent of deuteration. 
[5.18] 

interconversion of alkyl into the ethylidene carbene. In this way, up to four 
deuterium atoms per molecule could be introduced into the paraffin with essen­
tially no exchange into the olefin. 

In spite of sluggish exchange between D2 and olefin, H2 exchanged rapidly 
with D2 in the presence of ethene to produce HD, and ethane-d1 was the largest 
single product [5.18,19]. The exchange rate was slow.ed considerably in the pre­
sence of olefin, but was not virtually eliminated as with some metal catalysts. 
The exchange patterns may be contrasted with the well-documented ones for metal 
catalysts [5.31]. 

With propene, the exchange between D2 and olefin was considerably faster 
than with ethene [5.18,19]. The propene-dO concentration fell roughly linearly 
with percent conversion (Fig.5.28) yielding propene-d1 and -d2 as the apparent 
initial products. Propene-d3 was also formed, but the data suggested that this 
was a secondary product [5.18,19]. The propanes formed as a result of deutera-
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Fig.5.29. Deuterium dis­
tribution in the pro panes 
formed in the reaction of 
propene-dO with D2 as a 
function of the extent of 
reaction [5.18] 



tion are described in Fig.5.29; they included propane-d2 as the largest single 
product, as well as substantial amounts of propane-d3 and smaller amounts of 

propane-d1 and -d4. All of these were apparently primary products of the reac­
tion. The products produced by the reaction of I-butene with 02 were distributed 
similarly [5.8]. 

The hydrogenation rate for propene was slower, other things being equal, 
than for ethene. This may be attributed to additional chemistry which becomes 
possible with propene due to its allylic hydrogen. Thus, sites which chemisorb 

the hydrogen (with which the olefins must react to form metalloalkyls) may 
also be occupied by an allylic species or metallocyclobutanes. With ZnO this 
competitive process was observed spectroscopically [5.3]. The rates of hydro­

genation of propene presented in Fig.5.9 were the original data from [5.18,19] 
supplemented with additional data [5.8] for reduced and sulfided catalysts 
(open and filled triangles). The rapid 1 inear increase in rate above e / Mo = 1 

was similar to the data for the strong H2 chemisorption shown in Fig.5.21. In 
fact, these rate data are nicely correlated with the H2 chemisorption data in 
Fig.5.22. Thus, the available evidence suggests that the rate of propene hy­
drogenation is limited by the availability of chemisorbed hydrogen on the ca­
talyst surface. 

Some further insight was gained from studies of the reaction of butadiene 

with 02 [5.8]. The initial hydrogenation rate was approximately linear in hy­
drogen pressure and the reaction was strongly inhibited by increasing the bu­
tadiene pressure. Interestingly, an isotope effect, kH2/ k02 = 1.43, was ob­
served for the reaction rate. Since this ratio is approximately equal to the 

ratio of the collision frequencies of H2 and 02 with the surface, it may be 
taken as further evidence that the rate of arrival of hydrogen or deuterium on 
the surface is rate limiting. In addition to these kinetic data, the isotopic 
distributions analogous to those shown in Table 5.3 for ethene were derived 
from mass spectrometry data. By this time, however, it had become possible to 
determine the distribution of deuterium at various positions in the molecule 
by 2H- NMR . THese distributions are shown in Table 5.4 for reduced and sulfided 
catalysts. These data elucidate clearly the processes taking place. Butadiene 

slowly undergoes exchange with 02' mainly at the terminal vinyl positions. Oeu­

teration is superimposed upon this process. The I-butene formed thus contains 

approximately one deuterium atom in each of the 3 and 4 positions as well as 

an appreciable amount at the terminal vinyl group and a small but significant 
amount at the internal vinyl position. The much higher extent of exchange at 

the terminal positions suggests that the secondary alkylidene is favored over 

the primary species (which would lead to exchange at the internal position). 
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Table 5.4. Isotopic distributions of Hand D in products of deuteration of 
1.4-butadiene 

Product 

Butadiene 

1-Butene 

ais-2-Butene 

trans-2-Butene 

Isotopic distribution 

Reduced catalyst 
(16.6% conversion) 

H D H O.g 0.1 / 1.0 
.... C = C 

H '" "-0.gDO.1 

Sulfided catalyst 
(21.1% conversion) 

H D H O.g 0.1 , 1.0 
'c = C 

HO.gDO.t' \ 

HO.gDO.1 ,HO.gDO.1 
"'c = c 

HO.gDO.t" '~H1.1DO.g 
CH 2.0D1.0 

However, as shown by the reaction network depicted in Fig.5.30, this need not 
be so, because the extent of exchange at the two positions in butadiene depends 
not only on the rel ative amounts of the two alkyl i denes (I and II) formed, but 
upon the relative magnitude of tne rate vectors k2/ k_l versus k4 / k_3 as well 
as upon the relative rates of formation k1f k3. What is clear is that more 
butadiene is returned to the gas phase after having been species II than from 
species I. 

The reaction network (Fig.5.30) indicates four pathways to form I-butene 
and only one to form each 2-butene. Moreover, the isotopic distributions 
shown in Table 5.4 demonstrated that each of the two butenes was formed by 1-4 

addition of D2 to butadiene. Presumably the 2-alkylidene (species II) may re­
arrange into the syn or anti-rr-allyl (species III or IV, respectively) from 
which the trans- and ais-2-butenes are formed. It would Be tempting to specu­
late that the ratio of these products reflects the ratio of the two rr-allyl 
species, but again this is not necessarily true as their steady-state concen­
trations will be controlled by the relative magnitUdes of the various rate 
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Fig.5.30. Reaction network for reactions of butadiene 
with D2 over reduced and sulfided molybdena-alumina. 
[5.8] 

(II) 

vectors. Interestingly, the initial product contained approximately 70 to 85% 
I-butene, 10 to 20% trans-2-butene with eis-2-butene making up the remainder. 
As time went on, however, hydrogenation continued to the final product, n­

butane. 
In summary, all of these results point to a reaction system in which molyb­

denum ions havin3 multiple coordinative unsaturation, and presumably a lower 
than normal valence state, act as catalytic centers for the dissociative chemi­
sorption of hydrogen or alternatively for the formation ot al Iylic species 
from olefins. The chemisorbed H can then react with an olefin to form an alkyl 
or alkylidene; the addition of a second H leads to hydrogenation. The allylic 
species, on the other hand, serves as an intermediate for isomerization or 
for fomation ot metallocyclobutanes and carbenes, see below. The same allyl ic 

intermediates may be generated from butadiene by the addition of a hydrogen 
atom. Finally, the number of active centers may be counted by selective poison­
ing experiments using NO or O2. This feature will be lost when reactions re-
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quire higher temperatures and hydrogen pressures or when strongly adsorbed sub­
strates displace or remove the poison. 

Cyclopropane was chosen as a test reagent with the idea that several cata­
lytic functions might be characterized simultaneously. Originally, it was sup­
posed that the primary isomerization reaction to form propene was acid cata­
lyzed as much of the known chemistry of cyclopropanes involves acid catalysis 
[5.18,19,32]. Further research convinced us, however, that this could not be 
the case. First, it was found that the isomerization was reversibly poisoned 
by small amounts of H20 [5.33], whereas the acid catalyzed reaction (silica­
alumina) was accelerated [5.32]. Second, whereas the oxidized form of molyb­
dena-alumina showed Br¢nsted acidity [5.6] when contacted with pyridine (and 
this acidity was enhanced by addition of H20), the ability to generate pyri­
dinum ions was lost when the catalyst was reduced. These features are shown 
in Fig.5.31. The bands at 1540 and 1638 cm- I , which appear in A and B, demon­
strated the presence of the pyridinium ion. Note the enhancement in these bands 
on addition of H20. These same bands were absent in Spectra C and D which were 
obtained from the reduced catalyst. These observations are in accord with che­
mical intuition, which would lead one to suppose that the acidity of an oxide 
should decrease on reduction and increase on oxidation. Interestingly, the 

A 

B D 

1850 1550 1450 1850 1550 1450 

WAYENUMBE~S 

fig.5.3I. Infrared spectra from pyridine adsorbed on the oxidized (A,B) and 
reduced (C,D) forms of a molybdena-alumina catalyst. Spectra (B,D) were ob­
tained after adding a small dose of water vapor to preparations from which 
spectra (A,C), respectively, had been recorded [5.6] 
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Fig.5.32. Microcatalyric pulse experiments over a microcrystalline MoS2 ca­
talyst showing activation for cyclopropane isomerization by reductive remo­
val of H2S [5.34] 
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Fig.5.33. Microcatalytic pulse experiments over activated microcrystalline 
MoS2 showing complete pOisoning by chemisorption of ~oxygen [5.34] 

rate of isomerization increased rapidly with reduction (from essentially zero 
conversion to nearly complete decomposition). Thus, the catalyst in its acidic 
form was not very active for cyclopropane isomerization, but it became active 
as the Br¢nsted acidity was eliminated. That some other mechanism must be op­
erative was further demonstrated by activation and poisoning experiments made 
with unsupported MoS 2 [5.34]. As shown in Fig.5.32, no conversion of cyclopro­
pane could be observed when pulses of cyclopropane were passed over freshly 
sulfided MoS 2 at 100°C. The catalysts could be activated for the reaction, 
however, by a hydrogen treatment at 200°C, in which a small amount of H2S 
(81 ~mol H2S from 350 mg MoS 2) was removed. The ability to isomerize cyclopro­
pane was thus "turned on" by the formation of coordinatively unsaturated cen­
ters by removal of sulfur from the periphery of the chalcogenide wafers. This 
picture was confirmed by selectively poisoning these centers by oxygen chemi­
sorption, as shown in Fig.5.33. Interestingly, the number of oxygen atoms 
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chemisorbed (70 pmol) was approximately equal to the sulfur atoms removed 
during the activation in hydrogen. 

Early in our work [5.33], it was noted that when pulses of cyclopropane 
carried in He were passed over the reduced catalyst, ethene, not propene, was 
the initial product. It was soon recognized that this resulted from the reac­
tion described by Gassman and Johnson [5.35], which involves the formation of 
metallocyclobut.ane by the insertion of a molybdenum ion into the cyclopropane 
ring (5.5); this species then cleaves to form C2H4 plus a surface bound car­
bene, i.e., 

(5.5) 

The latter can then function in the metathesis reaction. This chemistry affords 
an explanation of the non-acid catalyzed isomerization. As shown in (5.6), it 
is possible for the metallocyclobutane to convert into the allylic hydride 
which can then revert to the olefin. 

(5.6) 

The reverse of this reaction has been suggested as the mechanism for the for­
mation of the surface carbenes which are necessary for olefin metathesis 
[5.36-39]. Presently, this seems to be the most likely explanation for our ob­
servations [5.34]. It is not understood why under certain circumstances ethene 
is the principal product from the first pulse of cyclopropane and in other 
cases only propene is observed. 

Olefin metathesis is facile over reduced molybdena-alumina catalysts 
[5.39-42], but not over sulfided ones [5.34]. The accepted mechanism is ex­
emplified by the following chemistry: 

CH 2 CH2 - CH2 
II + CH3CH = CH 2 .. I I 
Mo Mo - CH-CH3 

.. (5.7) 

CH3-CH CH3CH - CH-CH3 CH2 
II + CH3CH = CH2 .. I I .. II + C4H8 
Mo Mo - CH 2 Mo 

(5.8) 

Methathesis is repressed in the presence of H2 because the olefin is rapidly 
converted to paraffin. 
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Hydrogenolysis of propene or propane to form methane and ethane has been 
reported [5.43,44] for molybdena-alumina preparation made by the decomposition 
of Mo(Co)6 on alumina. It has not been observed below 450°C with the usual re­
duced or sulfided preparations which we have studied. 

An interesting and as yet not understood feature of the molybdena-alumina 
system is the very facile exchange reactions between cyclopropane-dO and Cyclo­
propane-d6. This reaction [5.18,19] frequently achieves equilibrium in one 
pass over the catalyst, making it impossible to obtain mechanistic information 
from such experiments. The nature of the bonding and transformations which lead 
to complete scrambling of the isotopes between two cyclopropane rings without 
ring opening thus remains a challenging problem for future research, and its 
solution might go a long way towards unraveling the remaining mysteries of this 
catalytic chemistry. 

The selective poisoning experiments shown in Fig.5.1o indicate that olefin 
metathesis and olefin hydrogenation occur on different catalytic centers, but 
further experiments [5.18,19] have revealed that cyclopropane isomerization 
and olefin metathesis are closely related. This is in general agreement with 
the chemistry written in (5.5-8). 

In summary, the surface chemistry of reduced and sulfided molybdena-alumina 
catalysts has been described and the nature of the catalytic centers elucidated. 
Tracer studies of the hydrogenation of olefins and diolefins have revealed that 
alkyl and alkylidene intermediates function in hydrogenation and that alkyl 
reversal is slow compared with the final hydrogenation step. Studies of buta­
diene revealed also that the interconversion of the alkylidene to allylic spe­
cies permit the formation of the 2-butenes by 1-4 addition. The same allylic 
species may function as an intermediate in the isomerization of cyclopropanes. 
Olefin metathesis requires carbene intermediates which are thought to be ge­
nerated through the decomposition of metallocyclobutane intermediates. It is 
suggested that the latter are also interconvertable to the allylic intermediate. 
Still, something is missing. Evidence was presented that olefin metathesis 
and the dissociative adsorption of hydrogen occur on different catalytic cen­
ters. Perhaps on molybdena-alumina, as on Zno [5.45], H2 and olefins compete 
for sites; when H2 is adsorbed first, alkyl (or alkylidene) species form; when 
the olefin wins, allylic species result. Yet the collective evidence shows 
that hydrogenation can be poisoned without much effect on metathesis or cyclo­
propane isomerization. Perhaps, as suggested by Siegel [5.29], hydrogenation 
requires one more degree of coordinative unsaturation (type C or CH sites) 
than does isomerization of metathesis (type B). 

103 



Fig.5.34. Photomicrograph of the surface of a macroscopic crystal of MoS2 
showing edge surface exposed at screw dislocations [5.46] 

The chemistry described herein will serve to illustrate some of the addi­
tional problem to be faced by the surface scientist in studies of oxides and 
sulfides. The importance of the edges of the chalcogenide wafers of MoS 2 in 
the formation of catalytic sites was emphasized. Seemingly, this would make 
it difficult or impossible to work with single crystals of this material, but 
this is not necessarily so. As shown in Fig.5.34, laboratory-made crystals of 
MoS 2 [5.46J contain considerable edge surface as a result of the screw dislo­
cations around which the growth occurs. This affords interesting new possibi­
lities for the surface scientist. 
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6. Structure and Catalytic Performance of Zeolites 

J.M. Thomas 

Department of Physical Chemistry, University of Cambridge, Lensfield Rd, 
Cambridge CB2 lEP, England 

This chapter is concerned with the chemistry and physics of channels, cages, 
and cavities, the diameters of which are large enough to permit ingress of 
small organic molecules, but sufficiently small to prevent the entry of 
larger ones. Aperture diameters of ~ 3~8 A are, therefore, central to our 
discussion. Cages and cavities of this dimension are common in many branches 
of chemistry and indeed in numerous biological contexts. The notion that a 
lock-and-key principle dominates many catalytic phenomena or holds sway in 
the formation of certain guest:host complexes, has been around since the days 
of Emil Fischer in the early years of this century. It is also well known 
that the mode of action of certain enzymes is crucially governed by the shape­
selectivity of the recess at which the active sites are centered. In lysozyme, 
for example, reactant molecules are neatly accommodated and are subsequently 
cut at the cleft, the active site in the enzyme surface. 

Pharmacologists and physiologists who concern themselves with the prefer­
ential docking or coordination and transport of inorganic ions and small 
organic molecules along or through membranes have, in their quest for appro­
priate hosts, either taken advantage_of what biological nature provides - in 
the form of the cyclodextrins, for example - or have ingeniously designed 
and prepared new hosts or receptors capable of bonding, in regio-selective, 
stereo-selective, or chirally discriminating fashion, a variety of guest 
organic molecules. Hosts such as the crown ethers, cryptophanes, and calix­
arenes spring to mind. But impressive as these quests are (Fig.6.1) - and 
many of them are replete with architectonic elegance - they are unlikely to 
be of major importance in the realm of inorganic, industrial catalysis, where 
thermal and mechanical stabilities are essential attributes. Fortunately, 
a class of minerals and their synthetic analogues called zeolites (and iden­
tified by that name for over two centuries) possess the structural and phys­
icochemical desiderata that we seek. 
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The structure of [l-cyclodextrin 

Z=p-CH2-C6H,-CH2-

Z=-(CH213-

Z=o-C6H,-

&
CHOOHC~ I I 

;:.... 0,(-1 .... 0 h 

o ..... a .... o 

: I CHO OHC I : 

Comparison of the dimensions of II-.[l-. and l-cyclodextrins 

Fig.6.1. Two typical organic host species capable of accommodating guests 
according to their shape. The cyclodextrins (left) are derived from natural­
ly occurring carbohydrates by enzymatic breakdown [6.1]. Receptor molecules 
such as those on the right are generated by synthesis [6.2]. (The repeat 
carbohydrate unit is shown inside the S-cyclodextrin, which, in the S-form, 
has seven carbohydrate units constituting the periphery of the cavity. In 
the a- and y-cyclodextrins, the cavities are circumscribed by six and eight 
carbohydrate units, respectively) 

6.1 Introduction to Zeolites 

By virtue of their structure, crystallinity, and variable stoichiometry 

(Sect.6.2) zeolitic catalysts have: 
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(a) sharply defined pore size distributions; 
(b) high and adjustable acidity; 

(c) very high surface areas (typically 600 m2g- 1), the majority of 
which (~95%) is,depending upon crystallite size, internal, and 
accessible through apertures of defined dimensions; 

(d) good thermal stability (e.g., they are capable of surviving heat 
treatments in air up to 10000 e, depending upon the composition of 
the zeolite framework). 



Moreover, since the framework compo~ition [6.3,41 of zeolites can be changed 
from the extremes of low-silica to high-silica contents (Sect. 6.2), the 
inner walls of the channels and cages can be more or less smoothly converted 
from the hydrophilic to hydrophobic extremes. Other attributes, apart from 
their relative ease of synthesis, that contribute to the attractive features 
of zeolitic catalysts are that: 

(a) the nature and siting of exchangeable cations can be adjusted and 
engineered; 

(b) the siting and energetics of potentially reactive organic species 
housed within the catalyst pores can also be engineered to some de­
gree; 

(c) the catalytically active sites are uniformly distributed throughout 
the solid, being accessible at the inner walls of the cavities. 

Finally, in view of the fact that the active sites are situated predominantly 
inside the zeolite, and that all these sites, which are of very high concen­
tration (far in excess of active sites on, for example, supported metal cata­
lysts [6.5]) are at the same time also in the bulk of the solid, zeoli tic 
catalysts can be very well characterized by the powerful new tools that have 
recently become available for probing local environments within bulk solids. 
This is particularly true of high-resolution (solid-state) multinuclear NMR, 
of neutron and X-ray powder profile (Rietveld) methods, of high-resolution 
electron microscopy and of computer graphics techniques which my colleagues 
and I at Cambridge, and collaborators elsewhere, have, along with others, been 
engaged in developing in recent years [6.3,5-211. Ease of preparation of a 
zeolite catalyst, mundane as it may seem as one of the attributes of this 
class of solid, is as important a factor as any in determining the widespread 
use of zeolites in industrial catalysis. Faujasite, for example, is a very 
rare mineral: it occurs in only a few locations, and in minute amounts, on 
earth, but its synthetic analogues, zeolites X and Y (Sect. 6.2), are very 
easily prepared from solutions of silicates and aluminates. Doubtless, when 
reliable laboratory syntheses are evolved and subsequently scaled-up in an 
economically attractive manner, other zeolites too will figure eminently in 
industrial catalysis. 

A typical aperture opening in a zeolite, representing the magnitude of 
the effective cross section of the channel mouth as a receptacle for the guest 
molecule, is shown in Fig.6.2, where we use two distinct ways of representing 
the view down the (DOl.) axis in zeolite-L. Note that, as in the cyclodextrins, 
oxygen atoms are the principal protruding constituents of the channel lining. 

1~ 
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Fig.6.2a.b. Two views down the 
<001> axis of a portion of the 
zeolite-L structure. In (a) only 
six of the exchangeable cations 
are shown. all crystallographi­
cally equivalent. The 12 oxygens 
that line the mouth of the chan­
nel have been enlarged (compared 
with analogously situated oxy­
gens deeper in the channel) and 
are shown as filled circles. In 
(b) the "network" added to the 
structural drawing shows the 
Van de Waals surface of the 
framework atoms. Adapted from 
[6.22] 



However, whereas the O-C bond figures in the cyclodextrins, in the zeolites 
it is the O-Si (or O-Al) bond that predominates. This is the root cause of the 
far greater thermal stability of the zeolites compared with the cyclodextrjns 
or crown ethers. Noted also that the greater the proportion of Si-O bonds in 
a given structure, the greater is its hydrophobicity, whereas the greater 
the content of Al-O bonds, the greater the hydrophilicity. 

6.2 Some Structural Considerations 

Zeolites can be described by the general formula Mx/ n[(A102)x(Si02)y]·m H20, 
where the cations M of valence n neutralize the charges on the aluminosilicate 
framework, which, in turn, is composed of corner-sharing Si04 and A104 tetra­
hedra. It is the linkages between these units that generate the channels and 
cages with cross sections comparable to molecular dimensions. The neutral­
izing, and on the whole exchangeable, cations are located at well-defined 
sites in the various cavities that exist within the structure, and the water 
molecules fill up the remaining voids. The water can be expelled upon heating 
and evacuation and may be replaced by a number of small organic or inorganic 
guests. 

By adjusting the valency or the size of the exchangeable cation, the mo­
lecular sieving and hence the shape-selecting property of a zeolite may be 
fine-tuned. Consider the Na+ form of zeolite-A, for example (Fig. 6.3). Re-

+ 2+ placement of Na by Ca ions results in the enlargement of the effective 
void space within the zeolite. Zeolite-A has four-membered, six-membered, 
and eight-membered apertures within the structure. In each unit of Na 12-A 
all eight of the six-membered, three of the four eight-membered and one of 
the twelve four-membered rings are "blocked" by Na+ ions. But in Na4Ca 4-A, 
the openings of half of the six-membered rings and all the eight and four­
membered rings are vacant. It is no surprise, therefore, that ethane readily 
percolates through the Na4Ca4-A, and even more readily through Ca6-A com­
pared with its passage through Na 12-A. 

The microporosity of a zeolite can, in general, be further enhanced by 
increasing the Si/Al ratio of the macroanionic framework.This is known as 
dealumination 

-Al,-M,-H20 

Mx/ n[ (A102)x(Si02)y]·m H20 ) Si02 
+Si 

(Hydrophil i c) (Hydrophobic) 

Indeed when the NH~-exChanged form of the zeolite-Y (Sect.6.2) is heated under 
hydrothermal conditions the process of dealumination is effected. The result-
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Fig.6.3. Projection down <001> of a portion of the zeolite-A structure. The 
large filled circles (a) denote positions, in projection, of K+ ions. To 
facilitate adsorption, K+ ions are replaced by divalent cations (e.g., Ca2+). 
At lower left, the Van der Waals network (see Fig.6.2b) associated with the 
framework is shown. As indicated, a molecule of ethane may be readily sorbed 
by Ca2+-A 

ing structure is said to be ultrastabilized, in view of the fact that it 
withstands high-temperature treatment as ~1000oC without loss of structural 
integrity. During the course of stabilization the Si/Al ratio of the frame­
work changes from an initial value of around 2.4 (depending upon the prep­
aration of the original zeolite) to a final one of beyond 10 or 100. Of late, 
it has been found to be possible [6.23-25] readily to dealuminate certain 
zeolites [e.g., those based on faujasite (zeolite-V)] simply by exposure to 
the vapour of SiC1 4 at an elevated temperature and to achieve Si/Al ratios of 
greater than 1000. Hydrothermal methods work well for the dealumination of 
zeolites such as mordenite and offretite and ZSM-5 (to silicalite), and even 
acid leaching suffices to dealuminate clinoptilolite [6.26,27]. 

Zeolites X and V are structurally analogous to the mineral faujasite. The 
building units are truncated octahedra, also known as sodalite cages, a-cages 
or tetrakaidecahedra - all three terms are synonymous. These cages, seen in 
the centre of Fig.6.3 and further represented in Fig.6.4, are linked (in 

zeolites X and V) to adjacent ones via hexagonal biprisms, thereby yielding 
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( b) 

(0) 

Fig.6.4. Three schematic representations of how a 
S-cage (sodalite cage) is built up by a process of 
corner-sharing of twenty four T04 tetrahedra (T:5i 
or Al). The S-cage is a truncated octahedron 

(C) 

Fig.6.5. Illustration of how zeo­
lites X and Y and zeolites A and 
ZK4 may be pictured as being as­
sembled from primary (i .e .• T04) 
and secondary building units 
[cubes or double-four (04) rings; 
hexagonal prisms or double-six 
(06) rings, etc.] 
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FAUJASITE 
(with cation sites) 

050) 
® S(II ') 

~ SO') 

• 5(11) 

Fig.6.6. The principal (idealized) 
cation sites in faujasite (zeolites 
X and V). Site 5(1) is at the centre 
of the hexagonal biprisms (06R) which 
connect the S-cages (forming a diamond 
lattice of S-cages). The S(ll) sites 
are in the supercages, but sites S(l') 
ans S(ll') are within the S-cages. For 
a specific cation-exchanged faujasitic 
zeolite, the precise cation positions 
differ somewhat from the idealised po­
sitions shown here 

larger supercages. In zeolite-A and zeolite-ZK4 the S-cages are linked via 
cubes or so-called double-four (04) rings (Fig.6.5). 

In zeolites X and Y the principal sites for the extra-framework cations 
are designated S(I), S(I'), S(Il), and S(ll') sites. The Si-O-Al framework 
and the locations of the principal cation sites are shown in Fig.6.6, from 
which we can expect variations in the occupancy factors of the respective 
exchangeable cation sites. With the aid of Fig.6.6, we can see that cations 
preferring higher coordination numbers usually occupy the S(I) sites; that 
adjacent S(l) and S(l') sites are not simultaneously occupied by cations, 
and that almost all the S(ll) sites, situated as they are on the wall of 
the supercage, tend to be occupied. 

More than fifty distinct structures have been identified in the zeolite 
kingdom for some time. The reader is referred to other sources for further 
details [6.3, 26-30]. Suffice it to say that there are many well-recognized 
secondary building units, as shown in Fig.6.?, that are utilized in the 
various architectural patterns adopted by zeolites. Zeolite-rho, for example, 
consists of the a-cages (that are present in zeolite-A) joined together in 
a cubic structure via octagonal prisms (i.e., 08 units). 

Zeolites ZSM-5 and ZSM-II are closely related to one another [6.29]. The 
former consists of sheets, themselves made up of connected chains of five­
membered rings, joined through centres of inversion (designated i). The lat­
ter has the same sheets joined at mirror planes (designated a) - see Fig. 
6.8. The Si/Al ratios of ZSM-5 and ZSM-II can vary from about 10 to 100. 
At the very high silica extreme (Si/Al ratio beyond a 1000 or so - the pre­
cise ratio is arbitrarily defined), these structures are termed silicalite 
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Fig.6.7. A selection of the secondary building units [double-four (04), 
double-six (06) rings; double-eight (08), sodalite, cancrinite, gmelinite 
cages, etc.] from which the structures of zeolites are derived. Bottom Zeft: 
gmelinite cage. Bottom right: cancrinite cage 

I and silicalite II, respectively. The zeolite ferrierite has certain kin­
ships with ZSM-5. Offretite and erionite which tend to coexist and inter­
grow (a property they share with ZSM-5 and ZSM-II) are members of a large 
family known as ABC-6 zeolites, details of the structure of which have been 
described elsewhere [6.3,31]. Individual members of this family differ from 
one another according to the stacking sequences adopted by puckered sheets, 
at every vertex of which there is a T04 group (T =Si,Al) corner-sharing via 
oxygen with four other T04 units. 

Table 6.1. Elements known to occupy tetrahedrala sites in crystalline micro­
porous (open-framework) structures containing cages or channels of 3-8 A 
diameter 

Stoichiometries 

T,T',T" Si, Al, B, Ga, Fe, Cr, Ge, Ti, P, V, Zn, Be 

aOpen-framework structures containing octahedrally coordinated transition 
metal ions have been prepared and characterized (e.g., [6.32)). Typical 
stoichiometries are FeSP4020HIO and Na Fe3P3012 , the synthetic analogues of 
the minerals hureaulite and alluandite, respectively. 

bWhen M is H, these are acid catalysts. 

cThese materials are low density analogues of quartz, gallium arsenide, 
diamond, and silicon. A recently reported [6.33) example is ZnO.06A10.94P04' 
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(b) 

Fig.6.S. (a) Segment of the structure of ZSM-5 and ZSM-Il showing connected 
5-memberedrings composed of linked tetrahedra (Si04 and A104). Each connec­
ting line represents an oxygen bridge. (b) The chains from which the ZSM-5 
and ZSM-l1 structures are built are themselves made up by linking the units 
shown in (a). (c) In ZSM-5, chains are linked such that {100} slabs are rela­
ted by inversion- (i). Here (p and q) refer to the larger and smaller 5-membe­
red rings, respectively. (The rings are in reality of equal size, but do not 
appear so in projection.) (d) In ZSM-II, chains are linked such that {100} 
slabs are mirror images (0) of one another. (e) Representation of intergrowth 
of ZSM-5 and ZSM-II 
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Whilst it has been traditional until very recently to regard all zeolites 
as having been derived from aluminosilicates, the definition must now be 
extended to encompass many other tetrahedrally (T) bonded atoms besides Si 
and Al. Table 6.1 summarizes the situation as it presently exists. Evidently 
there are numerous open-framework structures, of stoichiometry T02' all made 
up of corner-sharing tetrahedra, which can in practice be formed. As well as 
preparing many pure, crystalline silica variants of aluminosilicate zeolites 
(e.g., faujasitic silica, see Fig.6.9), it is nowadays established that 
materials such as GaP04, A1P04, and FeP04, as well as structures consisting 
of three or more different elemental tenants of the tetrahedral site, can 
be prepared [6.34,35]. 

It is important to emphasize that although X-ray crystallography has 
yielded the structure of several zeolites (synthetic and natural), there 
are very many new zeolites recently isolated that have so far not been struc­
turally determined. This is due to a combination of factors, the principal 
one being the inability to grow zeolite crystals of adequate size for con-

4 o 

3 

o 

AI 

Zeolite X Faujasitic Silica 

Fig.6.9. Proof of the feasibility of preparing faujasitic silica. The 295i 
MA5NMR spectra [6.6] show how the original zeolite which has five chemical­
ly distinct environments (Si - nAl with n=O, 1. .. 4) is converted upon dealu­
mination essentially to Si02 where all silicons are in one type of chemical 
environment, thereby yielding only one 29Si signal 
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ventional X-ray analysis. A further obstacle is the tendency for one zeolite 
to form an intergrowth with another. And even though elegant use has been 
made [6.36] of synchrotron radiation as an X-ray source (so that single crys­
tals of smaller dimensions can be tolerated for four-circle diffractometry), 
many unconventional methods of structural analysis have had to be invoked 
[6.9,17,37,38]. Good progress has been achieved in correlating the perform­
ance of zeolite catalysts with the structural characteristics that have been 
retrieved by the combined use of solid-state NMR, neutron and X-ray (powder) 
methods, computer modeling, and high-resolution electron microscopy. 

6.3 Fundamentals of Catalysis by Zeolites: A Resume 

Although there are several reactions catalyzed by zeolites in which acidity 
plays only a minor role [6.39], in the main, zeolite catalysts exert their 
influence because of their high acidity, this being usually of the Br~nsted 
kind. In essence, we may interpret the behavior of zeolitic (acid) catalysts 
in terms of reactions involving carbonium ions [6.5,9], just as we may inter­
pret the behavior of clay catalysts in similar terms [6.40-44]. Leaving aside 
for the moment precisely where the "free" proton is situated and its prov­
enance within the zeolite (see later in this section), we utilize the broad 

mechanistic principles outlined by Whitmore [6.45] and others [6.46]. First, 
carbonium (alkylcarbenium) ions are formed from alkenes by reversible pro-
tonation, 

H+ + ~C=C~ 
(from catalyst) 

Subsequently we have 
+ 

R1 - H + R2 < 

) 

> 

R+ 
1 

(Alkyl intermediate) 

Within this broad set of principles we can also account for the alkylation 
of benzene by ethylene to yield ethyl benzene over a ZSM-5 catalyst. On de­
hydrogenation, styrene is produced 

Here, as with several other comparable reactions [6.47] including isomeris­
ation and hydrogenation, the shape-selectivity of the ZSM-5 comes into play, 
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Fig.6.10. Relative dif­
fusion coefficients (RDC) 
of simple aromatics in 
ZSM-5 

and very little diethyl (or other polyalkylated) benzene is formed. The real­
ity of the shape-selective quality of zeolite catalysts is highlighted when 
we compare the relative diffusion coefficients of simple and substituted aro­
matics covering a range of molecular cross selections (Fig.6.10). These data 
are readily interpretable when we recall that the diameters of the pores in 
ZSM-5 are ~.5 A. It is not surprising, therefore, that the diffusivity of 
benzene far surpasses that of its trisubstituted analogue. We may also readily 
interpret catalytic data such as those shown [6.48] in Table 6.2, where the 
results of competitive isomerizations of hexene-l on the one hand are set 
alongside the isomerization of its progressively more highly branched isomers. 

The results of recent investigations leave little doubt as to the precise 
origin of the acidity (i.e., the locus of the detachable proton required for 
the initial act of Br~nsted catalysis). There are two distinct ways in which 
detachable protons can be generated in a zeolitic catalyst: 

Table 6.2. Competitive isomerization of alkenes 

Alkene Selectivitya 

1. 2. k2/kl Temp. [oC1 

6-methyl-l-heptene Hexene-l 1.8 150 

3-ethyl-l-pentene Hexene-l 35 175 
e4,4-dimethyl-l-hexene Hexene-l 120 175 

aThe selectivity is defined as the ratio of the percentage conversions of 
2 and 1 in a given time of contact (After Dessau). 
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(a) by hydrolysis of a strongly polarizing cation; and 
(b) by the generation of neutralizing entities to compensate 

for A1 3+ ions housed within the framework. 
The first of these is represented typically by 

and the second by 

HIi + 

I 
o 0 Ii ...... 0, 0 0 

............ ""Si /' "A~'/" 'Si / ""Si /' "" 
/\ /\ /\ /\ 

It is hydrogen bound to the 0 adjacent to the tetrahedrally incorporated 

Al that has a propensity to free itself as a proton ~ the active catalytic 
agent - thereby leaving a macroanionic framework. Infrared evidence sub­
stantiates this picture, and quantitative support for it comes [6.49] from 
solid-state 27Al NMR, which monitors [6.9] the concentration of incorporated, 
four-coordinated Al. As we see from Fig.6.11, there is a linear dependence 

of catalytic activity upon Al-content in ZSM-5. We would also expect such 
correlations with Band Ga tetrahedrally coordinated. 

200 
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Fig.6.11. The catalytic activity of ZSM-5 shows a linear dependence on the 
concentration of tetrahedrally coordinated Al since this is the root cause 
of the acidity. A similar situation exists when either B or Ga replaces the 
Al. After [6.49] 
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6.4 Converting a Zeolite to Its Catalytically Active Form 

For a given zeolite with a well-defined Si/Al ratio, greater catalytic ac­
tivity will ensue if polyvalent rather than monovalent ions occupy the sites 
of the exchangeable cations. Other things being equal, therefore, for the 
reasons given in the preceding section, a La3+ - or Ca2+ - exchanged zeolite 
exhi bits greater (Br¢nsted) cata lyti cacti vity than the Na + - exchanged ana­
logue. The logical extension of this argument is that the best activity is 
activated when H+ cations constitute the exchangeable ions, and indeed this 
is so. One way in which the H+ form of a zeolite can be prepared is simply 
by washing with mineral acid. In general, however, this procedure is not 
satisfactory because the zeolite framework is broken down in the process. To 
circumvent this difficulty, the NH~ - exchanged form is first prepared and 
this is then heated under hydrothermal conditions to yield the H+ zeolite 
after liberation of NH3. During the conversion there is much structural re­
organisation, but prolonged annealing generally succeeds in healing many, 
but not all, of the local defects. In zeolite-L, for example, coincidence 
boundaries are formed [6.3,50J as a result of rotation about an axis par­
all e 1 to ( 001 ) of one part of the crys ta 1 with respect to the other. The 
vI3 vI! R 32.2° coincidence lattice formed in zeolite-L results in a marked 
diminution of the diffusion of reactant and product molecules along the 
channels which run parallel to (001) in zeolite-L. 

It is important to appreciate that both the thermal stability and the 
catalytic activity of a zeolite are, in general, improved by dealumination. 
Until recently it was very difficult to monitor the precise degree of de­
alumination. In zeolites X and Y, for example, the unit cell dimension of 
the cubic structure was used as a criterion. The inherent cause of the small 
diminution of unit cell parameter upon dealumination is the replacement of 
an Al-O bond (~1.76 A) by Si-O (~1.60 A). X-ray methods are used [6.51] for 
this purpose. Other procedures are based on chemical analysis of Si and Al 
contents either by wet methods or by X-ray fluorescence or atomic emission 
spectroscopy. These methods are, however, fraught with difficulties as they 
record totaZ Si and Al content. They are intrinsically incapable of discrim­
inating between framework and non-framework locations. However, 29Si magic­
angle-spinning NMR (MASNMR) is readily capable of determining the framework 
Si/Al ratio in a nondestructive fashion, where I(Si~Al) is the intensity 
of the peak arising from Si surrounded by n A10 4 tetrahedra. A striking ex­
ample of the way in which 29Si MASNMR surpasses X-ray emission for the pur­
poses of determining framework composition is illustrated in Fig.6.12, taken 
from the work of Wright [6.52J on zeolite-rho. 
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Fig.6.12. When zeolite-rho is 
dealuminated by hydrothermal 
treatment of its NHa-exchanged 
form, the X-ray emission spec­
trum (Zeft) remains essentially 
unchanged as this method of 
chamical analysis does not dis­
criminate between framework and 
and nonframework §lements. On 
the other hand, 2 Si MASNMR 
(right) is sensitive [6.14) to 
changes in framework composi­
tion. After [6.52) 

Other techniques besides MASNMR are of value in characterizing a zeolite 
converted into its catalytically active state: infrared spectroscopy, neu­
tron diffraction, thermogravimetric analysis, and acidity gages such as the 
use of Hammet indicators. In the final analysis, actual catalytic test re­
actions, such as the decomposition of cumene or the isomerization of xylenes 
or' the cracking of a straight-chain hydrocarbon, are used as realistic yard­
sticks. 

6.5 Influence of Intergrowths on Catalytic Performance 

Reference has been made earlier (Sect.6.4) to the fact that the diffusivity 
of organic molecules in samples of zeolite-L can be adversely affected if 
there are certain kinds of boundary contained within the crystals of the 
zeolite. In effect, at the boundary a new (local) structure exists. We also 
made earlier reference (Sect.6.2) to the tendency for ZSM-5 and ZSM-l1 to 
intergrow, see Fig.6.B. We shall now illustrate, with specific reference 
to ZSM-5 and ZSM-ll, what the catalytic repercussions of such intergrowths 
amount to. 

First, it is relevant to recall that when methanol is converted to gaso­
line a distribution of aromatic products, typified by that shown in Fig. 
6.13, is observed. In practice, however, product distribution curves of this 
kind are found to vary quite significantly from one preparation of ZSM-5 to 

122 



Fig.6.13. A typical distribution of aromatic prod­
ucts obtained in the conversion of methanol to gas­
oline over a ZSM-5 catalyst 

carbon number 

Aromatics distribution from methanol. 

another. Moreover, with ZSM-11 the carbon number for the peak as well as 
the distribution curve itself shifts to higher values, compared with the 
results for ZSM-5. It is not difficult to appreciate why this is so. There 
are in ZSM-11 two kinds of cavities created by the intersecting channels. 
One cavity has a volume about 1.6 times that of the other, the volume and 
shape of which is exactly the same as the single type of cavity found 
[6.52] in ZSM-5 see Fig.6.14. The shape and size of these cavities cru­

cially govern [6.29] the maximum dimension attainable in the transition state 
when the alkylcarbenium ions, formed from methanol, are established inside 
the zeolite catalyst [6.53]. The shift of the distribution curve (Fig.6.13) 
to higher values is therefore explicable in terms of the subtleties of the 
mode of operation of shape-selective catalysts. And the reason why prepa-

Fig.6.14. Photograph of a scale model showing an intergrowth of ZSM-5 (left) 
and ZSM-11 (right). Inflated balloons have been placed at the channel inter­
sections to show that in the ZSM-l1 structure, one of the two types of inter­
sections has a larger volume (about 60% more) than the intersections in the 
ZSM-5 structure. (See also Fig.6.15) 
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Fig.6.15. High-resolution micrograph of a typical ZSM-5 ZSM-ll catalyst which 
contains some intergrowths as structural defects. In perfectly ordered ZSM-5, 
one sheet is related to its predecessor by inversion (i), whereas in ZSM-ll 
successive sheets are in mirror (a) relation. See Fig.6.8 
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rations of ZSM-5 exhibit variability in catalytic performance vis-a-vis pro­
duct distribution is attributable to the fact that intergrowths of ZSM-11 
(present to a variable degree) occur within the ZSM-5. Proof of the occur­
rence of intergrowths has been presented previously [6.29] and is seen in 
the high-resolution micrograph that constitutes Fig.6.15. 

Intergrowths in which one particular zeolitic structure exists locally 
within another have been found by high-resolution electron microscopy HREM 
to be quite common [6.3,9,11,54]. In erionite, a catalyst that is widely 
used [6.47,48] shape-selectively in the so-called selectoforming process, we 
have found direct evidence for the coexistence of offretite and of sodalite 
within the structure. On the basis of prior arguments and structural ana­
logues [6.55], the occurrence of offretite is not surprising, but that of 
sodalite is. 

6.6 Siting and Energetics of Guest Species Inside Zeolite 
Catalysts 

To determine the siting of a guest, one may nowadays use neutron powder Riet­
veZdmethods [6.18,22], these procedures being at present superior to all 
other experimental methods, since they can, in principle, be used under con­
ditions that are very close to those used in catalytic practice. X-ray pow­
der methods are also promising [6.56,57] in this regard. There are, however, 
theoretical approaches which can also be employed. Using atom-atom pairwise 
evaluation procedures such as those that have proved eminent successful in 
organic solid-state chemistry [6.58,59], very considerable progress can be 
made in pinpointing the siting of the guest within the zeolite cavity and 
channel [6.3]. Early on, KiseZev and cO-~lorkers [6.60,61] demonstrated that 
computational procedures yielded values for the enthalpy of adsorption of 
organic and inorganic molecules inside zeolites that were very close to those 
determined experimentally from adsorption isotherms. 

In a recent study by wright et al. [6.22], encouraging results have been 
obtained in a joint experimental (neutron Rietveld) and computational deter­
mination of the siting of a pyridine molecule inside the channels of zeolite­
L. Zeolite-L is a potentially important catalyst for a wide range of cracking, 
hydrocracking, and other reactions, and although pyridine is not the typical 
reactant concerned in heterogeneous catalysis involving zeolites, it is the 
archetypal "acid poisoner". Knowledge of its siting within zeolite-L is, 
therefore, required. 

Figure 6.16 shows the result of the experimental determination of the po­
sition of pyridine in the zeolite channel. (Only one of the six crystallo-
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Fig.6.16. Result of neutron Rietveld powder analysis of the siting of a pyri­
dine molecule inside a zeolite-L channel [6.22]. Along the unit cell distance 
parallel to the channel axis there are six crystallographically equivalent 
sites where the pyridines are sited. Compare Fig.6.2 

Fig.6.17. Schematic illustration of the "starting" models for the computation 
of the preferred siting of pyridine inside the channel of K+-exchanged zeolite-L 
[6.22]. Empty circles denote K+ ions (see also Figs.6.2 and 18) 
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Fig.6.18. Results of computation of preferred siting of pyridine inside zeo­
lite-L. From the right-hand curve, it can be seen that the pyridine can reside 
in a range of positions with respect to the separation of the N atom on the 
pyridine and the K+ ion (~2.7-3.7 ~). The preferred angle of inclination 8, 
defined in Fig.6.17, turns out to be~8.5° both experimentally and computatio­
nally [6.22] 

graphically equivalent pyridine molecules is shown in this projection down 
the channel axis.) Figure 6.17 difines the positions inside the channels used 
in the computations, the results of which are shown in Fig. 6.18. It can be 
seen that agreement between observed and calculated positions is excellent, 
and augurs well for the solution of similar problems in guest: host inter­
actions. 

Plots of interaction energies similar to those shown in Fig.6.18, have 
been published for the "motion" of a benzene molecule as it proceeds along 
the channel axis in ZSM-5 [6.3]. The molecule traverses ten energetic maxima 
and minima in the 20 A distance corresponding to the unit cell repeat. 

6.7 Evaluating Currently Unsolved Zeolitic Structures 

We noted earlier that there are many zeolitic materials now extant for which 
no structural models are available. X-ray structural analysiS is not a 
feasible proposition for these microcrystal1Jne materials, even recognizing 
that synchrotron radiation (as an X-ray source) enables much smaller crystals 
than hitherto to be examined. At present new strategies are being evolved 
to determine the required structures. A combination of high-resolution elec­
tron microscopy, electron diffraction, solid-state NMR, catalytic testing 
[6.62], neutron and X-ray powder diffractometry, infrared spectroscopy, gas 
adsorption studies, together with model building of one kind or another, is 
now the "method" of proceeding. Items of information garnered from all these 
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disparate, individual methods of attack are then synthesized into the final 
model, but progress so far has not been dramatic. Nevertheless, there have 
been real successes as recently determined structures of ZSM-23 [6.9] and 
Theta-l [6.37] testify. The point to note about such a multi pronged struc­
tural analysis is that vital clues emerge from several different sources. 
Thus electron diffraction may yield the spacegroup and the unit cell dimen­
sions; IR may reveal whether or not there are five membered rings (as in ZSM-
5, ZSM-ll, and ferrierite); 29Si MASNMR on the dealuminated zeolite and the 
space group tell us [6.16] the maximum number of distinct crystallographic 

sites there are in the material; the catalytic testing reveals the size of the 
channel or cavity apertures, and so on. If a plausible model can then be 
constructed, its reliability can be tested in two distinct ways. First, ide­
alized coordinates are assigned to the atoms (working on the assumption that 
Si-O bond lengths are close to 1.6 A and Al-O to 1.76 A) and an X-ray powder 
refinement procedure is undertaken. This can be improved using the distance­
least-squares (DLS) approach pioneered by Meier and Baerlocher. Second, on 
the basis of the model, HREM images are calculated [6.8,9] as a function of 
specimen thickness and defect of focus. A good correspondence between com­
puted and observed images signifies the trustworthiness of the structural 
model. (Le Roy Eyring and A. Rae Smith have evolved quantitative procedures 
for assessing the degree of correspondence of computed and observed images). 

Figure 6.19 taken from our recent work [6.63] summarizes information 
garnered in the manner described in the preceding paragraph. We see that 
ZSM-23 is effectively a twinned version of Theta-l [6.19], as is exemplified 
in Fig.6.20. Also included in Fig.6.19, is a proposed model (in projection) 

Holotype 
model 

Zeolite 

Tetrahedra 

No. distinct sites 

THETA-1 

24 

4 

ZSM-23 

24 
7 

ZSM-12 

14 

7 

Ratio of sites 2:2:1:1 2:2:2:2:2:1:1 1:1:1:1:1:1:1 

Fig.6.19. Models of the projected structHres of Theta-I, ZSM-23, and ZSM-12. 
(Dimensions of unit meshes indicated in Angstroms.) 
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Fig.6.20. Schematic illustration of how the structure of ZSM-23, hitherto 
unsolved, may be regarded [6.19] as having been derived from Theta-l by re­
current twinning. The left half is Theta-I, and the strip of structure im­
mediately to the right of the halfway boundary is the twinned (mirror rela­
ted) version of the strip to the immediate right. In the ZSM-23 structure 
each strip is a twinned version of its predecessor. The translationally re­
lated units in Theta-I, and the mirror-related ones in ZSM-23, have been 
delineated for clarity 

for the structure of ZSM-12. Doubtless many zeolites will yield their struc­
tures according to the stratagems outlined here and in other kinds of 
approach. 

6.8 Analogy Between Zeolitic and Selective Oxidation 
Catalysts 

During the course of exerting their influence, zeolite (and indeed clay-based 
[6.41] catalysts entail removal, transfer, and reincorpon.tion of H+ ions 
already present in the solid catalyst and distributed more or less uniformly 
throughout the bulk. There is another call of catalyst, of growing importance, 
that functions in a similar fashion but with the important difference that 
oxygen ions, rather than protons, are now the entities that are removed, 
transferred and reincorporated. This class embraces several mixed-oxide sys­
tems which are widely used for the selective catalytic oxidation of hydro­
carbons. For example, Bi 2Mo06 and other so-called bismuth molybdates 
Bi 2Mo209 and Bi 2Mo3012 , with or without substitutional additives, are em­
ployed [6.64] in the conversion of propylene to acrolein. Also, substoichio­
metric CaMn03_x (0 <* > 0.5) can be used to convert [6.65] propylene to ben­
zene and isobutene to paraxylene (Fig.6.21). As with the zeolites, this 
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Fig.6.21. Both in catalysts such 
as Bi2Mo06 (or CaMn03-x) and in 
the acidic zeolites, the active 
sites from which ions are ditched 
(02- and H+ respectively) are 
distributed uniformly throughout 
the solids. Ions are removed, in­
corporated into the reactants 
which are converted to products, 
and are subsequently reincorpo­
rated into the solid catalyst. 
The detailed steps in the con­
version of propylene to acrolein 
are schematized here 

2CH,OH 

BI'M~ 
2CH,=CHO+H,O 

Acrolein 

ZSM-5 ZSM-5 
(Z;;;iiiel CH,~CH, -+ Gasoline 

H,O 

ZSM-5 
-+ 

HC_CH 
/-\ 

HC" /jC- CH,CH, 

HC-CH !-H, 

C,H,CH=CH, 

2e- 02- 0 2-

0 2- Bi3+ 0 2- Mo6+ 0 2- Bi3+ 

0 2- d-

+- Solid Bi2Mo06 catalyst 

class of catalyst has its active sites (or potential active sites) distri­
buted uniformly throughout the bulk solid. These solid catalysts (in marked 
contrast to, say, Pt or Ag as selective oxidation catalysts) can release 
oxygen from their bulk, a loss which is then made good by incorporation of 
gaseous 02 into the depleted structure (Fig.6.21). Experiments using 1802 
and secondary ion mass spectrometry [6.66] leave little doubt that the solid 
oxide releases its structural oxygen in the crucial act of catalysis, and 
that incorporation of 02 is facilitated by the electrons freed in the step 
02-__ [0] + 2 e. 
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7. Structural Characterization of Molecules 
and Reaction Intermediates 
on Surfaces Using Synchrotron Radiation 

D.A. Outka and R.J. Madix 

Departments of Chemical Engineering and Chemistry, Stanford University, 
Stanford. CA 94305, USA 

One of the principal reasons for studying surfaces is to gain insight into 
industrially important chemical processes such as catalysis. Advancement in 
this area in surface chemistry has been aided by several developments in spec­
troscopic techniques over the past decade which have allowed increasingly de­
tailed characterization of polyatomic adsorbates en single-crystal surfaces. 
For example, with vibrational spectroscopy [7.1] one can now routinely de­
termine the character of the bonds within polyatomic adsorbates containing a 
dozen or more atoms and limited information on orientation can be obtained. 
Further structural information such as bond distances and binding sites have 
remained elusive, however, except for the simplest of cases. In this chapter 
we examine two related techniques employing synchrotron radiation which hold 
promise of providing such structural information: surface extended X-ray ab­
sorption fine structure (SEXAFS) and near edge X-ray absorption fine struc­
ture (NEXAFS). These techniques are particularly useful in studying surface 
chemistry in that they provide structural information not only about the sur­
face-adsorbate bond but also about bonds within the adsorbate itself. 

The first technique, SEXAFS, is an adaptation of the bulk structural 
technique EXAFS (extended X-ray absorption fine structure). From this tech­
nique the chemisorption site and bond length can be determined. While other 
techniques such as low-energy electron diffraction (LEED) [7.2] and photo­
electron diffraction [7.3] provide similar information, SEXAFS has the ad­
vantages of not requiring long-range order and of using a simple, one-electron 
scattering model. Previous reviews have considered the application of this 
technique to atomic adsorbates [7.4,5]. We will concentrate on recent appli­
cations to poZyatomic adsorbates including the variation in chemisorption ge­
ometry observed for formate groups (HC02) on copper surfaces as a function of 
surface crystallography. 

The second technique, NEXAFS, has been systematically studied on surfaces 
only recently [7.6]. It probes the orientation and bond lengths between low­

atomic-number atoms within an adsorbate. This information is of particular in­
terest since most techniques are rather insensitive to low-atomic-number atoms. 
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This technique is rather easier to perform than SEXAFS so several studies have 
been conducted and can be discussed, including oxidation intermediates of Cu 
{IOO}, and hydrocarbons and sulfur-containing hydrocarbons on Pt{lll}. 

7.1 Principles of X-Ray Absorption 

7.1.1 General Features 

The absorption of X-rays is accompanied by the excitation of an inner-shell 
electron. The simplest case is that of an isolated atom such as the noble gas 
krypton, whose absorption spectrum is shown in Fig.7.1 [7.5]. The spectrum is 
characterized by an abrupt increase in the absorption coefficient as a func­
tion of increasing X-ray frequency. This threshold corresponds to the energy 
required to excite a K shell electron to an unoccupied level and is known as 
the absorption edge. The X-ray absorption spectrum of an isolated atom is 
rather featureless but when there are neighboring atoms such as in a molecule, 
two additioeal types of spectral features are observed. For example, the X-ray 
absorption spectrum of gaseous Br2 (Fig.7.1) shows a sharp peak just below the 
ionization energy and an oscillatory absorption coefficient on the high-energy 
side of the edge. These structures are the NEXAFS and EXAFS, respectively. 

Both of these phenomena are due to scattering of the excited electron by 
neighboring atoms, but differ in the nature of the final state of the electron. 

x 
::t.2 

13400 
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2 Br2 
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Fig.7.l. The energy-dependent X-ray absorption spectrum of krypton ~as showing 
no EXAFS nor NEXAFS structure, and the spectrum for bromine which has these 
[7.5] 
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CONTINUUM STATE 

SHAPE RESONANCE 

ABSORBING~ l_NEIGHBOR 
ATOM W ~ ATOM 
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Fig.7.2. Potential energy diagram for a diatomic molecule showing the X-ray 
absorption process. For NEXAFS, electron transitions to a bound state or to 
a shape resonance are possible. For SEXAFS, the electron is excited to a 
continuum state [7.7] 

Figure 7.2 shows a schematic potential energy diagram for the X-ray absorption 
process [7.7]. Depending on the energy of the exciting radiation, the electron 
can be promoted to various final states. In the case of NEXAFS, the excitation 
energies are of the order of 10 eV, giving rise to resonances near the absorp­
tion edge, and the final state contains an unoccupied orbital in the vicinity 
of the absorbing atom. The excitation can either be to a state below the ioniza­
tion threshold of the molecule which is called a "bound state" or to a state 
just above the ionization threshold which is called a "shape resonance". In 
the case of EXAFS, the excitation energies are ~30 eV above the ionization 
limit where a continuum of free-electron-like final states exist. In both 
cases the final states are affected by neighboring atoms. 

1.1.2 Surface Extended X-Ray Absorption Fine Structure 

Distances to adjacent high-atomic-number atoms can be determined from the 
high-energy EXAFS spectral region [7.8l. The EXAFS region is straightforward 
to analyze quantitatively since the final state is free-electron-like, and 
the high kinetic energy of the photoelectron allows single-electron scattering 
theory to be applied. The EXAFS oscillations result from backscattering of 
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Fig.7.3. Schematic diagram of EXAFS backscattering. 
The photoelectron emitted from the central atom is 
backscattered from neighboring atoms, which results 
in interference 

this photoelectron by neighboring atoms (Fig.7.3). This backscattered electron 
can interfere constructively or destructively with the outgoing photoelectron 
depending on its wavelength. This gives rise to the oscillatory behavior whose 
dependence on the electron wave vector k is given by [7.4,8] 

X(k) = ~ Nj Ai(k) sin[2kRi + ~i(k)l , (7.1) 

where the sum extends over shells of i identical neighboring atoms at a dis~ 

tance R,., A.(k) is an amplitude function which is largely determined by the , * 
atomic number of the backscattering atom, and the term Ni accounts for the 
angle between the incoming X-rays and the vector to the backscattering atom. 
Distances are derived from Fourier transformation of the EXAFS signal which 
isolates the periodic portion of this function yielding a peak for each dis­
tance R .. Actual distances are extracted from the peaks of the Fourier trans-, 
form by applying a phase shift correction ~i(k) which is characteristic of the 
central and backscattering atom. This phase shift can be obtained from theory 
or reference compounds. In the best cases, distances can be determined to 
within ±O .02 t 

In studies with single-crystal surfaces, the EXAFS technique is principally 
used to probe the chemisorption bond, since the EXAFS is dominated by back­
scattering only from neighboring atoms with a high atomic number, such as in 
a metal surface. There are two reasons for this. First, the energetic photo­
electrons produced in the X-ray absorption are appreciably affected only by 
the core electrons of medium- to high-atomic-number atoms. For example, Fig. 
7.4 compares the theoretical scattering amplitude of two elements, copper and 
carbon, as a function of electron wave vector [7.9,10]. The single-electron 
scattering approximation used in EXAFS is valid >4~, in which range the back-

'" scattering is dominated by copper. In contrast, the EXAFS amplitude from low 
atomic-number atoms such as carbon would be weak or unobservable. Second, the 
bond lengths associated with low-atomic-number atoms are usually small, which 
implies a long wavelength for the EXAFS oscillations. These long wavelengths 
are difficult to measure because the amplitude drops quickly with k (Fig.7.4) 
and only a limited energy range is usually available for observation. 
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Fig.7.4. Comparison of the backscattering amplitudes of C and Cu atoms as a 
function of electron wave vector! from [7.9]. The backscattering amplitude 
maximum for Cu occurs above 5 ~- which is in the SEXAFS region. That of 
carbon maximizes at a low wave vectorRl 1 ~-l, which is in the NEXAFS region 
[7.10] 

Chemisorption sites can be determined from the angular dependence of the 
SEXAFS amplitude when using single-crystal surfaces and polarized X-rays. This 
angular dependence is contained in the Ni term of (7.1) which for K edges is 
given by 

(7.2) 

where ai is the angle between the electric field vector E and the internuclear 
vector. Note that the EXAFS amplitude is greatest when the E vector of the 
X-rays lies along the internuclear bond. For example, Fig.7.5 shows a simulated 
absorption spectrum for a methoxy group (CH30) on a surface with fourfold sym· 
metry with the oxygen located in the plane of the surface [7.10]. The oxygen 
Kedge SEXAFS is most intense when E lies parallel to O-Cu bonds (i.e., in 
the surface plane) as shown in Fig.7.5c,d. When E lies perpendicular to the 
0- Cu bonds (i .e., perpendicular to the surface), the SEXAFS oscillations are 
absent and only the weak and broad 0 - C SEXAFS oscillations are seen (Figs. 
7.5a,b). Special cases of (7.2) have been derived for sites of fourfold, three­
fold, and twofold symmetry [7.4]. The EXAFS amplitude also contains the term 
Ai(k) of (7.1) which includes Debye-Waller factors, electron-loss terms, and 
an amplitude function which depends on the backscattering atom. These factors 
depend little on X-ray incidence angle, however, and thus approximately cancel 
in the ratio of amplitudes at different incidence angles. Chemisorption sites 
can therefore be determined from the amplitude ratios measured at various angles 
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Fig.7.5a-d. Angular dependence of SEXAFS and NEXAFS [7.10]. (a) Hypothetical 
diatomic molecule (black and white atoms) in a fourfold hollow site of metal 
atoms (dashed atoms). The molecular axis is normal to the plane containing 
the black and dashed atoms. The X-rays are incident at a glancing angle with 
E along the molecular axis. (b) SEXAFS spectrum calculated using a single­
scattering formalism (7.1) for geometry (a) showing intense O-C structure 
just above the edge (550- 600 eV) but no O-Cu SEXAFS. (c) Same model as (a) 
except the X-rays are at normal incidence with E parallel to the surface. (d) 
Calculated SEXAFS spectrum for geometry (c) showing O-Cu SEXAFS but no O-C 
related NEXAFS or SEXAFS 

of incidence by comparison to those calculated from (7.2). These should agree 
within 20% for the correct geometry. 

7.1.3 Near Edge X-Ray Absorption Fine Structure 

The NEXAFS spectral region lies near the absorption edge (within ~ 30 eV) and 
provides information about the orientation and length of bonds between low­
atomic-number atoms. These features are more difficult to analyze quantita­
tively because the excited electron now has little kinetic energy and is there­
fore multiply scattered by core and valence electron charge distributions. The 
complexity of this region is seen in the gas-phase spectra of the several dozen 
small molecules which have been studied using X-ray absorption or electron 

impact excitation [7.11]. For example, Fig.7.6 shows the electron impact spec­
trum for gaseous N2 which shows at least seven peaks [7.12]. Calculations indi­
cated that many of these features are multiple-scattering events [7.13]. 
There were two dominant features, however, which are attributable to simple 
electric-dipole transitions. The first and most intense peak in the spectrum 
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Fig.7.6. Electron impact K shell 
excitation spectrum of nitro~en [7.12]. 
The most intense and electric-dipole dom­
inated transitions are due to final 
states of rr sy~metry (peak A) and 0 
symmetry (peak G) 

Fig.7.7. Oxygen Kedge NEXAFS spectra for 
CO on Ni{lOO} as a function of X-ray in­
cidence angle at 180 K [7.6]. The two 
principal peaks are due to a rr* state 
(peak A) and a 0* state (peak B) 
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of N2 (Fig.7.6) is due to a transition to a rr* final state. Such a rr* feature 
is observed in the spectra of unsaturated molecules and is usually sharp, in­
tense, and the lowest-energy peak. The other dominant feature of the N2 spec­
trum is the broad peak labeled G which is due to a final state of a symmetry. 
This peak is present in the spectra of all molecules and is broad. The other 
features are weak and not usually resolved in the spectra of condensed-phase 
species. 

The electric-dipole character of these two dominant features can be used 
to determine the orientation of polyatomic adsorbates on single-crystal sur­
faces when using the polarized X-rays from a synchrotron source. By varying 
the incidence angle of the X-rays, the rr* and 0* transitions can be tuned in 
or out. This is seen in the spectrum of carbon monoxide on a Ni{lOO} surface 
(Fig.l.7) [7.6]. Carbon monoxide is attached to the surface via carbon with 
the C - 0 bond normal to the surface. Thi s spectrum shows domi nant trans iti ons 
to a rr* final state (labeled A) and a 0* final state (labeled B). The transi­
tion to the 0* final state is maximized when E lies parallel to the 0 orbital 
of CO (i.e., along the internuclear axis). This occurred at glancing X-ray 
incidence where E was normal to the surface. (The vector E is perpendicular 
to the direction of propogation of the X-rays.) The transition to the rr* final 
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state has the opposite requirement and is maximized when E is parallel to the 
lobes of the rr orbital of the molecule. This occurred at normal X-ray inci­
dence. The angular behavior of these two peaks is thus consistent with a nor­
ma 1 ori entati on for the C - 0 bond wi th respect to the surface. 

The angular dependence of these peaks can be quantified to obtain the 
orientation of an adsorbate on a surface. Because the features are electric 
dipole dominated, there is a cos 2(a) dependence in the intensity of these 
peaks where a is the angle between E and the respective rr* or cr* orbital 
[7.6], For example, using this relation, the axis of the molecules CO, NO, 
and N2 have been determined to be normal to the Ni{lOO} surface to within 
±10o [7.6]. This result isin agreement with the orientations for these molecules 
as determined from angle-resolved ultraviolet photoelectron spectroscopy 
(ARUPS), low-energy electron diffraction (LEED), and electron energy loss spec­
troscopy (EELS). The determination of orientation is most straightforward from 
the rr* resonance since it is generally narrower, and it precedes the absorption 
edge and does not reside on the edge background. One small complication is 
that synchrotron radiation is not perfectly polarized so the peaks never vanish 
completely. The extent of polarization is approximately 80% [7.6], depending 
on the source, and must be accounted for in calculating orientations. 

The positions of the cr* peak in the NEXAFS can also be used to estimate 
the length of the cr bond, providing a basis for measuring bond lengths between 
low-atomic-number atoms within a polyatomic adsorbate. The dependence of the 
NEXAFS peaks on bond length was suggested from several experimental studies 
of gases and metal complexes [7.14-16] and calculations [7.17]. These showed 
that the difference between the rr* and cr* features increased with decreasing 
bond length. Actually it is the position of the cr* peak which is the most 
sensitive to the bond length, and since this feature exists in all molecules, 
its position relative to the ionization limit can be used to establish a 
correlation. Originally, an EXAFS-like R- 2 correlation between bond distance 
and position of the cr* peak was suggested [7.16]. However, further experiments 

with gas-phase molecules indicated that a simple linear correlation was ade­
quate and gave similar results [7.7]. In either case, the correlating function 
can be considered to be merely an interpolating function or part of a series 
expansion of the exact, but unknown, relationship. The validity of this approx­
imation is demonstrated in Fig.7.8 for a series of gas-phase molecules [7.7]. 
Along each line relating the cr* resonance position to bond length are mole­
cules with a constant sum for the atomic numbers of the two atoms involved in 
the cr bond. Thus all the hydrocarbons are included in the top line. Diatomics 
like N2 and CO are included together since the sum of their atomic numbers is 
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Fig.7.B. Plot of the energy position of the 0* resonance relative to the 
ionization potential versus the bond distance for gas-phase molecules [7.7]. 
Each line is for a constant sum of the atomic numbers of the two atoms in­
volved in the 0 bond 

14. While there are a few cases like benzene (C6H6) which do not fall precisely 
on a line, the errors associated with assuming a linear relationship even for 
these cases is ~ 0.04 ~. Usually the error is much less. Thus a linear inter­
polation provides a simple method of estimating the bond lengths between low­
atomic-number atoms of polyatomics on surfaces. 

7.1.4 Apparatus 

Both SEXAFS and NEXAFS require an intense source of X-rays to compensate for 
the small number of atoms in a monolayer on a single-crystal surface « 1015 ) 
and, especially in the case of SEXAFS, the weak signal. Furthermore, to deter­

mine orientations from NEXAFS or binding sites from SEXAFS, the radiation must 
be polarized. Currently, only a synchrotron radiation source meets these 

criteria. 
The data collection apparatus is the same for both techniques but differs 

in some respects from the usual practice of bulk EXAFS [7.4]. First in order 
to prepare and maintain clean surfaces, the experiments must be performed 

under ultra-high-vacuum conditions « 10-9 Torr ). Secondly, the measurement of 
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Fig.l.9. Schematic diagram of the X-ray absorption process and decay of the 
core hole. Two decay pathways are possible: fluorescent decay which yields a 
photon and Auger decay which leads to ejection of an electron 

the X-ray absorption coefficient is less straightforward. For example, in 
EXAFS studies of bulk compounds, the intensities of the X-rays entering the 
sample and exiting the sample can be measured directly to obtain the absorp­
tion coefficient. This method is not sensitive enough for the small number of 
absorbers in a monolayer on a single-crystal surface, however. Instead, events 
associated with the decay of the inner-shell vacancy created by X-ray absorp­
tion must be followed. Figure 7.9 shows the X-ray absorption process to create 
a vacancy in the K electron shell and two relaxation pathways. For elements 
in the third row of the periodic table or below, it is possible to monitor 
the decay by fluorescence relaxation. Because of the long path length for 
X-rays in solids, this detection method also allows meaurements of thin films 
with thicknesses in the range of micrometers. For second-row elements, however, 
Auger relaxation is dominate so fluorescence detection is much more difficult. 
Since the experiments are performed under ultra-high-vacuum conditions, the 
Auger electron can be collected with a typical electron energy analyzer or an 
electron multiplier provided with retarding grids [7.4]. Care must be taken 
to select the incident X-ray energies and electron energy collection ranges 
for this detection method to avoid spurious peaks from photoemission or other 
Auger processes. Furthermore, since electrons have only a small escape depth 
from solids, this method can be applied only to atoms on top of the surface 
or within the first few atomic layers. In the case of molecules directly on 
the surface, the decay of the inner-shell vacancy can also lead to stimulated 
desorption of ions. The probability of this event depends on the orbital over­
lap between the absorbing atom and that of the desorbing ion. This provides 
the weakest signals for SEXAFS. 

7.2 SEXAFS Studies of Polyatomic Adsorbates 

7.2.1 Structure of Formate on the CU{100} Surface 

The formate group (HC02) is an intermediate in the copper-catalyzed oxidation 
of formic acid (HCOOH) and has been well-characterized by a variety of surface 
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spectroscopies. The mechanism for this oxidation was established on the 
Cu{IOO} surface using temperature programmed reaction spectroscopy (TPRS) and 
isotope labeling. The following mechanism applies [7.18,19] 

2DCOOH(g) + O(a) + 2DCOO(a) + H20(g) 

DCOO(a) + CO 2 (g) + 1/2 O2 (g) • T ~ 400 K 

(7.3) 

(7.4 ) 

While formic acid partially dissociates on a clean copper surface, this dis­
sociation is assisted by oxygen adatoms which abstract the acidic hydrogen 
atom to form unlabeled water and deuterium-labeled formate groups (7.3). The 
water desorbs by room temperature, isolating the formate groups. These are 
stable to about 400 K, whereupon CO2 and O2 are liberated in a reaction-limited 
decomposition of the formate group (7.4). Thus the formate can be isolated on 
copper surfaces. 

The orientation of the formate is reasonably well known from vibrational 
spectroscopy. The EELS of formate on Cu{100} agreed well with the infrared 
spectrum of sodium formate salt [7.20]. The frequencies and intensities were 
in general agreement with a few notable exceptions. In particular, the intense 
asyrrunetric C - 0 stretch and the C - H bending mode were weak or absent in the 
surface spectrum. The absence of these two features is attributed to a selection 
rule for the surface vibrational spectroscopy which allows only modes with 
a dipole-moment component normal to the surface to be observed. Using this 
selection rule it could be deduced that the formate group belonged to the C2v 
point group which implied that the plane of the formate group is normal to the 
surface and that the oxygen atoms are equivalent. The similarity of the vibra­
tional frequencies to formate complexes indicate that the formate is attached 
to the surface via the two oxygen atoms. 

The formate group on copper surfaces has also been studied by other surface 
spectroscopic techniques, including photoelectron spectroscopy [7.19] and 
infrared spectroscopy [7.21]. Despite the number of surface analysis techniques 
with which formate had been studied, bond lengths and the chemisorption site 
were unknown before SEXAFS analysis. 

From the SEXAFS study the average Cu - 0 chemisorption bond length for the 
formate group on the Cu{lOO}surface was determined to be 2.38 ± 0.04 ~ [7.10, 
22]. The raw oxygen K edge X-ray absorption spectrum for an X-ray incidence 
angle of ISo is shown as the top curve of Fig.7.10. The SEXAFS spectra were 
analyzed by the same methods used in normal bulk EXAFS analysis. First the 
background was approximated by two spline polynomials of order three and two, 
as shown by the dotted line through the raw spectrum. This background was sub-
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Fig.7.l0. The upper curve is the oxygen Kedge SEXAFS spectrum for formate 
on Cu{lOO} at 300 K and at grazing (150 ) X-ray incidence [7.10]. The photon 
energy where the C(ls) elastic photoemission peak has sufficient kinetic 
energy to overcome the retarding (-450 V) potential of the partial yield 
detector and to contribute to the measured signal is marked "Cls". The 
dashed line through the spectrum is the function used for background sub­
traction. The lower curve is the enlarged SEXAFS oscillations after back­
ground subtraction 

stracted out to yield the SEXAFS oscillations shown as the bottom curve of 
Fig.7.l0. A single dominant frequency occurred in this spectrum, as shown by 
the lone peak in the Fourier transform (FT) of Fig.7.lla. This peak can only 
be due to backscattering of the photoelectron from copper surface atoms because 
they are the only atoms with a sufficient number of core electrons to yield 
an observable EXAFS effect. The Cu - 0 distance was obtained by applying a 
phaseshift cJ>s=6.l7- (0.46 a)k, derived from a bulk Cu 20 standard, to yield 
an average Cu - 0 distance of 2.38 ± 0.04 t 

The oxygen atoms of the formate group are located approximately in the four­
hold hollow site of the Cu{100} surface according to the angular dependence of 
the amplitude of the SEXAFS. Fourier transformation of the SEXAFS signal at 
normal X-ray incidence showed the same dominant frequency and the same single 
peak as at glancing incidence (Fig.7.1lc). Averaging the 150 /900 amplitude 
ratios over the entire k range yielded a value of 1.7 ± 0.1. This experimental 
value can be compared to that calculated using (7.2) for five possible adsorp­
tion geometries (Fig.7.12). In the calculated ratios it was assumed that the 
nearest neighbor Cu - Cu distances for the surface atoms were unperturbed from 
the bulk and that there was no azimuthal preference in the orientation for the 
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Fig.7.ll. (a) Absolute Fourier transform of the SEXAFS signal obtained at 
grazing (150) X-ray incidence for formate on Cu{100} [7.10]. The peak near 
2.0 A corresponds to the Cu-O distance before phase shift correction. The 
dotted line is the window function used for filtering. (b) SEXAFS signal 
multiplied by electron wave vector k with superimposed sinusoidal function 
obtained by back-transformation of the peak in the window function in (a). 
(e) As in (a) except at normal X-ray incidence. The peak near 1 A is partly 
due to the C-O formate bond. (d) As in (b) except for spectrum (e) 

formate on the surface. In addition, an 0 - 0 intramolecular distance of 2.24 ~ 
was used in the calculation, which is typical for a formate group [7.23] and 
was derived from the NEXAFS studies (Sect.7.3.1). Table 7.1 compares the ex­
perimental 15°/90° ratio with that of these five possible geometries. Only 
the 1.86 value derived for the geometry of Fig.7.12a was near the observed 
1.7 value. Thus both of the formate oxygens were located near fourfold hollow 
sites. 
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Table 7.1. Amplitude ratios for the possible formate adsorption site~ on the 
Cu{100} surface shown in Fig.7.12 using an O-Cu distance of R=2.38 A and an 
unreconstructed surface [7.10) 

Geometry Part of Fig.7.12 15°/90° amplitude ratio 

Observed 

Hollow 

Bridge 

On-top 

Chelating 

Diagonal bridge 

a 

b 

c 

d 

e 

(b) A 

n-- ~----~ 
I \ I \ 
I \ I \ 

---- ®-----~ 
(d) 

(el 

(e) 

rr--i:-~ I \ 
I \ 

~--- -- ~ 
I I \ 

I I \ 

®-----~----~ 

~~---~ I \ 
I \ 

®-----

1.7 ± 0.1 

1.86 

4.57 

422 

6.63 

20.6 

Fig.7.12a-e. Possible chemi­
sorption geometries consid-
ered for formate on the Cu{100} 
surface [7.10). (a) hollow site; 
(b) bridge site; (c) on-top site; 
(d) chelating site; (e) diagonal 
bridge site 

The formate oxygens were not located precisely in the centers of the four­
fold hollow sites, however. The 0 - 0 separation typical for a formate group 
is 2.24 ~ while the fourfold hollow sites are separated by 2.56 ~. Only ex­
treme distortion of the formate could allow the oxygens to fit exactly into 
the fourfold hollow sites, which is not consistent with the similarity of the 
vibrational spectrum to undistorted formate groups [7.20) nor the NEXAFS ana-
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lysis (Sect.7.3.1). On the other hand, the SEXAFS experiment would resolve 
two Cu-O distances differing by more than 0.15 ~. These two opposing require­
ments can be met by placing an undistorted formate with the oxygens displaced 
slightly from the centers of the fourfold hollows. The two resultant Cu-O dis­
tances, R2 and R3, differ by the allowed 0.15 a (Fig.7.12a). The actual Cu-O 
distances were thus in the range 2.31- 2.45 t 

The chemisorption geometry of formate on Cu{100} is quite unusual in that 
the nearest-neighbor (NN) Cu-O distances are at least 0.3 a larger than typi­
cal NN Cu-O distances found in metal complexes or other oxygen-bonded adsor­
bates on copper surfaces. A typical NN Cu-O distance is approximately 1.8 to 
2.0 ~. For example, the Cu-O distances in Cu20 and CuO are 1.85 and 1.95 ~, 
respectively. Likewise, the 1.84 ~ Cu - 0 distance for oxygen adatoms on Cu{100} 
is within this range [7.24]. The minimum 2.31 a distance for the oxygens of 
the formate group on Cu{100} is anomalously large. 

This long distance is ascribed to a steric interaction for the formate on 
Cu{100}. In the geometry of Fig.7.12a, the carbon atom is located in a bridge 
position between two copper atoms. The carbon is not bonded to these atoms, 
however, according to the vibrational spectrum analysis [7.20] and electronic 
structure calculations [7.25]. In order to maintain a nonbonding Cu - C distance 
and maintain a normal configuration for the formate group, a minimum Cu - 0 
distance of 2.30 a can be estimated from atomic radii [7.10]. This value is 
quite close to the lower limit for R2 of 2.31 a determined by the SEXAFS ana­
lysi s. 

This chemisorption geometry is interesting in that it is apparently a com­
promise between several opposing forces. On the one hand, the oxygen atoms 
prefer the high-coordination fourfold hollow site, which is also the site of 
oxygen ada toms on this surface [7.24]. This site is opposed, however, by the 
Cu - C steric repulsion and the forces opposing distortion of the formate group 
itself. Despite these opposing forces, oxygen still chooses to locate near the 
fourfold hollow rather than relocate to a lower-coordination site. This SEXAFS 
analysis has thus provided insight into the forces which determine adsorption 
sites and the complexities which can exist for polyatomic adsorbates which 
do not exist for simple atomic adsorbates. 

7.2.2 Structure of Formate on the Cu{llO} Surface 

The structure of formate groups on the Cu{110} surface has also been determined 
by SEXAFS and has significant differences from the structure on the Cu{100} 
surface [7.26]. The Cu{110} surface is corrugated with rows of close-packed 
atoms so that the highest symmetry site now available has twofold symmetry. 
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The formate group has also been well-characterized on this surface (7.18,19, 
21] and is formed by the same reactions as on the Cu{100}surface (7.3,4). Like­
wise, infrared vibrational spectroscopy shows that the formate has C2v symmetry 
as on the Cu{100} surface [7.21]. The principa1 difference between the Cu{110} 
and Cu{100} surfaces is that formate on the Cu{110} surface is azimuthally 
aligned so that the plane of the formates are parallel to the ridges «110> 
direction) of the surface. Otherwise, the frequencies and intensities of the 
formate vibrational spectra were in general agreement. 

From SEXAFS studies of formate on the Cu{110} surface an average Cu-O bond 
1 ength of 1. 98 ± o. 07 ~ was obta i ned [7.26]. The raw oxygen K edge X-ray ab­
sorption spectra are shown in Fig.7.13 at various angles of X-ray incidence. 
The SEXAFS oscillations are clearly seen in the two lower spectra of Fig.7.13 
as two broad peaks at approximately 575 and 625 eV. Weaker SEXAFS peaks are 
also apparent in the top spectrum of Fig.7.13a. Using the same methods as pre­
viously discussed, a Cu - 0 distance of 1.98 ± 0.07 ~ was obtained. 
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Fig.7.13a,b. Oxygen Kedge SEXAFS spectra for formate on Cu{lOO} [7.26L­
The polarization direction of the X-rays for each case vias along the <110> 
direction for those in (a) and along the <001> direction for (b) 
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Fig.7.14. The formate geometries 
considered in the SEXAFS analysis 
on Cu{110} [7.26] 

From the polar and azimuthal angular dependence of the SEXAFS amplitude, 
the chemisorption site shown in Fig.7.14b was derived for formate on the 
Cu{110} surface. First it was deduced that the formate resided on top of the 
atomic "ridges" of this surface rather than in the troughs from the weakness 
of the SEXAFS signal under normal X-ray incidence (Fig.7.13). Under normal 
X-ray incidence, E is parallel to the surface, and a strong signal would be 
obtained only for Cu - 0 bonds with a large horizontal component, such as if 
the formate oxygens were located in the troughs. Instead the normal incidence 
SEXAFS was weak or absent, so a site on top of the "ridges" was indicated. 
Second, two different ridge geometries were considered (Figs.7.14a,b), and 
they were distinguished by comparing the measured intensities at various in­
cidence angles with that calculated using (7.2). Table 7.2 shows this compari­
son and that only the model of Fig.7.14b would have a nonvanishing SEXAFS 
signal at 90° incidence along the <110> direction as observed. Thus the oxy­
gens reside approximately in short twofold bridge sites. 

Table 7.2. Amplitude ratios for possible formate adsorption sites on the 
Cu{110} surface. Values are normal ized to unity for 8 = 20°, <110r azimuth 
[7.26] 

Azimuth 8[0] Theory Experiment 
Model a Model b 

-
<110> 20 1.0 1.0 1.0 

-
<110> 90 0 0.7 0.6 ± 0.2 

<001> 20 1.0 1.0 1.0 ± 0.2 

<00l> 90 0 0 0 
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The oxygens cannot occupy the centers of the short twofold bridge sites 
exactly, but are positioned asymmetrically. The distance between the twofold 
bridge sites is 2.56 ~ which is the same separation as for the fourfold hollow 
sites on the Cu{lOO} surface (Sect.7.2.1). Since the vibrational spectra 
[7.21] and NEXAFS (Sect.7.3.1) did not indicate extreme distortion of the 
formate group, the oxygens cannot occupy the centers of the twofold bridge 
sites. Instead, the actual Cu-O distances, R1 and R2 of Fig.7.14b differ by 
less than 0.10 ~ from the average 1.98 ~ distance. As before, SEXAFS could 
not resolve two distances this close together. 

The chemisorption geometry of formate on Cu{110} differs significantly 
from the formate geometry on Cu{IOO} in the length of the Cu - 0 bond and the 
binding site. On Cu{1lQ} the 1.98 ± 0.07 ~ Cu - 0 distance is typical of NN 
Cu - 0 distances found in metal complexes and for atomic oxygen on copper. The 
absence of a long Cu - 0 distance for formate on this surface is simply attri­
butable to the absence of a Cu - C steric interaction. That is, for the geometry 
of Fig.7.14b, there is no crowding of the carbon atom. The difference in bind­
ing sites is slightly harder to rationalize since the local geometry of formate 
on the Cu{110} surface is also available on the Cu{100} surface. There are two 
possible explanations for this difference. 1) The site for formate near the 
fourfold hollow on Cu{100} may be energetically favored over the twofold bridge 
site which formate occupies on the Cu{110} surface. Thus on the Cu{100} sur­
face where both sites exist, the energetically favored site is chosen. On the 
Cu{110} surface, however, only the energetically inferior site is available 
so it is occupied. This explanation is plausible in that it ascribes a higher 
energy to higher coordination site. 2) The site chosen for formate may depend 
upon electronic details of the surface which are not reflected in the local 
geometric structure. This is, while the same ZocaZ geometry of surface atoms 
as shown in the right-hand side of Fig.7.14b exists on both surfaces, the 
Zong-range geometry is different and thus the electronic states of the surface 
may also be different on the two surfaces. Further electronic structure cal­
culations will be required to fully understand the differences in chemisorption 
geometries which have been revealed by SEXAFS. 

7.2.3 Structure of Methoxy on the Cu{lOO} Surface 

Methoxy (CH30) is a stable intermediate in the copper-catalyzed oxidation of 
methanol (CH30H) [7.27-32]. Methoxy formation is assisted by oxygen ada toms 
in a reaction analogous to (7.3) 

(7.5) 
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The methoxy is stable to appro~imately 300 K whereupon it undergoes the de­
composition reaction 

(7.6) 

Studies of methoxy by various surface spectroscopic techniques indicate that 
the methoxy is tilted on the surface but otherwise similar to the group in 
the parent methanol. The EELS vibrational spectrum compares well with the in­
frared spectrum of methanol except for the expected absence of the 0 - H stretch 
[7.30]. This indicates that methoxy is attached to the surface via the oxygen. 
Infrared spectroscopy studies indicate that the C - 0 bond of the methoxy is 
tilted by approximately 30° from the surface normal [7.31,33]. This was de­
duced from the nondegeneracy of the two aSYl1ll1etric C - H stretching modes. The 
tilted orientation is also supported by NEXAFS studies (Sect.7.3.1), although 
ARUPS [7.34] and EELS [7.30] have indicated a normal orientation for the C - 0 
bond. 

An examination by vibrational spectroscopy of the phonon modes induced by 
methoxy formation also rules out an a-top adsorption site for the methoxy 
[7.32]. If the methoxy were chemisorbed with the oxygen in the a-top site 
then a certain phonon mode becomes dipole allowed and would be observed, as 
occurs for CO on the Cu{100} surface. Such a mode was not observed for methoxy 
so the a-top site is ruled out. Otherwise, no structural details of methoxy 
on Cu{100} were known. 

From a SEXAFS study, a Cu - 0 chemisorption bond length of 1.97 ± 0.05 a 
was determined [7.10]. The FT of the oxygen Kedge SEXAFS region is shown in 
Fig.7.1S, and a single NN Cu-O peak was obtained. Applying the phase shift 
from bulk Cu20 yields the 1.97 Cu - 0 bond length. This distance is within the 
1.8 to 2.0 a range for normal NN Cu-O bonds (Sect.7.2.1). Thus no steric in­
teractions occur for methoxy on Cu{100} as seen for formate on this surface. 

The chemisorption site of methoxy was not completely determined from SEXAFS, 
but the a-top site was ruled out [7.10]. No Cu - 0 SEXAFS oscillations were 
observed at an X-ray incidence angle of 15° (E near the surface normal) which 
impl ies that the Cu - 0 bond cannot be near the surface normal. Thus the a-top 
site was ruled out. However, Cu - 0 SEXAFS oscillations were observed at X-ray 
incidence angles of 90° and 45° with an ampl itude ratio of 0.92 ± 0.2. If the 
oxygen of the methoxy group were located in the fourfold hollow site or the 
twofold bridge site, then 90° /45° amplitude ratios of 1.46 and 0.53, respec­
tively, are expected from (7.2). The measured value fell between these so 
does not clearly indicate either site. There are several possible explanations 
for this intermediate value. 1) The signal-to-noise ratio for the methoxy 
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dow function used for filtering. (b) Background-substracted SEXAFS signal 
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SEXAFS was worse than for the formate studies due to lower attainable cover­
ages. Thus simply better measurements may be required to clearly discriminate 
between these two sites. 2) The methoxy may reside in an asymmetric site or 
occupy both sites. Both of these possibilities would give an intermediate 
amplitude ratio. These possibilities are plausible since oxygen ada toms also 
form poorly ordered overlayers at higher coverages. Further study will be 
required to definitively establish the site of the methoxy group on Cu{100}. 

7.3 NEXAFS Studies of Polyatomic Adsorbates 

7.3.1 Oxidation Intermediates on CU{100} and Cu{llO} 

The series of adsorbates CO, formate (HC02), and methoxy (CH30) provide a 
good basis for understanding how changes in the intramoleular bonding of a 
polyatomic adsorbate are reflected in their NEXAFS spectra. The reason is that 
a 11 of these mol ecul es contain a C - 0 abond, yet the bond order vari es from 
1 to 3. Furthermore, these adsorbates have been well characterized by a variety 
of other surface spectroscopic techniques. 

The NEXAFS spectra of CO on a Cu{100} surface resemble those of CO on 
Ni{100} and indicate that the C-O axis is normal ,to the surface [7.22]. 
Figure 7.16 shows the CO NEXAFS region at X-ray incidence angles of 15° and 
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n* resonance, peak B is the 0* reso­
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0* resonance associated with a sin­
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90 0 • Two primary features were observed which were assigned to rr* and a* 

transitions by analogy to CO and Ni{IOO} (Fig.7.7). Quantitatively analyzing 
the areas of these peaks as a function of X-ray incidence angle and applying 
a cos 2a electric-dipole relation indicates that the C - 0 bond is within ± 100 

of the surface normal. This conclus.ion is in agreement with vibrational [7.32] 
and photoemission studies [7.35]. 

The formate NEXAFS spectra also have the rr* and a* transitions from which 
a normal orientation for the plane of the formate can be deduced [7.22]. The 
NEXAFS spectra of formate on Cu{IOO} are shown in Fig.7.17 as a function of 
X-ray incidence angle. Two principle transitions were observed which were as­
signed to the rr* (labeled A) and a* (labeled B) resonances. The rr* transitions 
was maximized at normal X-ray incidence and nearly vanished at glancing inci­
dence. This implies that the lobes of the p orbitals contributing to the rr 

bond are parallel to the surface since the rr* feature was most intense when 

153 



E was also parallel to the surface (i.e., normal X-ray incidence). This con­
clusion is consistent with the results of vibrational studies [7.20]. 

In principle the angle of the C - 0 bond with respect to the surface could 
be derived from the angular dependence of the ~* peak but there are several 
complications [7.10]. First, the 0* peak does not completely vanish at any 
X-ray incidence angle because there is always a nonzero projection onto one 
of the inc 1 i ned C - 0 bonds. Second, the background for the 0* peak is more 
difficult to establish because the peak is broader than the ~* resonance. 
Finally, there is evidence for a minority species, possibly a monodentate 
formate, which interferes with the measurements of the 0* peak area. The small 
0* shoulder labeled B' has been tentatively ascribed to this minority species, 
and it cannot be reliably deconvoluted from the main 0* peak labeled B. This 
minority peak is most apparent at low temperatures and 90°, which agrees with 
the conclusions of an EELS study of formate on Cu{100} [7.20]. 

From the methoxy NEXAFS spectra, the single-bond character of the methoxy 
C - 0 bond and a ti lti ng of the C - 0 bond from the surface normal are apparent 
[7.10]. Figure 7.18 shows the methoxy NEXAFS spectra as a function of X-ray 
incidence angle. No sharp ~* resonance was observed. Instead only a broad 0* 

resonance (labeled B) was observed. This is expected by analogy to the single­
bond character of the C - 0 bond of methanol. The 0* peak area under normal 
X-ray incidence was larger than expected from the residual cross-polarization 
component of the synchrotron X-rays. Although establishing a baseline for 0* 

peaks is somewhat difficult. the apprOXimate tilt of the C - 0 bond from the 
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surface normal was estimated from the relative areas of the cr* peaks to be 
32°. Allowing a generous error in the measured ratio of the cr* peak areas of 
a factor of two results in an error of only ± 10° in the tilt of the C - 0 bond. 
This tilt is in general agreement with an infrared vibrational study of methoxy 
on Cu{100} [7.31,33]. 

Because of the wide variation in the C - 0 bond order iI.mong these three mo­
lecules, they can form the basis for establishing a correlation between the 
C-O bond length and the position of the cr* resonance [7.10,22]. Figure 7.19 
shows this variation in the position of the cr* peak as a function of C - 0 
bond order for these three molecules. One problem in establishing such a cor-
re 1 a ti on, however, is the absence of independently known C - 0 bond 1 engths for 
adsorbates. In this case the bond lengths of the C - 0 bonds in carbon monoxide 
and methoxy on Cu{100} were assumed to be the same as in gaseous carbon mono­
xide and methanol, respectively. This is supported by the small frequency shifts 
for the C - 0 stretches compared to the gas-phase molecules [7.36]. Furthermore, 
the variation in the C - 0 bond length for methoxy ligands in complexes is less 
than 0.02 ~ [7.37,38]. These two points established a correlation between 
C-D bond length and the position of the cr* resonance (Fig.7.20). Note that 
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the line for the adsorbates is nearly parallel to the gas-phase correlation 
but is offset due to differences in references points for measuring the peaks 
and in relaxation energies. Using this relation, the length of the formate 
c-o bonds were estimated to be 1.27±0.04~. Such a value is quite reasonable 
by comparison to formate salts where C - 0 bond lengths of 1.21 to 1.30 ~ are 
reported [7.23]. 

The formate species on Cu{110} has also been studied by NEXAFS to yield a 
similar orientation as on Cu{100} and a C - 0 bond length of 1.25 ± 0.05 ~ 
[7.26]. The formate NEXAFS spectra on Cu{110} are shown in Fig.7.21 as a func­
tion of X-ray incidence angle. As on Cu{100}, the TI* feature was maximized 
at 90° (E parallel to the surface) and nearly vanished at glancing incidence 
(E nearly normal to the surface, Fig.7.21b). Thus the plane of the formate is 
normal to the surface. Furthermore, the TI* peak was only observed with E along 
the <001> azimuth, whereas it was nearly absent along the <110> azimuth. This 
indicates that the plane of the formate is parallel to the <110> direction. 
Both of these conclusions are in agreement with SEXAFS (Sect.7.2.2) and infra­
red spectroscopy studies of this system [7.341. Using the linear correlation 
established in Fig.7.19 the formate C - 0 bonds were estimated to be 1.25 ± 0.05 
~ and the 0 - C - 0 angl e to be 130 ± 10° . 

7.3.2 Hydrocarbons on Pt{111} 

The chemisorption of hydrocarbons on platinum surfaces is of considerable in­
terest with respect to understanding catalytic reforming reactions used in the 
petroleum refining industry. Molecules such as acetylene (C2H2), ethylene 
(C2H4), and benzene (C6H6) have been of particular interest as prototype mole­
cules for understanding hydrocarbon adsorption on platinum. These systems have 
been studied by a variety of other techniques [7.39]. 

A simple method for determining the orientation of hydrocarbons on platinum 
and of estimating the 1 ength of the C - C bonds is provi ded by NEXAFS. These 
are difficult to study by other technjques since hydrocarbon adsorbates often 
lack the longrange order required for diffraction techniques, and most other 
structural tools are insensitive to low-atomic-number atoms. For example, NEXAFS 

has been particularly useful in the study of hydrocarbons on platinum in simply 
determining their orientation on the surface. While such information has usu­
ally been obtained from EELS or ARUPS, these methods do not always yield un­
ambiguous results. For example, many of the most useful vibrational modes of 
an aromatic molecule are unobservable if the ring of the molecule lies paral­
lel to the surface, making an assignment of orientation or even identify dif­
ficult. This problem is compounded by the strong perturbation many hydrocarbons 
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experience on platinum which causes considerable changes in their vibrational 
modes and molecular orbitals. Here NEXAFS aids in the understanding of these 
molecules by providing a simple test for the orientation of 0 and ~ bonds. 

In addition, NEXAFS provides an estimate for C - C bond lengths [7.40,41]. 
One contrast to the NEXAFS studies on copper is that hydrocarbons chemisorbed 
on platinum are usually strongly perturbed from their gas-phase counterparts. 
It has therefore been difficult to find reference adsorbates of known C - C 
bond length with which to establish a bond length versus 0* position correla­
tion. A different approach has therefore been taken. In this case a simple 
offset of 7.0 eV was proposed from the gas-phase correlation [7.40]. This off­
set was determined from a consideration of differences in relaxation and 
photoemission binding energies between the gas and adsorbed states. Partial 
justification for this approach is provided in Fig.7.20 where the surface C- 0 
bond correlation on copper is observed to be nearly parallel to the gas phase 
correlation. The correlation proposed for C - C bonds on platinum is shown in 
Fig.7.22. 

The simple hydrocarbons acetylene and ethylene are strongly perturbed when 
chemisorbed on platinum [7.40,41]. Their NEXAFS spectra are shown in Fig.7.23. 
Both molecules exhibited ~* resonances (labeled A or Ax) and 0* resonances 
(labeled B). The C - C bond of ethylene is clearly parallel to the surface 
since the ~* resonance was maximized under glancing X-ray incidence where 
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level for chemisorbed hydrocarbons on Pt{111} 
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Fig.7.23. Carbon Kedge NEXAFS spectra for (a) ethylene and (b) acetylene 
on Pt{111} at 90 K for a monolayer coverage [7.40]. Peaks A and Ax are due 
to n resonances and peak B is due to a 0 resonance 

both the lobes of the ~ orbital and E were normal to the surface. This orien­
tation is also indicated by the cr* resonance which was maximized under normal 
X-ray incidence (i.e., E and C - C bond parallel to the surface). The acetylene 
also lies down on the surface since the angular dependence of the cr* peak was 
the same as ethylene. The ~* resonance of acetylene exhibited a different 
angular behavior because one rr* orbital (A2) is now parallel to the surface, 
so maximized with normal X-ray incidence (i.e., E parallel to the surface). 
The other ~* orbital (AI) is severely rehybridized through interaction with 
metal orbitals. 

The C - C bonds of both mol ecul es are 1 engthened wi th respect to the gas 
phase [7.40,41]. Using the cr'" correlation of Fig.7.22, the C-C bond of chemi­
sorbed ethylene was estimated to be 1.50 ± 0.03 ft which is 0.16 ft longer than 
gaseous ethylene. The C-C bond of acetylene was estimated to be 1.45±0.03 ~ 
compared to 1.20 a for gaseous acetylene. Thus both molecules are lengthened 
to almost the s ingl e-bond di stance of ethane (C2H6 wi th C - C = 1. 53 ft). The 
presence of the ~* features in the NEXAFS is puzzling, however, in that it 
suggests that there is residual multiple-bond character in both C - C bonds. 

159 



o 
....J 
W 

>= 

0.60 

0.50 

~ 0.40 
Q: 
I-

(0) 

~ (b) 
..J 
w 
..J 
oct 

~ 
~ 1.25 

0.70 

T(K)= 

1.20 

1.10 

1.00 

.90 
B C 

Fig.?24. Carbon Kedge NEXAFS spectra for (a) cyclohexane and (b) cyclohep­
tatrlene on Pt{111} [7.40]. Peak A is assigned to a IT resonance, peak Band 
C to 0 resonances 

This conclusion differs from that of a vibrational study of ethylene where a 
di-a bonding configuration was indicated. Electronic structure calculations 
reconcile these two views by indicating that the empty rr* orbital belongs 
1 argely to the metal and not the C - C bond. Thus care has to be taken in the 
interpretation of the rr* feature of NEXAFS when the rr orbital is involved in 
bonding to the substrate. Both NEXAFS and vibrational studies agree than sub­
stantial stretching of the C - C bond of ethylene occurs upon chemisorption. 

Not all hydrocarbons undergo such strong perturbations upon adsorption on 

platinum. For example, cyclohexane (C6D12 ) and cycloheptatriene (C7HS) have 
C - C bond 1 engths s imil ar to the gas phase [7.40]. Fi gure 7.24 shows the normal 
X-ray incidence NEXAFS for multilayers (90 K) and monolayers (170 and 230 K) 
of these molecules. The spectra of the saturated hydrocarbon, C6D12 , showed 
only a a* resonance (labeled B). This peak nearly vanished under grazing in­
cidence of the monolayer spectrum (not shown) which implies that the C - C 
bonds were principally parallel to the surface, to the excellent allowed for this 
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nonplanar molecule. The C6D12 ring itself is thus flat on the surface. The 
spectrum of C7HS showed both a ~* resonance (labeled A) and two 0* resonances 
(labeled B and C) The angular dependence of the NEXAFS spectra of this mole­
cule also indicated that the ring was parallel to the surface. In this case, 
there were two 0* peaks due to the single (peak B) and double (peak C) C - C 
bonds. The lengths of these were estimated to be 1.50±0.03 and 1.37±0.04 ~ 
which are similar to the gas-phase values of 1.356, 1.446, and 1.505 ~. The 0* 
peak for the i ntermedi ate 1 ength C - C bond was not resolved in the surface 

o 
spectra. In the case of C6D12 , a surface C - C bond length of 1.51 ± 0.03 A was 
estimated versus 1.535 a in the gas phase. 

The technique of NEXAFS has also been applied to determining the orienta­
tion of other hydrocarbons on Pt{lll} including ethylidyne (C2H3) [7.41], 

benzene (C6H6) [7.42,43], toluene (C7HS) [7.42,43], and pyridine (CSHSN) 
[7.42,43]. 

7.3.3 Sulfur-Containing Hydrocarbons on Pt{ll1} 

The adsorption of sulfur-containing hydrocarbons on platinum has been studied 
on single-crystal surfaces as a model system for the industrially important 
hydrodesulfurization reaction for removing sulfur from fossil fuels. A combi­
nation of TPRS, EELS, and NEXAFS techniques have been applied to the under­
standing of these systems [7.43,44]. 

The orientation of molecular thiophene (C4H4S) varies as a function of 
coverage [7.43]. The NEXAFS carbon K edge spectra are shown in Fig.7.2S at 
two temperatures, 150 and ISO K. Four features are apparent in these spectra, 
which were assigned to a ~* resonance (peak A), and 0* resonances correspond­
ing to the C-S (peak B), C-C (peak C), and C=C (peak D) bonds. These assign­
ments were deduced from considerations of intensity and energies of the orbi­
tals involved. The angular dependence of the low-temperature spectra indicates 
that the ring of the thiophene was tilted from the surface normal. Upon an­
nealing to ISO K, however, the ~* feature (peak A) nearly vanished under normal 
X-ray incidence indicating that the ring was now flat. This change in orien­
tation was accompanied by a reduction in coverage. 

Dissociation of the thiophene occurs near 290 K to produce atomic sulfur 
and a metallocycle where platinum is possibly inserted into the ring of the 
hydrocarbon residue. The removal of the sulfur atom from the thiophene ring 
was deduced from Fig.7.26a which shows the sulfur L2,3 edge. These spectra 
showed two principal features due to overlapped rr* and 0* resonances associ­
ated with sulfur in the intact thiophene molecule (peak X) and a peak associ­
ated with atomic sulfur (peak V). As the temperature was raised the thiophene 
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Fig.7.26a,b. NEXAFS spectra for thiophene on Pt{lll} as a function of an­
nealing temperature [7.43]. The spectra in (a) correspond to the SL2 3 edge 
showing the transition from sulfur in thiophene to atomic sulfur. The spec­
tra in (b) show the C K edge showing the transition from thiophene to a ring­
like carbon structure without sulfur 
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dissociated to form molecular sulfur beginning near 290 K and completing by 
490 K. Investigations by XPS and EELS supported this mechanism. The carbon 
residue was also examined by NEXAFS (Fig.7.26b) and numerous peaks were ob­
served despite the dissociation of the thiophene. This indicated that many of 
the carbon-carbon bonds remained intact. The breaking of the C - S bond was 
apparent in the carbon edge by the attenuation of the cr* resonance (peak B). 
The crC=C resonance (peak D) was also attenuated due to a change in the orien­
tation of the ring. At the same time a new n* features appeared (peak A) upon 
heating. This was interpretted as due to formation of a metallocycle ring with 
the plane slightly inclined from the surface normal. Vibrational spectroscopy 
also supported the presence of a ringlike structure [7.43]. 

The adsorption of methanethiol (CH3SH) has also been studied on Pt{lll} 
[7.44], and several similarities observed between the decomposition of this 
molecule and the behavior of its oxygen analogue, methanol. 

Methanethiol first dissociates to form a thiomethoxy species in a reaction 
which is' similar to the dissociation of methanol to form a methoxy 

(7.7) 

The NEXAFS carbon K edge spectra of the CH 3S intermediate is shown in Fig. 
7.27a. A single cr* resonance was observed (labeled B). From the angular de­
pendence of this peak a tilt of 45± 100 from the surface normal was estimated. 
Upon annealing to 380 K further dehydrogenation occurred to form a stable 
CH 2S intermediate 

(7.8) 

At the same time, a new peak appeared in the NEXAFS spectra (labeled A) which 
was ascribed to the n* resonance of the newly formed C =S bond. The angular 
dependence of this peak indicates a slight tilt of 20 0 from the horizontal of 
the C -S bond. The identity and orientation of these intermediates was also 
examined with TPRS and EELS which supported these assignments [7.44]. 

The behavior of methanethiol resembles the decomposition of methanol on 
copper (7.5,6) in that the sulfur analogues of methoxy and formaldehyde 
were formed. One difference between these systems was that the thioformalde­
hyde was stable on platinum, whereas the formaldehyde immediately desorbed 
from copper as it was formed. 
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7.4 Conclusions and Outlook 

The technique of X-ray absorption spectroscopy has provided insight into the 
structure and forces acting upon molecular adsorbates and surface reaction in­
termediates. In the case of SEXAFS, the ability to determine chemisorption 
bond lengths and binding sites has revealed that the choice of binding sites 
for polyatomic adsorbates can depend greatly upon the surface crystallography. 
Continued examination of systems such as formate on copper will enable a more 
complete understanding of the electronic, steric and geometric factors which 
determine chemisorption geometries. In the case of NEXAFS, this is a simple 
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technique for determining the orientation, order, and length of bonds between 
low-atomic-number atoms within an adsorbate. Thus, NEXAFS provides a simple 
independent test of the conclusions regarding orientation and bond order which 
are usually derived from vibrational studies. In its capacity to quantify the 
orientation of an adsorbate and the length of bonds between low-atomic-number 
atoms, NEXAFS exceeds vibrational studies. 

Several improvements in these techniques are anticipated which will enhance 
their usefulness. In the case of SEXAFS, a current limitation is the low in­
tensity of the signal which restricts the studies to fairly high-coverage 
species, approximately half of a monolayer. As the photon yields of synchrot­
ron radiation sources are increased by the addition of wigglers and undulators, 
extension to lower coverage regimes is expected. Furthermore, an even more 
complete geometric description will then be available from measurements of 
second- and third-nearest-neighbor distances. In the case of NEXAFS, an improved 
theoretical foundation will provide a clearer understanding of the NEXAFS phe­
nomena. For example, usually the NEXAFS features are not influenced greatly 
by the substrate bonding. In the case of ethylene on Pt{111} [7.41], however, 
a 11* resonance was observed whose presence seems to contradi ct the C - C s i ngl e­
bond length and vibrational frequency. For this system, the substrate bonding 
appears to be the source of this 11* peak. Further understanding is needed in 
order to know in which cases such features will be observed. A better theore­
tical understanding may also lead to better accuracy in bond length determina­
tion. Finally, both techniques will be advanced by the anticipated addition of 
new synchrotron facilities which will alleviate somewhat the current limited 
availability of this resource. 
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8. Effects of Surface Impurities in Chemisorption 
and Catalysis 

D. W. Goodman 

Surface Science Division, Sandia National Laboratories, 
Albuquerque, NM 87185, USA 

It has long been recognized that the addition of impurities to metal cata­
lysts can produce large effects on the activity, selectivity, and resistance 
to poisoning of the pure metal [8.1]. For example, the catalytic properties 
of metals can be altered greatly by the addition of a second transition or 
Group 1B metal or by the addition of impurities such as potassium or sulfur. 
On the other hand, catalytic processing is often plagued by loss of activ­
ity and/or selectivity due to the inadvertent contamination of catalysts by 
undesirable impurities. In either case, the catalytic properties are dramat­
ically altered by the modification of the chemistry by the impurity. Although 
these effects are well recognized in the catalytic industry, the mechanisms 
responsible for surface chemical changes induced by surface additives are 
poorly understood. However, the current interest and activity in this area 
of research oromises a better understanding of the fundamentals by which 
impurities alter surface chemistry. A pivotal question concerns the under­
lying relative importance of ensembZe (steric or local) versus eZectronic 

(nonlocal or extended) effects. A general answer to this question will criti­
cally influence the degree to which we will ultimately be able to tailor-make 
exceptionally efficient catalysts by fine-tuning the electronic structure. 
If, indeed, low concentrations of surface impurities can profoundly alter 
the surface electronic structure and thus catalytic activity, then the pos­
sibilities for the systematic manipulation of these properties via the se­
lection of the appropriate additive would appear limitless. On the other hand 
if steric effects dominate the mode by which surface additives alter the 
catalytic chemistry, then a different set of considerations for catalyst 
alteration come into play, a set which will most certainly be more constrain­
ing than the former. In the final analysis, a complete understanding will 
include components of both electronic and ensemble effects, the relative 
importance of each to be assessed for a given reaction and conditions. A 
major emphasis of our research has been in the area of addressing and oar­
titioning the importance of these two effects in the influence of surface 
additives in catalysis. 
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Catalyst deactivation and promotion are extremely difficult questions to 
address experimentally [8.1]. For example, the interpretation of related data 
on dispersed catalysts is severely limited by the uncertainty concerning the 
structural characterization of the active surface. Specific surface areas 
cann~t always be determined with adequate precision. In addition, the know­
ledge of the crystallographic orientation, the concentration and the distri­
bution of impurity atoms, as well as their electronic states is generally 
poor. The degree of contamination may vary considerably along the catalytic 
bed and the impurity may alter the support as well as the metal. Moreover, 
the active surface may be altered in an uncontrolled manner as a result of 
sintering or faceting during the reaction itself. 

The use of metal single crystals in catalytic reaction studies essenti­
ally eliminates the difficulties mentioned above and allows, to a large ex­
tent, the utilization of a homogeneous surface amenable to study using modern 
surface analytical techniques. These techniques allow detailed surface 
characterization regarding surface structure and composition. Carefully 
prepared, single-crystal catalytic surfaces are particularly suited to the 
study of impurity effects on catalytic behavior because of the ease with 
which impurity atoms can be uniformly introduced to the surface. To date, 
relatively few studies [8.2-6] have incorporated both surface-science tech­
niques with kinetics at elevated pressures (~l atm). Kinetics, however, are 
an essential link between these kind of model catalytic studies and the more 
relevant practical catalytic systems, establishing the crucial connection 
between the reaction rate parameters. Although the studies to date are few, 
the results appear quite promising in addressing the fundamental aspects of 
catalytic poisoning and promotion. 

8.1 Experimental Details 

The studies to be discussed were carried out utilizing the specialized appa­
ratus shown in Fig.8.l and discussed in detail in [8.2,7]. This device con­
sists of two distinct regions, a surface analysis chamber and a microcata­
lytic reactor. The surface analysis system, with a base pressure of 
< 2 x 10-10 Torr, is equipped with two collimated molecular beam dosers 
which face the front surface of the single crystal disk. The crystal, which 
can be cooled to 80 K, can be rotated to either doser for adsorption of 
gases. Temperature programmed desorption (TPD) can be carried out with the 
crystal in front of a UTI 100C multiplexing quadrupole mass spectrometer 
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Fig.B.I. An ultra-high-vacuum apparatus for carrying out thermal programmed 
desorption at ultra-high vacuum and kinetic studies at atmospheric pressures 
on metal single crystals 

(QMS) using a linear ramp of 10 K/s. The mass spectrometer samples 4 mass 
peaks every 0.7 s with a sampling time of 0.1 s/amu. 

The custom-built reactor, contiguous to the surface analysis chamber, 
employs a retraction bellows that supports the metal crystal and allows 
translation of the catalyst in vacuo from the reactor to the surface analy­
sis region. Both regions are of ultra-high-vacuum construction, bakeable, 
and capable of ultimate pressures of less than 10-10 Torr. The catalyst 
samples are typically mounted on tungsten leads and heated resistively. The 
reactor is operated in a batch mode with sampling subsequent to reaction 
into an on-line gas chromatograph. Analysis is via a flame ionization detec­
tor. 

Details of sample cleaning procedures are given in the references accom­
panying the corresponding data. All reactants were initially of high purity 
and further purification procedures are generally used to improve the gas 
quality. These typically include multiple distillations for condensables 
and/or cryogenic scrubbing using a low-conductance glass-wool-packed trap 
at 80 K. 

The sulfur coverages S(ads) were deposited by dosing H2S at ~ 600 K until 
the desired level of S(ads) was obtained [8.8,9]. Coverages of S(ads) were 
calibrated as described previously [8.8-10]. Coverages of Cl(ads), P(ads), 
C(ads), and N(ads) were deposited from C1 2, PH3, ethylene, and hydrazine, 
respectively [8.8,9,11,12]. 

Copper [8.13] and silver [8.14] were evaporated from a resistively heated 
tungsten wire wrapped with high-purity wire. The metal sources were thorough­
ly outgassed prior to metal evaporation, and the deposition rates were accu­
rately controlled by monitoring the voltage drop across the tungsten fila-
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ment. The metal flux from the evaporator was also checked routinely via a 
quartz microbalance mounted off-axis to the sample. 

8.2 Discussion 

8.2.1 Electronegative Impurities 

Impurities whose electronegativities are greater than those for transition 
metals generally poison a variety of catalytic reactions, particularly those 
involving H2 and CO. Of these poisons, sulfur is the best known and techno­
logically the most important [B.1]. The first step in the systematic defini­
tion of the poisoning mechanism of this category of impurities is the study 
of the influence of these impurities on the adsorption and desorption of the 
reactants. 

~) Chemisorption 

The effect of preadsorbed electronegative atoms Cl, S, and P on the adsorp­
tion-desorption of CO and H2 on Ni{100} has been extensively studied [B.B,9, 

11,12,15-1B] using TPD, low-energy electron diffraction (LEED), and Auger 
electron spectroscopy (AES). It has been found that the presence of electro­
negative atoms causes a reduction of the sticking coefficient, the adsorption 
bond strength, and the adsorption capacity of the Ni{lOO} surface for CO and 
H2. The poisoning effect becomes more prominent with increasing electronega­
tivity of the preadsorbed atoms [B.9]. 

Adsorption of Cl, S, and P on nickel causes a reduction in both hydrogen 
and CO adsorption and a shift of the TPD oeak maxima to a lower temperature 
[B.9]. The effect of preadsorbed Cl, S, and P on the CO TPD behavior is shown 
in Fig.B.2 and on the H2 TPD in Fig.B.3. Coverages of impurities are expressed 
in terms of monolayers (ML) or the ratio of surface impurity atoms to the 
surface metal atoms. The TPD desorption curves represent the total adsorbate 
des.orption for different impurity coverages after an exposure sufficient to 
reach the saturation adsorbate coverage. Both CO and H2 adsorption decrease 
markedly in the presence of surface imourities. The effects of P, however, 
are much less pronounced than for Cl or S. 

Figure B.4 shows the observed dependence of the total CO adsorption on 
impurity coverage. Similarly, Cl, S, and P cause a reduction of hydrogen ad­
sorption and a shift of the TPD peak maxima to a lower temperature [8.9]. At 
higher impurity levels a lower temperature state for H2 emerges. The extent 
of this effect increases in the sequence P, S, Cl. As seen in Fig.B.5, the 
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reduction of H2 coverage is most apparent in the presence of Cl atoms. The 
similarity in the atomic radii of Cl, S, and P (0.99, 1.04, and 1.10 ft, re­
spectively [8.19]) suggests a relationship between electronegativity and the 
poisoning of chemisorptive properties by these surface impurities. Related 
stUdies [8.11] have been carried out in the presence of C and N. These im­
purities have the same electronegativities as Sand Cl, 2.5 and 3.0, respec­
tively. The comparison between the results for C and N and those for Sand Cl 
is entirely consistent with the interpretation that electronegativity effects 
dominate the poisoning of chemisorption by surface impurities with similar 
atomic size, and which occupy the same adsorption sites. In the case of ad-
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sorbed impurities with the same electronegativity, but with different atomic 
radii (S and C, Cl and N), the effect becomes less pronounced with decreas­
ing atomic radius. 

Particularly noteworthy in the above studies is the general observation 
that those impurities strongly electronegative with respect to nickel, Cl, 
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N, and S, modify the chemisorptive behavior far more strongly than would re­
sult from a simple site-blocking model. The initial effects of these impuri­
ties as shown in Figs.8.4 and 5 suggest that a single impurity atom success­
fully poisons as many as ten nickel atoms. This result supports an interaction 
that is primarily electronic in nature. 

bJ Catalytic Activity 

Kinetic studies have been carried out for several reactions as a function of 
sulfur coverage over single crystals of nickel [8.8,20], rhodium [8.14], and 
ruthenium [8.21]. For the methanation reaction over Ni{100} [8.8], the sul­
fided surface (Fig.8.6a) shows behavior remarkably similar to results for 
the clean surface at a considerably reduced hydrogen partial pressure. For 
clean Ni{lOO} [8.2] a departure from Arrhenius linearity is observed at 
700 K. Associated with the onset of this nonlinearity or "rollover" is a 
rise in the surface carbon level. This rise in carbon level continues until 
the carbon level reaches 0.5 ML, i.e., the saturation level. This behavior 
of the Arrhenius plot has been interpreted [8.2] as reflecting the departure 
of atomically adsorbed hydrogen from a saturation or critical coverage. For 
a sulfur surface coverage of 4%, the reaction rate at identical conditions 
departs similarly from linearity at 600 K, some 100 K lower in reaction 
temperature. Here too, an increase in surface carbon level is associated 
with this deviation from linearity. This behavior indicates that the sulfur, 
is very effective in reducing the steady-state surface atomic hydrogen cov­
erage which results in an attenuation of the rate of surface carbon hydro­
genation. These results are consistent with the chemisorption results [8.9] 
discussed above for H2 on sulfur-poisoned Ni{lOO} surface. Similar results 
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frequency (TF) or the number of methane molecules produced per surface nick­
el atom per second 

(Fig.8.6b) have been seen [8.21] for sulfur poisoning of a Ru{~001} surface 
toward CO hydrogenation. 

Both the kinetics and the TPD studies show that the pOisoning effects of 
sulfur are very nonlinear. Figure 8.7a shows the relationship between the 
sulfur coverage on a Ni{100} catalyst and the methanation rate catalyzed by 
this surface at 600 K. A precipitous drop in the catalytic activity is ob­
served for low sulfur coverages. The poisoning effect quickly maximizes with 
little reduction in the reaction rate at sulfur coverages exceeding 0.2 mono­
layers. The activity attenuation at the higher sulfur coverages is in excel­
lent agreement with that found for supported Ni/A1 203 by Rostrup-Nielsen 

and Pedepsen [8.22]. The initial change in the poisoning in Fig.8.7a suggests 
that more than ten nickel atom sites are deactivated by one sulfur atom. 

Similar behavior has been observed for sulfur-poisoned Ru{0001} [8.21] 
and Rh{111} [8.14] catalysts. Results for these studied are shown in Figs. 
8.7b,c. A result common to these studies is that sulfur effectively poisons 
catalytic activity at coverages less than 10% of the surface metal concen­
tration. 
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For methanation, sulfur is seen to significantly attenuate the surface activ­
ity. In those cases where multiple products are possible, dramatic modifica­
tions in the distributions of these products have been observed [8.20]. 
Figure 8.8 shows the effect that progressive sulfiding of a Ni{111} catalyst 
has on the cyclopropane/hydrogen reaction. A small amount of sulfur 
« 0.1 ML) exponentially lowers the rate of methane formation, the dominant 
product formed on the clean surface. Similarly, the rate of ethane formation 
falls in concert with the methane suggesting, as is expected, a close corre­
lation between these hydrogenolysis products. In contrast to the methane 
and ethane products, the production of propane/propylene (C3l product actually 
increases with the sulfur addition. Qualitatively, the increase in the C3 
product corresponds to the decrease in the methane rate. These results show 
rather directly that the initial sulfiding promotes the ring-opening reaction 
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by reducing the tendency of the surface to break more than one carbon-carbon 
bond. 

In contrast to the clean Ni{lll} surface where no ethylene was observed 
as a reaction product, significant amounts of ethylene are found [S.20] for 
the sulfided surface. In addition to reducing the tendency of the surface to 
break carbon-carbon bonds, sulfur also lowers the hydrogenation activity. 
This tendency has been confirmed by measuring directly the attenuation of 
the hydrogenative character of Ni{lll} versus sulfur coverage by monitoring 
the ethylene/hydrogenative reaction [8.23]. 

The effect of sulfiding a Ni{111} catalyst for the cyclopropane reaction 
is threefold: (a) A reduction in the carbon-carbon bond-breaking activity; 
(b) an increase in the relative propane/propylene product yield; and (c) the 
appearance of significant amounts of olefin (ethylene) product. The cumula­
tive result of these changes is a dramatic alteration of the measured selec­
tivity of the modified surface compared with the clean surface. 

Results which correspond directly to the steady-state kinetics mentioned 
above have been f~und in TPD experiments following the adsorption of cyclo­
propane onto a clean and sulfided Ni{l11} surface [8.23]. Figure S.9, curve a, 
shows a H2 TPD following the adsorption of a saturation exposure of cyclo-
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Fig.B.9. Hydrogen TPD following the adsorption of a saturation exposure of 
cyclopropane onto (a) a clean and (b) a 0.05 ML sulfided Ni{111} surface 

propane onto a clean Ni{111} surface. The small peak at 130 K corresponds to 
H2 formed in the QMS during the cracking of the parent cyclopropane, indi­
cating molecular physisorption of cyclopropane. The H2 desorption at the 
higher temperatures corresponds to the recombination of atomic hydrogen 
formed from the decomposition of cyclopropane, or hydroc~rbon fragments 
thereof, to carbon and adsorbed atomic hydrogen. The area under this peak 
relative to the area measured following a saturation H2 exposure on the clean 
Ni{111} surface allows the assessment of the absolute coverage of cyclopro­
pane adsorbed. [8.23]. This coverage corresponds to a closed-packed arrange­
ment of cyclopropane molecules lying flat on the surface. Thus, on the clean 
surface all the adsorbed cyclopropane undergoes decomposition to carbon 
(carbidic) and hydrogen (atomic). 

The addition of small amounts of sulfur effects significantly the adsorp­
tion and dehydrogenation of cyclopropane as measured by TPD. Figure 8.9, curve 
b,shows a repeat of the experiment on the clean surface, however, with the 
addition of 5% of a monolayer of sulfur. This small addition of sulfur is 
seen to reduce the activity of the surface toward breaking carbon-carbon 
bonds such that only 20% of the subsequently adsorbed cyclopropane decomposes 
to carbon and hydrogen. The remaining cyclopropane either desorbs molecularly 
or rearranges to propylene [8.23]. 

A series Of TPD measurements following cyclopropane adsorption with suc­
cessively larger sulfur coverages [8.23] allows the quantitative assessment 
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of the change in the ability of the surface to break carbon-carbon and/or 
carbon/hydrogen bonds with sulfur coverage. This relationship is shown in 
Fig.8.10. It is noteworthy that the precipitous drop in the carbon-carbon 
bond breaking ability with sulfur coverage is strikingly similar to the fall 
in the methane formation rate with sulfur coverage in the steady-state reac­
tion rate measurements of Fig.8.8. 

At first glance, one might interpret these results as the simple poisoning 
of minority or defect sites on the surface and that these sites are crucial 
to the TPD decomposition and the reactivity at steady-state reaction condi­
tions. However, this is a very unlikely explanation given that numerous 
studies [8.2,4,10,24-27] have shown a close corresponding between the steady­
state rates measured for single-crystal catalysts .and those rates found for 
supported, small-particle catalysts. That the defect densities on these two 
very different materials would be precisely the same is highly unlikely. It 
is much more likely that these reactions are not defect controlled and that 
the surface atoms of the single crystals are uniformly active. 

There are two other possible explanations for this result: (1) an elec­
tronic or ligand effect as discussed at the beginning of this chapter or 
(2) an ensemble effect (the requirement that a certain collection of surface 
atoms are necessary for the reaction to occur). Experimentally, these two 
possibilities can be distinguished [8.4,12]. If an ensemble of more than ten 
nickel atoms is required for methanation, then altering the electronic char­
acter of the impurity should produce little change in the degree to which 
the impurity poisons the catalytic activity. That is, the impurity serves 
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merely to block a single site in the reaction ensemble, nothing more. On 
the other hand, if electronic effects playa significant role in the poison­
ing mechanism, then the reaction rate should respond to a change in the elec­
tronic character of the impurity. Substituting phosphorus for sulfur (both 
atoms are approximately the same size) in a similar set of experiments re­
sults in a marked change in the magnitude of poisoning at low coverages as 
shown in Fig.B.ll. Phosphorus, because of its less-electronegative character, 
effectively poisons only the four nearest-neighbor metal atoms sites. 

Effective poisoning of catalytic activity at sulfur coverages of less than 
0.1 ML has been observed for other reactions, including ethane and cyclopro­

pane hydrogenolysis [B.20], ethylene hydrogenation [B.23], and CO2 methanation 
[B.27]. The results of several studies on nickel are summarized in Fig.B.12. 
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These studies indicate that the sensitivity of the above reactions to sulfur 
poisoning are generally less than that for poisoning by sulfur of CO methan­
ation. The rate attenuation is, nevertheless, strongly nonlinear at the lower 
sulfur levels. A direct consequence of the differing molecular sizes of the 
reactants (CO, ethylene, ethane, cyclopropane) involved in the reactions in­
vestigated is that electronic effects, rather than ensemble requirements, 
dominate the catalytic poisoning mechanism for these experimental conditions. 

Recent studies [8.28] using high-·resolution electron energy loss and photo­
electron spectroscopy to investigate the effect of sulfur on the CO/Ni{100} 
system are consistent with an extended effect by the impurity on the adsorp­
tion and bonding of CO. Sulfur levels of a few percent of the surface nickel 
atom concentration were found sufficient to significantly alter the surface 
electronic structure as well as the CO bond strength. 

8.2.2 Electroneutral Impurities 

Interest in bimetallic catalysts has risen steadily over the years because 
of the commercial success of these systems. This success results from an en­
hanced ability to control the catalytic activity and selctivity by tailoring 
the catalysts' composition [8.29-40]. A key question in these investigations, 
as with other impurities, has been the relative roles of ensemble and elec­
tronic effects in defining the catalytic behavior [8.41-44]. In gathering 
information to address this question, it has been advantageous to simplify 
the problem by utilizing models of a bimetallic catalyst such as the deposi­
tion of metals on single-crystal substrates in the clean environment familiar 
to surface science. Many such model systems have been studied but a partic­
ularly appealing combination is that of copper on ruthinium. Copper is in­
miscible in ruthinium which facilitates coverage determinations by TPD [8.13] 
and circumvents the complication of determining the three-dimensional compo­
sition. 

a) Copper OverZayer Structure 

The adsorption and growth of copper films on the Ru{OOOl} surface have been 
studied [8.13,45-56] by work function measurements, LEED, AES, and TPD. The 
results from recent studies [8.53-56] indicate that for submonolayer deposi­
tions at 100 K the copper grows in a highly dispersed mode, subsequently 
forming two-dimensional islands pseudomorphic to the Ru{0001} substrate upon 
annealing to 300 K. Pseudomorphic growth of the copper indicates that the 
Cu-Cu bond distances are strained approximately 5% beyond the equilibrium 
bond distances found for bulk copper. This behavior is seen to continue to 
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the 1 ML level. Additional copper deposition to 2 ML shows a similar two­
dimensional island growth but with an epitaxial, or relaxed, Cu{lll} struc­
ture. Subsequent annealing to 900 K, in both these cases enhances the two­
dimensional islanding of the films but does not affect the overall structure. 
Results from AES and LEED [8.56] show that a 900 K anneal of copper films 
in excess of 2 ML leads to three-dimensional Cu{lll} island formation expo­
sing areas of the surface covered by the original copper bilayer - one 
pseudomorphic and one epitaxial. 

bJ Chemisorption 

Recent work [8.13,54] has shown that a subtle modification of the preparation 
techniques of the Cu film on the Ru{OOOl} substrate can lead to significant 
changes in the system's chemisorptive properties. For example, in early 
studies the attenuation of hydrogen chemisorption by copper on Ru{OOOl} was 
observed to be quite precipitous by Shimizu et al. [8.46] following copper 
deposition at 1080 K. More recent work [8.13,54] has shown that preparation 
of the Cu overlayer at 100 K, with or without an anneal to 1080 K, leads to 
simple site blocking of H2 chemisorption, that is, poisoning of the hydrogen 
dissociation on a one-to-one (copper-to-ruthenium) basis. These results to­
gether suggest that the degree of the two-dimensional character could differ 
substantially in the Cu overlayer resulting from these two preparation tech­

niques. In our studies [8.13,54,561 the presence of a distinct "monolayer" 
and a "multilayer" feature in the copper TPD provides a convenient and defin­
itive method for measuring absolute copper coverage [8.13,541. 

A comparison of CO desorption from Ru [8.561, from multilayer Cu (~10 ML) 
on Ru and 1 ML Cu on Ru is shown in Fig.8.13. The TPD features of the 1 ML Cu 
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Fig.8.13. Results of TPD for 
CO adsorbed to saturation lev­
els on the clean Ru{OOOl}, on 
multilayer Cu, and on a 1ML 
Cu covered Ru{OOOl} 
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(peaks at 160 and 210 K) on Ru are at temperatures intermediate between Ru 
and bulk Cu. This suggests that the monolayer Cu is electronically perturbed 
and that this perturbation manifests itself in the bonding of CO. An in­
crease in the desorption temperature relative to bulk Cu indicates a stabi­
lization of the CO on the monolayer Cu suggesting a coupling of the CO 
through the Cu to the Ru. The magnitude of the CO stabilization implies that 
the electronic modification of the Cu by the Ru js significant and should be 
observable with a band-structure probe. Recent angularly resolved photo­
emission studies [B.57] indeed show a unique interface state which is prob­
ably related to the altered CO bonding on Cu films intimate to Ru. 

Figure B.14 shows the results [B.56] of CO chemisorption on the Cui 

Ru{OOOl} system as a function of the Cu coverage. Copper deposition was at 
100 K, followed by an anneal to 900 K. This preparation, as discussed above, 
is expected to produce significant two-dimensional copper island formation. 
In each case the exposure (approximately 10 L or 10-5 Torr-s) corresponds 
to a saturation coverage of CO. Most apparent in Fig.B.14 is a monotonic de­
crease upon addition of Cu of the CO structure identified with Ru (peaks at 
400 and 4BO K) and an increase of the CO structure corresponding to Cu (peaks 
at 200 and 275 K). The buildup of a third feature at 300 K (indicated by 
the dashed line) is assigned to CO desorbing from the edges of copper islands. 
Integration of the 200, 275, and 300 K peaks provides information regarding 
island sizes, that is, perimeter to island area ratios, at various copper 
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Fig.8.14. Results of TPD corresponding 
to CO adsorbed to saturation levels on 
the clean Ru{OOOl} surface, and from 
this same surface with various cover­
ages of Cu 



coverages. For example, at 0Cu = 0.66 we estimate the average island diameter 
to be approximately 50 ~. This island size is consistent with an estimate of 
the two-dimensional island size corresponc\ing to this coverage of 40-60 ~ 
derived from the width of the LEED beam profiles [8.56]. 

These results demonstrate that significant structural perturbations of 
Cu occur at the Cu/Ru interface and that these changes lead to large effects 
on the chemistry of the altered copper. Such chemical effects are certain to 
playa role in the enhanced catalytic properties of Cu/Ru bimetallic cata­
lysts. 

c) Catatytic Activity 

Model studies of the Cu/Ru{OOOl} catalyst have been carried out [8.21] for 
methanation and hydrogenolysis reactions and are shown in Fig.8.15. These 
data suggest that copper merely serves as an inactive diluent, blocking sites 
on one-to-one basis. A similar result has been found in an analogous study 
[8.14] introducing silver onto a Rh{lll} methanation catalyst. 

Sinfett et al. [8.58] have shown that copper in a Cu/Ru catalyst is con­
fined to the surface of ruthenium. Results from the model catalysts discussed 
here then should be relevant to those on the corresponding supported, bi­
metallic catalysts. Several such studies have been carried out investigating 
the addition of copper or other Group 18 metals on the rates of CO hydroge­
nation [8.41,59,60] and ethane hydrogenolysis [8.60-62] catalyzed by ruthe­
nium. In general, these studies show a marked falloff in activity with addi­
tion of the Group 18 metal suggesting a more profound effect of the Group 18 
metal on ruthenium than implied from the model studies. A critical parameter 
in the supported studies is the measurement of the active ruthenium surface 
using hydrogen chemisorption techniques. Hatter and co-workers [8.61,62] have 
recently suggested that hydrogen spillover during chemisorption may occur 
from ruthenium to copper complicating the assessment of surface Ru atoms. 
Recent studies in our laboratory [8.55] have shown dlrectly that spillover 
from rutheni"um to copper can take place and must be considered in the hydro­
gen chemisorption measurements. Hydrogen spillover would lead to a signifi­
cant overestimation of the number of active ruthenium metal sites and thus 
to significant error in calculating ruthenium specific activity. If this is 
indeed the case, the results obtained on the supported catalysts, corrected 
for the overestimation of surface ruthenium, could become more comparable 
with the model data reported here. 

Finally, the activation energies observed on supported catalysts in vari­
ous laboratories are generally unchanged by the addition of a Group 18 metal 
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ture is (a) 575 K and (b) 550 K 

[8.61-63], in agreement with the model studies. A crucial test of the rele­
vance of modeling bimetallic catalysts using single crystals will be the 
ability of the model systems to alter the selectivity of the catalyst to­
wards dehydrogenation reactions as is generally observed on supported systems 
[8.64]. These experiments are currently underway in our laboratory. 
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In general, we find that electroneutral impurities, in contrast to elec­
tronegative impurities such as sulfur, tend to act as blocking agents for 
adsorption and reaction. This is likely a result of minimal perturbing ef­
fects on the substrate by the overlayer due to the similarities in electro­
negativities. Quite clearly, at monolayer and near-monolayer coverages, over­
layer metals are perturbed by the substrate and exhibit special chemical 
properties that are unlike those of the bulk metal. The latter effects are 
likely to be major contributors to the special properties of multimetallic 
catalysts. 

8.2.3 Electropositive Impurities 

A direct consequence of interpreting the poisoning effects of electronega­
tive impurities in terms of electronic surface modification is that additives 
with electronegativities less than that of the metal should promote a dif­
ferent chemistry reflecting the donor nature of the additive. For example, 
alkali atoms on a transition metal surface are known to exist in a partially 
ionic state, donating a large fraction of their valence electron to the metal, 
resulting in a work function decrease. This additional electron density on 
the transition metal surface atoms is thought to be a major factor in alkali 
atoms altering the chemisorptive bonding of molecules such as N2 [8.65] or 
CO [8.66], and in promoting the catalytic activity in ammonia synthesis 
[8.67]. These results are consistent with the general picture that electron 
receptors tend to inhibit CO hydrogenation reactions whereas electron donors 
typically produce desirable catalytic effects, including increased activity 
and selectivity. Recent chemisorption and kinetic studies have examined quan­
titatively the relationship between the electron donor properties of the im­
purity and its effect on the catalytic behavior. 

a) Chemisorption 

The addition of alkali metal atoms to Ni{lOO} results in the appearance of 
more tightly bound states in the CO TPD spectra and to an increase in the de­
gree of CO dissociation [8.66]. The dissociation probability increases in the 
sequence Na, K, Cs, indicating a correspondence between the donor properties 
of the impurity and its ability to facilitate CO dissociation. On iron [8.68], 
CO absorbs with a higher binding energy on the potassium-promoted Fe{llO} 
surface than on the corresponding clean surface. The CO coverage increases 
and the sticking coefficient decreases with increasing potassium coverage. 
The probability for CO dissociation increases in the presence of potassium 
[8.68]. Analogously, NO is more strongly adsorbed and dissociated to a greater 
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extent on sodium-covered Ag{lll} than on clean Ag{lll} [8.69]. The addition 
of potassium to iron increases the dissociative adsorption of N2, isoe1ec­
tronic with CO, by a factor of 300 over that for the clean surface [8.70]. 
Recent studies of CO adsorption on potassium-promoted Pt{lll} [8.71-73] and 
Ni{lOO} [8.74] are consistent with this general picture of donor-enhanced 
metal-CO bonding. For H2 chemisorption, Ertl et a1. [8.75], using TPD tech­
niques, have observed an increase in the adsorption energy of hydrogen on 
iron. They suggest that the empty state above the Fermi level created by the 
pronounced electron transfer from potassium to the d-band of iron may possi­
bly be involved via interaction with the H Is level. 

b) Carbon Monoxide Dissociation Kinetics 

Adsorbed potassium causes a marked increase in the rate of CO dissociation 
on a Ni{lOO} catalyst [8.76]. The increase of the initial formation rate of 
"active" carbon or carbidic carbon via CO disproportionation [2 CO ->- C{ads) 
+ CO2] is illustrated in Fig.8.l6. The relative rates of CO dissociation were 
determined for the clean and potassium-covered surfaces by observing the 
growth in the carbon Auger signal with time in a CO reaction mixture, start­
ing from a carbon-free surface. The rates shown in Fig.8.l6 are the observed 
rates of carbon formation extrapolated to zero carbon coverage. The carbide 
buildup kinetics at various temperatures for the clean surface [8.77] and for 
a potassium coverage of 10% of a monolayer are compared in Fig.8.l7 [8.76]. 
Of particular significance in these studies is the reduction of the activation 

POTASSIUM COVERAGE (ML) 
I 

Fig.8.16. The relative initial rate of reactive carbon formation from CO 
disproportionation as a function of potassium coverage. PCO = 24 Torr, 
T = 500 K 
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energy of reactive carbon formation from 23 kcal/mole for the clean Ni{lOO} 
surface to 10 kcal/mole for a 10% potassium-covered surface [8.76]. 

c) Methanation Kinetics 

Kinetic measurements [8.76] over a Ni{lOO} catalyst containing well-controlled 
submonolayer quantities of potassium show a decrease in the steady-state me­
thanation rate under a variety of reaction conditions. These results are sum­
marized in Fig.8.l8. The presence of Dotassium did not alter the apparent 
activation energy associated with the kinetics of Fig.8.l9; however, the po-

o 
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Fig.8.18. Relative rate of 
methanation reaction as a 
function of potassium cover-

0.20 age at various reaction con­
ditions 
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Fig.8.19. A comparison of the rate of methane synthesis over a clean single­
crystal Ni{100} catalyst to the corresponding rate over a potassium-doped 
catalyst. Total reactant pressure is 120 Torr, H2/CO = 4 

Fig.8.20. A comparison of the product distributions (weight percentage) ob­
served for a clean and a potassium-doped catalyst at T = 500 K, H2/CO = 4, 
and a total pressure of 120 Torr. Potass i urn coverage = 0.10 ML 

tassium did change the steady-state coverage of active carbon on the catalyst. 
This carbon level changed from 10% of a monolayer on the clean catalyst to 
30% on the potassium-covered catalyst. 

dJ Promotion of Higher Hydrocarbon Formation 

As shown in Fig.8.20, adsorbed potassium causes a marked increase in the 
steady-state rate and selectivity of nickel for higher hydrocarbon synthesis 
[8.76]. At all temperatures studied, the overall rate of higher hydrocarbon 
production was faster on the potassium-dosed surface showing that potassium 
is a promoter with respect to Fischer-Tropsch synthesis. This increase in 
higher hydrocarbon production is attributed to the increase in the steady­
state active carbon level during the reaction, a factor leading to increased 
carbon polymerization. Potassium impurities on a nickel catalyst, then, cause 
a significant increase in the CO dissociation rate and a decrease in the ac­
tivation energy for CO dissociation at low carbon coverages. These effects 
can be explained in terms of an electronic effect, whereby the electropositive 
potassium donates extra electron density to the nickel surface atoms, which 
in turn donate electron density to the adsorbed CO molecule. This increases 
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the extent of IT-backbonding in the metal-CO complex, resulting in an increased 
metal-CO bond strength and a decrease in c-o bond strength. This model satis­
factorily explains the decrease in the activation energy for carbide buildup 
brought about by potassium. 

Since a local effect by the potassium is sufficient to account for the 
kinetics , the spatial extent of the effect of potassium in these experiments 
cannot be assessed. However recent high-resolution electron energy loss spec­
troscopy (HREELS) of CO on potassium-~oped platinum [8.72] and ruthenium 
[8.78] indicate an alkali influence significantly larger than a simple potas­
sium radius. These results taken together suggest that extended-electronic 
perturbations are effectively altering the surface chemistry via a similar 
mechanism to that invoked for the poisoning results discussed above. 

e) EZectronic Compensation Effects 

Intrinsic to interpreting catalytic poisoning and promotion in terms of elec­
tronic effects is the inference that adsorption of an electron impurity 
should moderate or compensate for the effects of an electronegative impurity. 
Recent experiments have shown this to be true in the case of CO2 methanation 
[8.27]. As shown in Fig.8.21, the adsorption of sulfur decreases the rate of 
methane formation significantly. The adsorption of potassium in the presence 
of sulfur shows that the potassium can neutralize the effects of sulfur. 

II.) S=O.07ML 

20 40 60 80 
TIME (MINUTES) 

Fig.8.21. Methane production from a C02/H2 reaction mixture over (a) a clean, 
(b) a sulfided, (c) a potassium-covered, and (d) a potassium-and-sulfur-cov­
ered Ni{100} catalyst 
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8.2.4 Related Theory 

Theoretical work has been undertaken to address directly the predicted magni­
tude of the near-surface electronic oerturbations caused by impurity atoms. 
Early work by Grim~ey and co-workers [8.79,80] and Einstein and schrieffer 

[8.81] concentrated on the indirect interactions between adsorbates which 
occur via the surface conduction electrons. These calculations suggested that 
atom-atom interactions through several lattice spacings can occur. More re­
cently, Feibe~man and Hamann [8.82] and Joyner et al. [8.83] have calculated 
the change in the surface one-electron density of states due to the adsorp­
tion of an electropositive or electronegative atom. Such changes are assumed 
to affect the interaction of an adsorbing atom or molecule with the surface. 
The lateral range of these changes is then a measure of the range of the 
interactions. 

The calculations of Feibelman and Hamann have expressly addressed the sur­
face electronic perturbation by sulfur [8.82] as well as by chlorine and 
phosphorus [8.84]. The sulfur-induced total charge density vanishes beyond 
the immediately adjacent substrate atom site. However, the Fermi-level density 
of states, which is not screened and which governs the ability of the surface 
to respond to the presence of other species, is substantially reduced by the 
sulfur even at nonadjacent sites. Finally, the results for several impurities 
indicate a correlation between the electronegativity of the impurity and its 
relative perturbation of the Fermi-·level density of states, a result which 
could be very relevant to the poisoning of H2 and CO chemisorption by S, Cl, 
and P [8.9], as discussed above. 

Theoretical treatments taking into account the direct interaction between 
adsorbates due to an overlap between their orbitals have also been reported 
[8.85,86]. Considerations are given to the energy cost of orthogonalization 
of the orbitals to one another, a factor which dominates at very short adsor­
bate-adsorbate distances. 

In addition, the direct electrostatic interaction between adsorbates has 
been treated [8.87-89]. At intermediate distances of the order of a surface 
lattice constant, Norskov et el. report [8.88] that this interaction can give 
rise to substantial ( > ~ 0.1 eV) interaction energies, when both adsorbates 
in question induce electron transfer to or from the surface or have a large 
internal electron transfer. 

Both sets of theories, that is, "through bond" or "through space", are 
consistent with adsorbate perturbations sufficiently large to effect chemi­
cally significant changes at next-nearest-neighbor metal sites. This pertur­
bation length is sufficient to explain adequately the observed poisoning of 
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chemisorptive and catalytic properties by surface impurities reported in the 
above discussion. 

8.3 Conclusions 

Model studies using metal single crystals and ultra-high-vacuum surface tech­
niques are profitable in developing an understanding of the mechanisms by 
which poisons and promoters alter catalytic performance. Kinetic measurements 
in conjunction with these studies are particularly useful in linking the sur­
face analytical measurements to practical catalysts. Because of the importance 
of surface chemical modification in catalysis and many related technological 
areas, much more work should and will be invested in defining in detail the 
physics and chemistry associated with the changes induced by surface impuri­
ties. Of particular interest are the specific bonding sites on and the elec­
tronic interaction of the impurity with the substrate. Also, the influence of 
the impurity on the chemisorptive behavior of the reactants as well as the 
bond strengths of the reactants are key pieces of information needed. These 
kinds of data are currently accessible usin~ an array of modern surface tech­
niques. These studies, in parallel with studies on supported catalysts, prom-

o 

ise to be most revealing regarding the basic mechanisms of surface chemical 
modification. 
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9. Thermodynamics and Kinetics 
in Weakly Chemisorbed Phases 

M. Grunze 

Laboratory for Surface Science and Technology, University of Maine, 
Orono, ME 04469, USA 

In a heterogeneous surface reaction, the reactants, intermediates, and pro­
ducts can be weakly chemisorbed along their respective reaction paths. For 
example, considering the fragmentation of a molecule into strongly adsorbed 
atoms, dissociation will occur out of a less strongly bonded molecular en­
tity. But not only the importance for heterogeneous catalytic reactions sti­
mulates the investigation of weakly chemisorbed phases, they also exhibit 
interesting sequences of phase transitions which are reflected in their ther­
modynamic functions and in the adsorption and desorption kinetics of the ad­
sorbate. For the present purpose, we define weak chemisorption as a chemical 
interaction between adsorbate and substrate with a low adsorption energy 
(EB~70 kJ/mol), resulting in a facile balance between the interaction of the 
individual species with the substrate and lateral forces between the chemi­
sorbed molecules. The distinction between "weak chemisorption" and "chemi­
sorption" is rather arbitrary, but a difference is obvious with respect to 
pure physisorption involving only Van der Waals forces between adsorbate 
and substrate. 

The facile balance between the interaction of the molecule with the cor­
rugated substrate surface and the lateral forces coming into play at higher 
adsorbate densities leads to a sequence of interesting phase transitions. 
A survey of the results presently available for N2 phases on nickel surfaces 
and CO phases on copper surfaces suggests that the observation of inter­
mediate fluid (F) phases between the commensurate (C) and incommensurate (I) 
phases is related to the formation of antiphase domain walls with high local 
densities. These compression walls seem to be correlated to the experimental 
observation that N2 and CO on the {IIO} and {IOO} surfaces of nickel and 
copper, respectively, can only adsorb "on top" of the substrate atom, and 
not in bridge positions as commonly found in more strongly adsorbed CO­

phases on metals. 
The order in the adsorbed phase also affects the kinetics of adsorption 

and desorption, thus providing convenient model systems to correlate thermo­
dynamic and kinetic phenomena. At this time, however, changes in adsorption 
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and desorption kinetics at phase transitions can only be discussed phenom­
enologically. As one example of a chemical reaction in weakly chemisorbed 
phases, the transformation of weakly adsorbed N2 on a Fe{lll} surface into 
a more-stable bonded precursor state for dissociation will be discussed. 

In this chapter, we review the experimental data and only mention theo­
retical results for the few examples where a correlation between experiment 
and theory is possible. Experimental techniques are not described; the read­
er is referred to the original literature or reviews for details. First, 
the thermodynamic and kinetic formalism describing the properties of the 
adsorbate phase is summarized. 

9.1 Evaluation of the Isosteric Heat and Entropy of 
Adsorption 

The thermodynamics of adsorbed phases have been reviewed recently in some 
excellent articles, from the points of view of both phenomenological thermo­
dynamics and statistical mechanics [9.1-3]. Thus, here we only briefly re­
call the basic formalism pertinent to the subject of this chapter, and re­
fer the reader to the cited literature for an in-depth discussion of the 
complete thermodynamic approaches and the statistical models involved in 
the description of adsorbed phases. 

Under thermodynamic equilibrium conditions the chemical potentials of the 
gas phase (~g) and adsorbate phase (~s) are equal, and pressure, temperature, 
and isosteric heat of adsorption qst at constant adsorbate coverage are 
related by the Clausius-Clapeyron equation 

(9.1) 

The derivation of the Clausius-Claperyon equation for the isosteric heat of 
adsorption is analogous to the derivation for calculating liquid/vapor equi­
libria in three-dimensional systems. In (9.1), p and T refer to the equilib­
rium pressure and temperature of the system, and the isosteric heat is de­
fined as 

=(S -S).T , g s 

-

(9.2) 

(9.3) 

where hand S are the enthalpy and entropy of the gas phase, and hs and 
- g g 
Ss are the partial molar enthalpy and entropy of the adsorbed phase: 
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h = _s _ (ah) 
s as T,p 

- (as) Ss = as T ,p 
(9.4) 

Since all heat changes caused by the gas/solid interaction are included 
in qst' (9.1) holds irrespective of structural or chemical changes of the 
substrate, as long as these changes are reversible under the experimental 
conditions. 

However, (9.1) is only valid under true thermodynamic equilibrium con­

di ti ons, i. e., Ilg = Ils and therefore T g = T s' where T g and T s are the temper­
atures of the gas and adsorbate phases, respectively. 

Since the gas temperature is constant (Tg =300 K) and the substrate 
temperature is varied under common experimental conditions, we first examine 
the errors involved in using (9.1) to determine the isosteric heat of ad­
sorption. The derivation presented here is similar to the early discussions 
of Ehrtieh [9.4] and Proeop and V8tter [9.5] on the same problem. 

The isobaric experiments are conducted under steady state conditions, 
where the rate of adsorption rad is equal to the rate of desorption rdes ' 
The rate of adsorption is given by 

(9.5) 

T 
where s g(s) is the sticking coefficient at a gas temperature of Tg and p 
is the measured pressure in the system. Since equilibrium measurements, 
and hence desorption at equilibrium, occur at a substrate temperature Ts ' 
we need to calculate rad for Ts' The same coverage S produced by a gas of 
temperature Tg can be established at a gas temperature Ts at a corrected 
pressure p', with a rate of adsorption 

(9.6) 

This means that we can define a hypothetical equilibrium pressure p' which 
gives the same adsorption rate as the one with the measured pressure for 
the gas at Tg = 300 K. Since the rate of adsorption at Tg = 300 K and Tg = 
Ts have to be equal, it follows that 

ST9(9) pl=p.~ 
s S(9) 

VTs . --vc­
g 

(9.7) 

Inserting the hypothetical equilibrium pressure p' (9.7) into (9.1) and 
differentiating with respect to Ts (now, for p', Ts= T g)' it follows after 
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rearranging that 

(aln p\ _ qst + 
\~){e) - RTZ 

s 

(9.B) 

Thus, the isosteric plots (ln p versus liT) constructed with the equilib­
rium pressure at Tg= 300 K give an apparen: isosteric heat q~~P vlhich is 
higher than the true equilibrium isosteric heat (~2% for the system consid­
ered here), provided that the sticking coefficient does not depend on gas 
temperature, 

Exp RTs 
qst = qst + -2- (9.9) 

For the adsorption systems discussed here, experiments are conducted 
at Ts < Tg and s is close to unity at Tg = 300 K, and it can be safely 
assumed that s is not different at a lower gas temperature. However, in the 
case of gas-temperature-dependent sticking coefficients, such as for acti­
vated adsorption, the corrections necessary to deduce the true equilibrium 
isosteric heat can be substantial. 

The partial molar entropy of the adsorbate phase can be determined from 
[9.1-3,5] 

- -
S =S +t.S s 9 

o (n) qst = S - R In\~ --y-
g Po 

-
(9.lD) 

where t>Ss is the differential entropy of adsorption, Sg is the entropy of 
the gas phase at pressure 0, p is the equilibrium pressure and qst/T the 
isosteric heat divided by the temperature (T=Ts)' i.e., the entropy loss of 
the gas upon adsorption. For Tg ~ Ts ' we have to use p' as the equilibrium 
pressure and Ts instead of T in (9.10). 

Then, substituting (9.7,9) into (9.10), the differential entropy of the 
adsorbed layer corrected for Ts ~ Tg (and assuming that s does not depend 
on gas temperature) is given by 

Exp 
- 0 (n) qst R ( T s ) S = S - R ln .....L. -~ -"2" ln - + I , 
s g Po s T g 

(9.11) 

as derived before by Froaop and V8ltep [9.5]. 

Again, the corrections to our experimental values necessary to determine 
the entropy in the adsorbed layer from our steady-state experiments are 
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small, and negligible considering the experimental errors inherent in these 
measurements. 

Summarizing the above considerations; it can be shown that the experi­
mental isosteric heats and entropies derived from steady-state experiments 
will be close to the thermodynamic values obtained under true equilibrium 
conditions, in the adsorption systems discussed here. We realize, however, 
that these considerations are not for the real experimental conditions where 
the adsorption isobars are measured under flow conditions, i.e., when a 
constant pressure is maintained by dosing the gas into a continuously pumped 
vacuum chamber. 

A correct thermodynamic description has to consider that in a nonisother­
mal system, matter flow produces an inevitable entropy change, which is 
related to the heat of transfer Q [9.6]. Prigogine has considered these ques­
tions from the viewpoint of kinetic theory and statistical mechanics [9.6], 
but no reasonable prediction of the magnitude of the effect is possible for 
the ill-defined matter and heat flow conditions in typical ultra-high-vacu­
urn (UHV) or high-vacuum measurements. 

9.2 Correlation Between Thermodynamic and Kinetic 
Experiments 

Desorption experiments have been carried out for several weakly chemisorbed 
adsorbed phases, and the rate of desorption for molecularity 1 is conven­
iently described by an Arrhenius-type rate equation 

( Ed (9)) 
rd = v(S)Nsexp -~ , (9.12) 

where v(s) is the preexponential term in the rate equation, Ed(S) the cov­
erage-dependent activation energy of desorption, and Ns the surface density 
of adsorbate. Several reviews [9.7-10] discuss the applications and limita­
tions of desorption experiments and the refined rate equations for desorp­
tion via precursor states. At this point, we only want to summarize how 
thermodynamic and kinetic parameters are interrelated, following a previous 
discussion by Menzel [9.10]. 

Under steady-state conditions the rate of adsorption rad is equal to the 
rate of desorption. Then, (9.5) and (9.12) can be combined and the preexpo­
nential term of desorption is given by 

(9.13) 
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~ (qst) = s(e) VT N exp ~ 
g s s 

(9.14) 

In (9.14), the thermal velocity VT = (kT/2nm)1/2 and the density of the gas 
phase Ng have been used to express the impingement rate per surface area, and 
it has been assumed that adsorption is not activated and the activation 
energy of desorption is equal to the isosteric heat of adsorption. While the 
assumption of nonactivated adsorption is reasonable for those systems dis­
cussed here, the assumed equality of Ed(e) and qst neglects the possible in­
fluence of precursor kinetics on the desorption energy [9.10] and the cor­
rection term (1/2) RT necessary for a comparison of the equilibrium and ki­
netic expression of the logarithmic derivative of the equilibrium pressure 
[9.4]. 

Under equilibrium conditions, i.e., Tg= Ts ' 

~ _ Qg (qst \ 
N - Q exp, - RT j' 
s s 

(9.15) 

where we associate the potential energy in the exponential term with the 
isosteric heat of adsorption. Here, Qg and Qs are the partition function of 
the three-dimensional gas and the partition function of the adsorbed phase. 
The partition function of the gas phase is the product of the partition 
function of the individual degrees of freedom Qg = qir qvib qr (tr = trans­
lation, vib = vibrations, r = rotations). For the adsorbate phase, Qs 
includes, in addition to the partition function of the degrees of freedom 
of the adsorbed molecules, the statistics of the adlayer and possible changes 
in the surface phonon spectrum of the substrate upon adsorption. 

It follows then that 
Q 

v (e) = s(e) VT ~ 
s 

or (9.16) 

(9.17) 

where, depending on the degrees of freedom in the adlayer in the models con­
sidered, different values for v(e) can be obtained [9.10]. From (9.17) it 
also follows that for a completely mobile molecule with the same vibrational 
and rotational excitations as in the gas phase, and for s =1, the commonly 

13 -1 taken preexponential of ~10 s is derived. Ibach et al. [9.11] and 
Menzel [9.10] have shown, however, that such a choice for v(e) is not real­
istic for chemisorption systems. 
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The relation between the entropy in the adsorbate phase and the preexpo­
nential is made obvious by considering (9.14) with (9.10) or when the par­
tition functions of the gas phase and the adsorbate phase in (9.17) are ex­
pressed by the respective entropies [9.1]. Hence, if the sticking coefficient 
is known and does not vary strongly in the temperature range of interest, 
desorption experiments can be used to derive information about the equili­
librium entropy of the adlayer and vice versa. However, good agreements be­
tween v(a) derived from desorption experiments and from equilibrium meas­
urements is expected only when desorption is not activated and occurs out of 
the equilibrium configuration of the adlayer. This has been shown for CO on 
Ru{OOOl} by PfnUr et al. [9.12,13] and for H2 on W{100} by HorZacher Smith 

et al. [9.14]. 

9.3 Structural and Thermodynamic Data on Weakly 
Chemisorbed Phases 

Classical adsorption studies are carried out on large surface area substrates, 
where a high degree of accuracy in determining the amount of adsorbed gas as 
a function of temperature and pressure is obtained by volumetric or even gra­
vimetric methods. However, present adsorption studies in surface science are 
restricted not only by the smaller surface area of the substrate, but also 
by the pressure range in which experiments can be carried out. Therefore, 
the surface coverage has to be measured by surface-sensitive probes rather 
than by observing the pressure decrease or weight gain due to sorption. In 
the case of weakly chemisorbed phases discussed here, the disturbing effect 
of the probe on the surface coverage or composition has also to be con­
sidered, restricting the time over which experimental observations can be 
made in LEED or other experiments involving electron probes [9.15,16]. 

In the following we show the feasibility of several surface-science tech­
niques to determine the isosteric heat of adsorption and the entropy in the 
adlayer in weakly chemisorbed phases and correlate the thermodynamic quan­
tities with structural information, where available. Since changes in q t _ s 
or Sad are related to structural changes in the layer, the latter are summa­
rized first. Our discussion focuses on nitrogen adsorption on nickel sur­
faces and carbon monoxide adsorption on copper substrates as typical model 
systems. 

9.3.1 Phase Diagram for N2 Adsorbed on Ni{UO} and Data for N2 on 
Ni{100} 

Molecular nitrogen adsorption on Ni{110} surfaces has been studied by low­
energy electron diffraction (LEED) [9.15,16], photoelectron spectroscopies 
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[X-ray (XPS) and ultraviolet (UPS)] [9.17-19], low-energy ion scattering 
spectroscopy (ISS) [9.20], work function measurements (A¢)[9.21], temperature 
programmed desorption spectroscopy (TPD)[9.22], and vibrational spectroscopy 
{infrared reflection-absorption spectroscopy (IP-AS)[9.21] and high-reso­
lution electron energy loss spectroscopy (HREELS) [9.18,23]}. A convenient 
starting point for our discussion of structure and thermodynamic quantities 
is the temperature versus coverage (T,e) phase diagram for N2 on Ni{110} 
[9.15] as shown in Fig.9.1. The full curve in Fig.9.1 is an adsorption iso­
bar for a pressure of 1.3 x 10-6mbars and represents the upper limit of our 

equilibrium studies. Below the dashed curve, N2 is irreversibly adsorbed and 
an N2 background pressure is not required to maintain a given coverage. Gas­
adsorbate phase equilibrium measurements were made between the full and 

dashed curves and used to determine thermodynamic quantities. Below the dot­

dashed line, long relaxation times precluded equilibrium studies. The LEED 
patterns observed as a function of coverage and temperature in this phase 
diagram have been published [9.15] and we only summarize the observations 
here. 

At coverages below one-half monolayer, a disordered gas phase and an 
ordered (2 x 1) phase coexist. The (2 x 1) phase reaches maximum ordering near 
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one-half monolayer coverage. The 8-axis was calibrated by taking 8 =0.5 to 
correspond to the maximum intensity of the (1/2,0) beam in the (2 x 1) struc­
ture with the surface in equilibrium with N2 gas at a pressure of 2 x 10-1mbar. 
This point is indicated in Fig.9.1 by the solid dot at 8 =0.5, T = 140K. All 
other coverages were then determined with respect to this reference point, 
with 8 = 1 corresponding to an N2 density of 1.15 x 1015cm-2. 

The coverage at which maximum intensity in the (2 x 1) structure occurred 
for other experimental conditions is shown in Fig.9.1 by the heavy solid line 

passing through the calibration point. This line was drawn ~ithout curvature 
in previous publications [9.15]. Clearly the number of N2 in the best ordered 
(2 x 1) structure can be increased at higher temperatures and pressures, 

meaning that even the best ordered (2 x 1) phase must contain some imperfec­
tions. This, plus the initial appearance of corresponding broad diffuse beams 
with high diffuse background intensity, indicates that ordered (2 x 1) islands, 
with somewhat better ordering along (11m rows, nucleate and grow out of a 

disordered two-dimensional sea of adsorbed N2 molecules. As discussed in 
Sect.9.3.4, evidence for intrinsic higher-energy binding sites which could 
act as nucleation sites for (2 x 1) islands is obtained from the low-coverage 
ISS data. 

Since there are two equivalent (2 x 1) sublattices on a flat {110} surface 
and four on a surface with steps, only about one-half of the islands will 
grow together without the formation of antiphase boundaries. As the coverage 
is increased above that necessary to form the best ordered (2 x 1) phase, the 
"banana" phase forms, in which curved diffuse streaks connect the 1/2 order 
beams. With increasing coverage the LEED beams evolve smoothly from the banana 
pattern into a disordered incommensurate structure showing streaks at the 
{2/3, 1/2} positions. Ihis structure, which can be explained by symmetry equiv­
alent domains of a (~ i) structure, compresses with increasing coverage until 
a c(1.4 x 2) pattern is reached at the highest coverage accessible in these 
experiments (8 ~0.72). Nitrogen pressures greater than 10-6mbar and low tem­
peratures are required to develop this structure fully. 

The sequence of LEED patterns observed indicates a commensurate-incommen­
surate phase transition via an intermediate fluid phase, as predicted by 

theory for uniaxial systems. The theory of commensurate-incommensurate phase 

transitions for such systems has been reviewed in detail by Bak [9.24,25], and 
we only want to recall some of the major considerations pertinent to the 
N2/Ni{110} system. Initially, at low coverages and sufficiently low temper­
atures, the adsorbed monolayer forms an ordered (2 xl) structure whi ch is com­
mensurate with the crystal surface. Increasing the coverage will then lead 

205 



o 
o 

a 

.... --[110J 

8:50.5 

c (1.4)(2) 
.--[110] 

;:'~ 
<:) 

~~ 

!~ 
~ 

e - 0.72 

b e ~ 0.5 

Fig.9.2. (a) Structural model for the (2 xl) 
phase of N2 on Ni{110} with antiphase domain 
boundaries. (b) Structural model for the do­
main walls in the banana phase for N2 on 
Ni{110}. The model does not include dislo­
cations in domains A or B and the possible 
tilt or relaxation of the molecule in the 
<001> direction as described in the text. 
(c) Structural model for the c(1.4 x 2) phase 
at saturation coverage for N2 on Ni{110} 

to the situation where the monolayer has to contract and thus becomes incom­
mensurate with the arrangement of the substrate. For a uniaxial symmetry of 
the substrate and a (p x 1) commensurate phase (in our case, p = 2), it is pre­
dicted that the incommensurate phase near the commensurate phase takes the 
form of a stripped soliton or domain wall structure. For p = 2, this domain 
wall structure occurring between the C and I phase is unstable with respect 
to free dislocations at any finite temperature (T > 0) and is thus described 
as a "soliton liquid" [9.241. In Fig.9.2 we show possible models for (a) 
the commensurate (2 x 1) phase at e :S0.5, (b) the intermediate liquid, and (c) 
the final c(1.4 x 2) phase. Fig.9.2a shows antiphase domains and how they 
could act as nucleation sites for domain walls by inserting an additional 
molecule leading to a locally higher density. Figure 9.2b then shows sche­
matically how these intrinsic defects in the commensurate phase develop into 
domain walls separating commensurate areas of the surface structure. It is 
important to note that these domain walls are highly mobile and cannot be 
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considered as a frozen-in disorder. Recent kinematic LEED calculations by 
Moritz [9.26], explaining the diffraction pattern from the banana phase, 
require the direction of the domain walls to switch coherently, as indicated 
in the model of Fig.9.2b. In Fig.9.2a,b relaxation of the molecules in the 
wall is indicated by the arrows. This relaxation can involve lateral movement 
of the molecules from exact "on top" positions and/or a tilt of the molec­
ular axis away from the surface normal to minimize the strong repulsive 70rces 

between the N2 molecules. The Van der Waals radius of a N2 molecule is 
~ 3. 5A, the next-nearest-neighbor separation in an unrelaxed wall would be 
2.56 A. A slight tilt and relaxation of the molecules by ~0.4A in the (lID) 

direction or an opposite tilt in (ODD maintaining the coordination to a 
single Ni atom would allow two N2 molecules to be bonded to two neighboring 
Ni atoms on top of the (11m rows. 

The sequence of LEED patterns observed between the banana phase and the 
final c(I.4 x2) structure can be explained by increasing the density of domain 
walls, leading to the elimination of (2 x 1) domains and finally, due to the 
repulsive interactions, to the relaxation of the whole layer into the incom­
mensurate c(l.4 x 2) phase. A plausible model for this phase is shown in 
Fig.9.2c. 

The observation that the banana pattern transforms into a disordered struc­
ture which is streaked in the (ODD direction indicates that the coherence 
in this direction is lost. It is thus expected that correlated fluctuation 
of domain walls in the (001) direction producing a banana-shaped LEED pattern 
requires large defect-free crystalline areas on the substrate. Recent ex­
periments [9.27] on a stepped N;{110} 9.46° (110) surface confirm that a 
minimum correlation length is required to produce a banana pattern, since 
only a p(2 x 1) phase which developed into straight streaks along (001) and 
moved smooth ly with i ncreasi ng coverage into the [± ( I h I + 2/3), k + 1/2] pos i­
tion was observed [9.27]. 

For N2 adsorption on N;{100}, a c(2 x 2) phase was observed throughout the 
whole coverage range [9.28]. Diffuse overlayer beams are formed at coverages 
exceeding e ~0.25 and can be changed to a relatively sharp c(2 x 2) pattern by 
annealing the sample in a nitrogen ambient at T ,,90 K or by cooling in a 

nitrogen ambient. In the annealed c(2 x 2) pattern, the correlation length 
~ is ~ 34 A, indicating the presence of antiphase domain boundaries pre­
venting the formation of long-range order [9.28]. There was no change in 
overlayer LEED pattern at the highest coverages obtainable in a nitroqen 
ambient. Since the size of the c(2 x2) unit cell is 12.4 A2 and approximately 
equal to the size of the c(l.4 x2) unit cell (12.2 A2) found at saturation cov-
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erage on the Ni{lOO} surface, the c(2 x 2) layer corresponds to a densely 
packed N2 layer. However, as described in Sect.9.3.2, the presence of anti­
phase domain boundaries in the c(2 x 2) phase with locally higher coverages 
can lead to a fluidlike behavior, as predicted by theory [9.29]. 

9.3.2 The Isosteric Heat of Adsorption and the Entropy in the Adsorbed 
Phase for N2/Ni{llO} and Nz/Ni{lOO} 

The phase transitions for N2 on Ni{110} are reflected in the thermodynamic 
quantities. Before we summarize these results, we point out, that the nitro­
gen molecules adsorb throughout the whole coverage range on Ni{110} with 
their molecular axis on average perpendicular to the surface plane. This 
follows from the photoemission [9.17,18], infrared reflection absorption 
[9.21], and HREELS [9.18,23]data. Further, the nitrogen molecule seems to 
be bonded to a single nickel atom on top of the densely packed (110) rows 
[9.18,20], at least in the coverage range below the c(1.4 x 2) structure. 
For the saturated monolayer structure, no experimental data are available 
to infer the coordination of the molecules. A detailed discussion of nitro­
gen bonding to nickel is given by Horn et al. [9.18]. 

For nitrogen adsorbed on Ni{110}, the effect of photon radiation in va­
lence band photoemission (UPS) studies or in X-ray photoemission (XPS) ex­
periments was found to be negligible during the time, necessary to record ad­
sorption isotherms or isobars [9.17]. In general, XPS is a particularly use­
ful technique to determine relative surface coverages, since the cross sec­
tion for photoemission is not sensitive to the bonding configuration of the 
adsorbate. Figure 9.3 shows a sequence of N1s photoelectron spectra as a func­
tion of coverage for nitrogen adsorption on a Ni{110} surface [9.17]. The 
doublet structure in the N1s peak is explained by final-state effects in 
the photoemission process of nitrogen molecules bonded with their molecular 
axis, on average, perpendicular to the surface plane [9.30]. The oeak at the 

lower binding energy corresponds to emission from a "screened" final state, 
the one at the higher binding energy to emission from the "unscreened" final 
state [9.30]. For substrate temperatures near 110 K, it was established that 
the peak intensity at 406.7 eV was directly proportional to the integrated 

area under the total N1s spectrum and thus is a measure of the relative N2 
coverage. This proportionality also indicates that in the coverage regime 
studied the nitrogen molecule does not change its principal bonding config­
uration in the adsorbed layer. Thus, the intensity of the N1s emission at 
406.7 eV can be monitored continuously to obtain adsorption isotherms or 
isobars. A set of adsorption isobars recorded by this technique may then be 
used to determine the isosteric heat of adsorption as shown in Fig.9.4. 
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Reproduction of the results is difficult at the low coverages, due to the 
low signal-to-noise ratio in the data but also because of the presence of 
defects, as discussed later in Sect. 9.3.4. 

Jacobi and Rotermund [9.19] showed that the attenuation of the Ni d-band 
emission on Ni{110} measured by angle-resolved UPS during adsorption of nitro­
gen is directly proportional to nitrogen coverage and thus can also be used 
to obtain adsorption isobars. This proportionality was explained by inco­
herent scattering of d-band photoelectrons in the adsorbate layer. For the 
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N2/Ni{110} system the isosteric heats recorded by UPS isobars proved to be 
in excellent agreement with the XPS data, except for the high-coverage re­
gion where the isosteric heat decreases sharply [9.16]. This discrepancy 
seems to indicate that the attenuation of the Ni d-band intensity is not a 
good measure of the N2 coverage when structural changes in the adsorbed phase 
occur at the higher coverages. 

The isoteric heats for N2 on Ni{110} can be used to calculate the differ­
ential entropy in the adsorbed layer according to (9.11). Figure 9.5 also 
shows the integral entropy of the adsorbed phase obtained from 

1 e -
S = - f S de 

s e 0 s 
(9.18) 

and calculations based on statistical mechanics models discussed below. Con-

sidering only the higher initial qst values from Fig.9.4, the differential 

and integral entropy remains approximately constant up to half-monolayer cov­

erage. The differential entropy rises steeply at the C-F transition to a 
value of ~200 J K- 1mol- 1, the integral entropy increases by ~20 J K- 1mol- 1. 
Using the low qst values at 8<0.2, the inital entropy 5s is 175 J K- 1mol- 1 

The statistical mechanics models used to calculate the entropy in the 
adsorbed phases are described in detail in [9.1,21, and their application 
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to N2 adsorption (on Ni{100}) is presented in [9.28]. We therefore only sum­
marize these models here and refer the interested reader to the original 
1 itera ture. 

In all the models used, only degrees of freedom of individual molecules 
and the configurational part of the entropy are included. t10del ing of col­
lective exitations, as required to describe the enLropy of the fluid like 
domain boundaries, has not been carried out to our knowledge for weakly 
chemisorbed phases. We will compare the partial molecular entropy S with s 
statistical models; a discussion of the integral molar entropy S would allow s 
us to derive the same results [9.28]. For localized adsorption, the differ-
ential molar entropy in the adsorbed layer is given by 

51 = 5 f + ~ 5 ·b oc con £ Vl ' 

where S f is the differential configurational entropy caused by the distrib-con _ 
ution of the molecules on the adsorption sites and 1: S 'b is the differential 

Vl 
entropy contribution from the vibrational modes of the adsorbate complex. 
With the assumptions that the substrate is not affected by adsorption, that 
the adsorbed molecules do not interact with each other, and that one nitro­
gen blocks two surface sites in the coverage regime 6 (0.5, the differential 
molar configuration entropy is given by 

- ( 6* \ Sconf = R ,ln2-ln 1-6* ) 

where 6*=6max for the particular phase considered (e.g., 6*=1 for 6=0.5). 
As long as the energies of vibration hv, are independent of the coverage, _ 1 

the vibrational entropy I svib is given by the sum of 

_ (hV ./kT ) 
Svib = R exp (hv ./kT) -1 -In [1 - exp(hv;lkT)] 

1 

for each vibrational degree of freedom. The two vibrational modes normal to 
the surface have been determined experimentally for N? on Ni{110} at 115 K 
and were found to be independent of coverage, v(Ni-N2) = 339 cm- 1 and v(N =N) 
= 2194 cm- 1 [9.18,23]. The entropy contribution from the v(Ni-N2) mode at T = 
150 K is only Svib = 1.4 JK- 1 mol-I, and the contribution from v(N = N) mode is 

even smaller. No experimental data are available for the vibrations parallel 
to the surface, which are two frustrated rotational and two frustrated trans­

lational modes. For a two-dimensional phase they are expected to be low­
frequency modes and therefore will each contribute to the vibrational entropy. 
To estimate this entropy contribution, values calculated by Richardson and 
Bradshaw [9.31] for the vibrational modes of linearly bonded CO on N;{100} 
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have been used, and give, together with the known N2 vibr~tional modes. 
- -1 -1 - -I Svib = 23 JK mol . The estimated values for I Svib are considered as a 

lower limit, since the frustrated rotations and translations will be softer 
for N2 on nickel because of the weaker bond to the substrate. An upper limit 
for the vibrational entropy is obtained by considering the free rotation of 
a N2 molecule in a hemisphere (one nitrogen atom fixed to the substrate). The 
resulting rotational entropy contribution is ~O JK- 1mol- 1 at 130 K [9.32J. 
Allowing free rotation in a solid angle of 200 [which is more realistic con­
sidering the packing density of N2 in (2 x 1) islandsJ, the rotational entropy 
contribution is ~10 JK-1mol- 1 [9.32J. 

If the adsorbed gas is nonlocalized, the differential molar entropy in the 
- -20 -

adsorbed layer is Smob = Strans + I S~ib where the entropy contribution from 
the vibrational modes I S"b is reduced by the frustrated translations, since 

Vl 
this mode is transformed into a two dimensional translation. If we assume 
that the surface gas is ideal, i.e., the molecules have no eigen-volume, the 
differential molar entropy of translation is given by [9.2J 

- 'MTb) -1-1 
Strans = R ln (~ + 267 JK mol 

where M is the molecular weight of the molecule, b is the surface area per 
molecule at saturation coverage of the (2 x 1) phase and MTb/8* is expressed 
in K- 1cm2. If the full area occupied by a molecule is taken into account 
(Volmer gas), the differential molar entro~y of translation is [9.2] 

- 1 [( (MTb)] R -1-1 S = R n 1-8*) -- -~ + 275 JK mol trans 8* 1-8* . 

with ~1Tb/8* once again in K- 1cm2. 
In Fig.9.S we included the differential molar entropy of localized (Sloe) 

and nonlocalized adsorption (Smob) for an ideal gas and a Volmer gas includ­
ing the respective vibrational entropy contribution. 

In the following, we discuss the relation between the experimental entropy 
values and calculated entropies. We recall that, in the models outlined 
above, changes in surface structure (reconstruction or relaxation) or changes 
in the phonon spectrum of the substrate upon adsorption are not considered. 

At 8 <0.1, the experimental entropies deduced from the high qst values in 
Fig.9.4 can be explained by the calculated entropy for a two-dimensional gas 
plus a vibrational entropy contribution of 10 -20 JK-1mol- 1. An initial value 

- -1-1 of Ss ~175 JK mol ,as would follow from the low qst values, requires the 
postulation of almost free rotation in a hemisphere for the adsorbed molecule. 
With increasing coverage, the experimental entropies are somewhat higher than 
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those calculated for the ideaZ two-dimensional gas and become completely in­
consistent with the calculated entropy of a two-dimensional Volmer gas. In 
the coverage regime where large deviations between experimental entropies 
and those of the Volmer gas model occur, p(2 x 1) island formation is observed 
and the densities in the adsorbed layer are much too high to be realistically 
described by an ideal two-dimensional gas. In particular for e~0.5, it is 
impossible to explain the high entropy values with the degrees of freedom of 
individual molecules, and we have to postulate that collective excitations 
in the adsorbed phase cause the high entropy values. As discussed in detail 
in [9.28] for N2/Ni{100}, where abnormally high entropy values at saturation 
coverage were also found, we suggest that the presence of domain walls which 
are unstable with respect to free dislocations and, therefore, lead to pro­
nounced density fluctuations in the two-dimensional phase, cause the high 
entropy values observed for e~0.5. The configurational entropy increase due 
to the domain walls in an otherwise ordered surface phase is at maximum 
Sconf = R ln2, which is much too small to explain the total entropy for N2 on 
Ni{110} at e >0.35. However, if addition or a softening of vibrational modes 
is associated with the fluctuations of the domain wall, a substantial entropy 
increase can result. In general, these low frequency modes need not be vibra­
tional states associated with single species but could be collective longi­
tudinal or transverse modes of the surface layer. Contrary to the individual 
vibrational modes, these collective modes will show dispersion, and are best 
described by a frequency spectrum; the difference is analogous to the dis­
tinction between the Einstein and Debye theories of lattice vibrations. The 
density of vibronic states must be known in order to estimate the entropy 
contribution of the meandering domain walls. Since the frustrated rotations 
of individual molecules are expected to have frequencies of ~50-100cm-1 
[9.31], coupled rotational modes will lead to vibronic states at even lower 
wave numbers. For the incommensurate phase near the C-I transition, Bak 

[9.25] reviewed the theory of low-lying modes corresponding to a modulation 
of the phase of periodic structure (phasons). These phonon modes in the 
soliton lattice are very soft because of an exponentially weak interaction 
between the walls and will thus contribute significantly to the entropy 
in the adsorbed layer. 

The high-coverage entropy for N2 on Ni{100} also shows a behavior indi­
cative of collective excitations in the adsorbed phase and was rationalized 
in terms of antiphase domain boundaries formed at saturation of the c(2 x 2) 
structure [9.28]. 
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Before we discuss results for CO phases on Cu single-crystal surfaces, 

we would like to point out again that for N2 on Ni{llO} no experimental 
evidence exists for any adsorption sites other than those for singly co­

cordinated linearly bonded N2. In [9.28] arguments were given favoring these 
adsorption sites also on Ni{100}, suggesting that in the high-coverage re­
gime the molecules are locally compressed at antiphase domain boundaries. 

9.3.3 Carbon Monoxide on Low-Index Copper Single Surfaces 

We continue our discussion on the thermodynamics of weakly chemisorbed phases 
by reviewing the data for CO adsorption on Cu{llO}, Cu{lOO}, and Cu{lll} 

[9.33-36] to point out common features in adsorption systems having high 
entropy values at saturation coverage (Cu{lOO} and Cu{llO}). On Cu{lOO} and 
Cu{llO} a careful search for adsorption sites other than linearly bonded 
CO on "on-top" positions of copper atoms was not successful [9.37,38]. On 

Cu{lll} only recently, a bridge-bonded CO molecule was detected by Hayden 

et al. at e >0.33 [9.36] and the entropy values deduced from the published 
data behave "normally", i.e., do not require the postulation of low-fre­

quency collective modes in the adsorbate phase. As detailed below, the struc­
tural models developed from LEED data for CO on Cu{lOO} and Cu{llO} include 

continuous antiphase domain walls with high local densities [9.39], whereas 
the structural model for CO on Cu{111} does not [9.37]. This suggests that, 
for the adsorbate phases considered here, the high entropy values, which 
are explained by a fluidlike behavior of fluctuating domain walls, are as­
sociated with adsorbate phases in which only one specific adsorption site 
is populated throughout the whole coverage range. 

Thermodynamic data for CO adsorption on copper surfaces have been reported 
by Pritchard and co-workers [9.33,35] and Tracy [9.34]. Pritchard et al. 
[9.33,35] used work function measurements with a vibrating capacitor to record 
adsorption isobars for CO on Cu single crystal surfaces to determine the 

heat of adsorption. A common feature of the work function changes in the ad­

sorption systems discussed here (including N2 on Ni{110}[9.21]) is that the 
work function goes through a minimum with increasing coverage and almost 

reaches the value for the clean surface at saturation coverage. An example 
of such behavior is shown in Fig.9.6 from the study of Hollins and Pritchard 

[9.35] on the work function change upon CO adsorption on Cu{lll}. Figure 9.6a 

shows the work function change as a function of exposure at 81 K, Fig.9.6b 

is the desorption isobar recorded in a CO ambient of PCO = 2.6 x 10-7 Torr. 
As described by Hollins and Pritchard, the adsorption curve from zero to 
the 6~ minimum could be accurately reproduced at widely different rates of 
adsorption, whereas beyond the minimum the apparent 6~ dependence on exposure 
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varies with the pressure at which the exposure is made. The desorption 
traces show distinct breaks in the curves, corresponding to the changes in 
the LEED pattern. At saturation a hexagonal (1.4 x 1.4) or (1.39 x 1.39) struc­
ture [9.40] was observed, which changes to a c(4 x 2) or (1.5 x 1.5) R980 struc­
ture [9.40] at the first break (~110 K, Fig.9.5b) and finally to a (v'JxV3R300) 
structure at the 8~ minimum. Recent FRAS data by Hayden et al. show the 
appearance of bridge-bonded CO (vCO = 1830, 1812cm-1) at coverage e ;;1-1/3 at 
T=77K. At saturation coverage, corresponding to the (1.4x1.4) structure, the 
integrated band intensities of the bridging bands is almost equal to that of 
linearly bonded CO supporting an earlier structural model for this phase by 
Pritchard [9.37]. Pritchard showed, that the LEED pattern indicating an ap­
parently incommensurate hexagonal phase is consistent with a structural model 
where molecules relax their positions to allow occupation of linear and 
bridge sites yielding a ratio of 13:12. This model is consistent with the 
quoted IRAS data [9.34] and is shown in Fig.9.7. 

Figure 9.8 shows the isosteric heats of adsorption determined from 8~ 
measurements for CO on Cu{100} [9.34], Cu{110} [9.33], and Cu{111} [9.35] 
replotted from the ori~inal papers. The coverage scale in Fig.9.8 can be con-

Fig.9.7. Structural model for the saturation 
CO phase (1.4 x 1.4) on Cu{l1l}. After [9.37] 
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sidered only as a guideline, since it was assumed here that the At changes are 
linear with coverage and that the At minima correspond to the ideal over-
layer structure observed in LEED. For CO on Cu{110} [9.33] and Cu{111} [9.35], 

onl~1 desorption isobars were used for the evaluation of qst' since structural 
equilibration reflected in the At curves was difficult to establish in adsorp­
tion isobars. For CO on Cu{100} [9.34], only measurements at the higher temper­
atures and pressures, where reversibility was obtained, were considered. On 
Cu{110}, the isosteric heat remains approximately constant at a value of 
~5 kJ/mol up to the work function minimum also observed in this system and 
then falls sharply. Near the M minimum, a diffuse (2 x 1) LEED pattern was ob­
served, which sharpens by annealin~ in a CO ambient at T ~110 K. Further CO ex­
posure leading to higher coverages and the drop in qst caused the diffuse 

(2 x 1) pattern to develop streaks moving into the [h(±2/3)] [9.33] or [h(±4/5)] 
position [9.41]. Only by annealin0, this pattern sharpened to a diffuse 
c(5/4 x2) pattern [9.41]. This sequence of LEED patterns for CO on Cu{110} re­
sembles the sequence found for N2 on Ni{110}, except for the absence of curved 
banana features at coverages just exceeding e = 0.5. Although the poor order­
ing in the adsorbate phase leading only to diffuse superstructures in LEED 
does not allow deduction of structural models, the similarity to the N2/Ni{100} 
LEED data suggests a similar sequence of overlayer structures. The absence of 
a banana feature in the CO/Cu{100} system could then be a consequence of the 
lack of a correlated switching in the (001) direction of domain walls formed 
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at antiphase (2 x 1) domains. That collective excitations in the absorbate 
phase possible related to domain walls are present at e >0.5, is evident from 
the differential entropy S d calculated from the q t values and corresponding a s _ _ 
isobars [9.42], plotted in Fig.9.9. The values for Sloc' Smob for CO on 
Cu{1lO} obtained from statistical mechanical models are nearly identical to 
those for N2 on nickel surfaces, thus leading to the same conclusions as for 
the N2 phases on Ni{110} discussed above. 

On Cu{IOO} [9.34], the isosteric heat of adsorption drops from an initial 
value of 68 kJ/mol to a value of.....s5 kJ/mol at e ~0.5. A further increase in 
the coverage then causes a further decrease to a value of ~O kJ/mol. Ob­
servations by LEED have been made by several authors [9.34,37,38,43-46]. A 
c(2 x 2) overlayer structure was observed at e > 0.45 which spl its into a 
c(7V'l.xV'l) R45° structure at e >0.5. As pointed out by T!'aay [9.34] the 
transition from the c(2 x 2) unit mesh to the c(7V'l. x 1/2) R45° structure is accom­
plished by compression in the (Oli) direction while maintaining the original 
spacing in the (001) direction. This apparently strong tendency for align-
ment in the (001) di recti on is also present in the forl'lati on of a (2 xl) 

structure for CO on Cu{llO} or N2 on Ni{llO}. Tracy interpreted the c(7V'l. x V'l.) 

R45° structure as a pseudohexagonal structure, whereas Pritchard proposed a 
model with CO being adsorbed in top and bridge sites [9.37]. However, for CO 
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Fig.9.10. Real space model for the 
c(71l xV2)R45° structure for CO on 
Cu{lOO}. After [9.39] 

on Cu{llO}, there is no evidence in IRAS and also none in HREELS [9.38] for 
the existence of bridged CO molecules in this structure. Based on this dis­
crepancy with the models proposed by Tracy and Pritchard, Biberian and Van 

Hove [9.39] developed a model where all CO molecules occupy on-top sites 

and form ordered antiphase domains of c(2 x2) strips as shown in Fig.9.l0. 
In their laser simulations of the diffraction pattern they also considered 

the relaxation of the CO molecules in the domain walls by (i) a shift of some 
of the molecules keeping the C-O direction perpendicular to the surface, (ii) 

a tilt of the molecule still in a linearly bonded situation, or (iii) a 
translation of the molecules along the mirror planes of the unit cell. Al­
though the close spacing of CO molecules of 2.65A in the walls argues for 
some relaxation, the best fit of the laser simulation with the LEED pattern 
was obtained for the model with top-site adsorption without relaxation, as 
shown in Fig.9.l0. The model of Biberian and Van Hove 19.39] proposing anti­
phase domain walls, which can exhibit a fluidlike behavior as discussed by Rys 

[9.29], can explain the strong increase in Sad for CO on Cu{lOO} at 8 >0.5 

as deduced from Tracy's data and plotted in Fig.9.9. We also note the strong 

similarity of Sad for CO on Cu{lOO} with Sad for N2 on Ni{lOO} where the 
presence of antiphase domain walls was postulated only on the basis of thermo­

dynamic data [9.28]. 

The high-coverage thermodynamic behavior of the CO and N2 phases. where 
experimental results suggest occupation of only on-top sites, is different 

from the CO/Cu{lll} phases where occupation of bridge sites was observed at 

8,0.33 [9.36] as demonstrated by the Sad values in Fig.9.9. 
The entropy decreases up to 8 =0.33, shows a sharp increase at coverages 

where the c(4 x 2) phase forms and first bridge sites are occupied, and de-
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creases even to negative S d values when the final (1.4 x 1.4) structure is _ a 
observed. The negative Sad values indicate that the addition of CO molecules 
leads to an effective decrease in the partition function of the adsorbate 
layer, possible due to the stiffening of vibrational modes and restriction 
of translational degrees of freedom. An inspection of the structural model 

for CO saturation phase on Cu{lll} (Fig.9.7) shows that distributing the CO 

molecules equally in the two sites within the (1.4 x 1.4) unit cell does pro­
duce locally higher densities, but not a continuous domain wall as postulated 

for the adsorption phases of N2 and CO on the {100} and {110} surfaces of Ni 
and Cu, respectively. 

According to the IRAS data of Hayden et al., the observation of two bridg­
ing bands for CO on Cu{lll} at 77 K is attributed to a facile interconversion 

of CO between two- and threefold bridging sites. With respect to the struc­
tural model, however, collective oscillation with long wavelengths, as in 

continuous antiphase domain walls [9.25], and thus a high entropy contri­
bution, cannot develop in the CO/Cu{lll} phase. 

Also included in Fig.9.9 is the differential entropy for CO on Ni{IOO} de­
duced from Tracy's original publication [9.47]. A c(2x2) structure with CO 

bei ng adsorbed into in top sites changes ate> 0.5 into a c (5v'2 x v'2) R45° 
structure in which also bridge sites are populated. Tracy also reports the 

existence of a compressed structure at e =0.68, whose notation would be 
p(3v'2xy'Z) R45 0 [9.39]. The real space structures developed by Biberian [9.39] 

do not include dense domain walls since the molecules can relax into bridge 
sites at antiphase domain boundaries. Following our previous argument this 
relaxation eliminates long-wavelength collective excitations and thus leads 
to a decrease in entropy with increasing coverage, which is expected if the 
entropy is mainly determined by the individual degrees of freedom of the 
molecules (Fig.9.9). 

The above considerations correlating structure and thermodynamic obser­
vations at high coverages are based on the negative experimental results, 
that no bridge bonded species are detected by vibrational spectroscopies. How­
ever, as discussed by Fritchard [9.37] before the data from Hayden et al. 

[9.36] became available, there are reasons why it may be difficult to detect 

bridge-bonded CO on copper surfaces. 

We stress again that our interpretation of the high entropy values for 

the nitrogen phases on nickel and carbon monoxide phases on copper assumes 

that the substrate remains unaffected upon adsorption. If the substrate sur­
face phonon spectrum changes upon adsorption, because of either reconstruc­

tion or relaxation of the surface, significant changes in the entropy of the 
adsorbate phase are also expected to occur. 
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9.3.4 Thermodynamic Measurements at Very Small Coverages 

We now briefly consider the situation where the density in the adsorbate 
phase is low and the temperature sufficiently high to exclude interactions 
between adsorbed species. 

The work function is extremely sensitive to the adsorption of gases and 
coverages e~10-2 can be measured. Another technique with a very high sensi­
tivity to adsorbate coverage is low-energy ion scattering (ISS) which was 
used by MotZer et al. to measure the thermodynamics of nitrogen adsorption 
on a Ni{110} surface in the very low coverage regime [9.20J. Figure 9.11 
shows a comparison of an UPS isobar with an isobar constructed from the 
attenuation of the nickel intensity in an ion scattering experiment [9.16J. 
Particularly apparent is the decrease in Ni signal at N2 coverages where 
the d-band intensity in the UPS data is not affected, indicating the high 
sensitivity of ISS for low adsorbate coverages. It was estimated that the 
lowest Ni coverage measured by ISS is between 10-3 and 10-2 monolayers. 
[9.26]. The inital decrease of Ni intensity is observed at the same temper­
ature at which ion scattering from adsorbed nitrogen or the first changes 
in 6~ are detected. As discussed by MoZZer et al. [9.20], at low coverages 
nitrogen has a high shadowing factor aex of 3.5 ± 0.2 which smoothly de-
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Fig.9.!!. Comparison of N2 adsorption isobars on Ni{110} obtained from the 
attenuation of the Ni intensity in ISS experiments with isobars obtained by 
the attenuation of the Ni d-band in UPS experiments and the work function 
change 
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creases to 0.8 ± 0.1 at saturation. From incidence angle variations it 
follows that such a large shadowing factor can only be understood if nitro­
gen is adsorbed on top of the ridges on the Ni{110} surface and not in the 
furrows. If adsorption isobars recorded by ISS are used to evaluate the heat 
of adsorption, the possible effect of the ion beam on the adsorbate layer 
has to be considered because of sputtering and ion implantation. As de­
tailed elsewhere, the ion-beam-induced effects in the N2/Ni{110} system 
are considered unimportant at a low incident ion flux and for measuring 
times not exceeding ~1000 s [9.20]. 

The isosteric heat of adsorption for two different sets of ISS isobars 
is shown in Fig.9.12 [9.16]. The lower coverage scale is given in relative 
Ni ISS intensity, the adsorbate coverage indicated in the upper scale was 
derived from parallel UPS and XPS experiments. We note, that the initial 
isosteric heat of adsorption is higher but decreases at e ~0.25 approximately 
to the values obtained from the XPS and UPS isobars. Further, the qst re­
sults from the different isobar sets vary considerably, indicating a dif­
ferent state of the crystal surface. Since contaminants are ruled out as 
a source of irreproducibility, the most likely explanation is that initial 
adsorption of N2 with a higher heat of adsorption occurs on defect sites 
on the Ni{110} surface with their relative density varying from experiment 
to experiment and not evident by a visual inspection of the LEED pattern. 
Ion-induced defects are not important, since the initial heat of adsorption 
determined by ISS is in agreement with those obtained from ~~ measurements. 
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The higher adsorption energy on steps on the surface is also found in ther~al 
desorption experiments on a stepped Ni{110} 9.46° (lID} surface [9.27]. In 
addition to the TPD maxima found on a Ni{110} surface, a distinct new desorp­
tion state with a desorption energy of ~46 kJ/mol is found on the stepped 

surface [9.27]. The entropy in the very low coverage N2 adsorbate phase also 
indicates that the molecules are confined to defect sites or translate along 
defect lines [9.16]. 

From these experiments it follows that surface defects provide adsorption 
sites with a higher binding energy for N2 on Ni{110}. The presence of these 
defects in different concentrations may thus explain the irreproducibility of 

qst at low coverages obtained from ISS and also XPS isobars, which makes it 
difficult to deduce anythin9 about the lateral interactions in the low-cover­
age phase leading to the formation of (2 x 1) islands. From an analysis of 
single XPS isobars and TPD data, it follows that weak attractive lateral in­
teractions of W~1.2 kJ/mol are present in the (2 x 1) phase [9.17,22]. 

9.4 Kinetics in Weakly Adsorbed Phases 

Only limited data have been published for kinetic measurements in weakly 
che~isorbed phases in contrast to the many studies existing for more strongly 

chemisorbed gases on metal surfaces. Examples where the relation between the 
thermodynamics of the adlayer and desorption and adsorption data has been 
evaluated in more strongly chemisorbed phases include the work by Behm et al. 
[9.48] for CO on Pd{100}, PfnUP et al. [9.12,13] for CO in Ru{OOl}, and 
Horlacher smith et al. [9.14] for H2 on W{100}. 

In the following we will discuss the few experimental results available 
for kinetics in weakly chemisorbed phases, e.g., N2 on W{110} [9.49], Ni{110} 
[9.50]and Ru{OOl} [9.51,52], CO on Cu{110} [9.41], and for N2 on Fe{lll} 

[9.53-56]. Except for this last system, adsorption of the respective gases 

is always associative and kinetic measurements refer to the adsorption and 

desorption kinetics of the molecules. However, for N2 on Fe{lll}, a slow 
chemical transformation of weakly chemisorbed N2 into a ~-bonded precursor 

for dissociation is observed and will be described here as an example of 
chemical reactions in weakly chemisorbed phases. 

Before we discuss the adsorption/desorption kinetics, we need to recall 

a common observation in the systems discussed here, i.e., the very slow 

ordering in the adsorbed phase leading to hysteresis in ~~ adsorption/de­
sorption isobars [9.16,21,33,35]. These slow ordering processes are ~ost 
pronounced at lower temperatures and lower pressure [9.16]. Measurements 

222 



of LEEO intensity as a function of time and temperature at fixed coverage 
for N2 on Ni{llO} reveal that ordering into the (2 x 1) phase, i.e., elimi­
nation of domain boundaries, is associated with an apparent activation en­
ergy of 10-20 kJ/mol [9.16]. These slow ordering processes are also obvious 
in the desorption data of CO from Cu{110} [9.41] when a wide range of heat­
ing rates is applied in the TPO experiments, as discussed in Sect.9.4.1. 
It should be noted that these weakly chemisorbed phases seem to be suitable 
candidates to test theories on the kinetics of domain growth in two dimen­
sions experimentally. 

9.4.1 Adsorption and Desorption Kinetics 

A clearly resolved two-peak structure is observed in the desorption traces 
from a nitrogen-saturated Ni{110} surface [9.16,22]. The high-temperature 
desorption peak is saturated at e =0.5 and the low-temperature peak then 
grows with increasing coverage. Thus, the two desorption peaks are explained 
by mol ecu 1 es desorbi ng out of the (2 xl) and the hi gh-coverage phases, re­
spectively. This interpretation is supported by an analysis of the activa­
tion energies of desorption determined from desorption isosteres which are, 
within the error bars, identical to the isosteric heat of adsorption for 
e :S0.5. At e > 0.5, this method of evaluating the desorption energy gave values 
with very large error bars, but the same trend as in qst at e >0.5 is obvious 
[9.50]. The preexponential of desorption, evaluated from the isosteres by 
assuming straight first order desorption or desorption via a precursor state 
[9.22,50] is around 1014s-1 until the steep drop in qst and ED at e ~0.5 
(Fig.9.13). Also included in Fig.9.13 are the preexponential factors for 
desorption evaluated from the equilibrium measurements for e <0.5 from (9.13) 
using the experimental sticking coefficient. In the coverage and temperature 
regime of the equilibrium measurements, the sticking coefficient is constant 
and high (s~l) [9.57]. The agreement between the values of v(e) determined 
by different methods is good, and we conclude that desorption occurs out of 
the equilibrium configuration of the adsorbate phase as represented by the 
entropy of the adsorbate phase in Fig.9.5. However, there are several assump­
tions and limitations inherent in the evaluation of data using detailed 
balancing arguments as discussed by Menzel [9.10] and Pfnar et al.[9.12,13] 

and the reader is referred to these articles and the references therein for 
a detailed discussion. 

Excellent agreement between kinetic measurements and equilibrium meas­
urements is also given for the sticking coefficient. By integration of the 
desorption traces, a plot of coverage versus exposure can be made, from which 
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the sticking coefficient, s=f(e), can be calculated. In Fig.9.14 the sticking 
coefficient is displayed as a function of coverage e. The sticking coefficient 
s is constant up to e=0.48, then drops to a value of s~.3, increases again 
and diminishes at saturation coverage. This behavior is observed not only at 
low temperatures, but is evident at all temperatures where the commensurate­
fluid phase change is observed in the LEED experiments. At the higher temper­
atures, experiments involving adsorption and subsequent desorption cannot be 

224 



1.2 

1.0-
+ + 

f 0.8-

C-
Ool 0.6 

en . 
b.4-

0.2-

0 I 

0 0.1 

+ + 

+ + 
+ + 

000 
0 

6660 0 + 

6 
6 0 

6 
+ 

~ 6 + 
+ 

I I 

0.2 0.3 0.4 0.5 0.6 0.7 

e--

Fig.9.15. Sticking coefficient of N2 
on Ni{I10} obtained from equilibrium 
isobars. (t:.a: PN2=5 x lO-6 mbar; (+1: 
PN2=lxlO- mbar; (0): PN2=l x lO­
mbar 

carried out, since the residence time of the molecules on the surface be­
comes much too small. Therefore, detailed balance arguments were used to ex­
tract the sticking coefficient from equilibrium measurements using (9.13). 
Figure 9.15 shows the result for s(e) [note that see) is not an isothermal 
quantity anymore!] obtained from three isobars. The agreement with the see) 
data from the desorption experiments is surprisingly good. In particular, we 
note that at e>0.5 also under equilibrium conditions a discontinuity in see) 
occurs, which thus is clearly related to the commensurate-fluid phase transi­
tion. 

The constant sticking coefficient up to saturation coverage can be ex­
plained by assuming a mobile "precursor" state, i.e., a molecule impinging 
onto the surface is not reflected into the gas phase, but moves over the sur­
face for a time sufficient to accommodate its translational and internal 
energy (Tgas=300 K, Ts < 200 K) and becomes chemisorbed. A distinction is 
between "intrinsic" and "extrinsic" precursor states; the fOrf'ler being 
trapped over the bare surface, the latter on top of a chemisorbed layer. 

made 

The kinetic formalism relating these precursor states to the experimental 
sticking coefficient has been reviewed in several articles [9.8-11]. A spec-
troscopic characterization of precursor states for molecular adsorption was 

225 



was carried out at low te~peratures for a few adsorption systems, e.g. N2 on 
Ni{llO}and Re{OOl} [9.58], N2 on Ni{lll} [9.59], and CO on Ni{lll} [9.60]. 
These low-temperature data (T~20 K) revealing the existence of an extrinsic 

precursor for N2 chemisorption can qualitatively explain the behavior of 
S(8) on Ni {lID} for 8 ~0.5 [9.57,58]. The explanation of the behavior of S(8) 
at the phase transition at 8 ~0.5 follows fro~ the observation that conden­

sation into a second-layer precursor species starts before completion of the 
chemisorbed monolayer, because molecules lose their translational energy be­
fore finding an empty site [9.58]. With increasing temperature (T~50 K) 

[9.58] the residence time of the extrinsic precursor decreases and some of 
these molecules will desorb before findino a vacant site in the al~ost sat­

urated commensurate phase, leading to a decrease in the stickin9 coefficient. 
Apparently, once a high mobility in the adsorbate phase is present at 8>0.5, 

it will be more probable again for the extrinsic precursor molecules to be­
come inserted into the chemisorption layer during their residence ti~e on 
the surface. This qualitative explanation, however, is speculative and needs 
to be tested in si~ulations relating the kinetics of adsorption and desorp­
tion to the geometry and energy changes in the adsorbed layer. 

Data on the sticking coefficient of N2 on other ~etal surfaces also show 
a complex behavior. In the classic study of Bowker and King [9.49] of the 
sticking coefficient of N2 on W{1l0} using a technique giving absolute values 

for S(8), they found an increase in S(8) from So =0.22 to s ~0.38 at a cover­
age of 1.7xl014 molecules cm2 followed by a decrease to saturation coverage 
(4.5 x 1014 molecules cm2). The data were explained by a model where the ris­
ing sticking coefficient is attributed to improved transfer from a precursor 
to the chemisorbed y-state when a nearest-neighbor site is already occupied 

by chemisorbed y-nitrogen. 
Whereas in the study of Bowker and King a continuous change in the sticking 

coefficient with coverage was found, an abrupt change in s was observed by 
Pfnur and Menzel for N2 adsorption on Ru{OOl} [9.51,52]. In the coverage range 

of 0.2 <8 <0.33 the sticking coefficient of molecular nitrogen shows a sudden 

jump from s~0.4 to about twice this value. Menzel et al. found that a dif­

ferent binding state close to physisorption is populated even before comple­
tion of the (VJxVJ) R30 0 structure in which N2 is bonded upright on top of 

Ru atoms. Electron-stimulated desorption (ESO), TPO and electron spectroscopy 

data suggested that the new state adsorbed onto the surface is not caused 
interactionally, but is a distinct new species which may be lying on the sur­
face filling the area on the surface between the (VJxVJ) R30 0 islands of 
chemisorbed y-nitrogen. The increase in s is then explained by the sudden 
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opening of the adsorption channel for this species when the (YJ x V'J) R30 0 

structure is near completion, but adsorption into the y-state still contin­
ues. A distinct drop in the isosteric heat of adsorption, the desorption en­
ergy, and the preexponential of desorption is observed at 6 =0.25, a some­
what higher coverage than that associated with the increase in the sticking 
coefficient [9.52]. This behavior of S(6) was in contrast to CO adsorption 
on the same surface, where a compression of the chemisorbed layer sets in 

after complete filling of the (VJxYJ) R30 0 structure at e =0.33 resulting in 
an adlayer with roughly identical molecules at each coverage [9.12,13]. The 
population of a N2 species being physisorbed into the vacancies of a y-nitro­
gen layer was also reported by Umbach [9.59] in his low-temperature study 

of N2-adsorption on a Ni{111} surface. He was able to prove by argon co ad­

sorption experiments that this physisorbed species is confined to the metal 
surface and is not physisorbed on top of the y-layer. 

A nonequilibrium distribution of adsorbed molecules in the adlayer can 
have drastic effects on desorption data. Harendt et al. [9.41] studied the 
adsorption of CO on Cu{110} by LEED and TPD. Their LEED observations are 
qualitatively comparable to those by Horn and Pritchard, but they found a 

decrease in the activation energy of desorption from their isosteric evalua­
tion of TPD data well below the saturation of the (2 x 1) LEED pattern (defined 

by Harendt et al. as e =0.5) at e =0.35. Obviously, repulsive interactions in 
the adlayer are refelcted in the desorption traces at coverages well below 
saturation of the (2 x 1) phase. In the desorption data, only a broad peak 
centered around ~205 K was observed at saturation coverage (Fig.9.16) and 
not a two-peak structure as, for example, for N2 on Ni{110}, where a similar 
sequence of LEED patterns was found. Also, the desorption maximum from a 
saturated CO layer shifted with increasing heating rate in the TPD experiments 
first to higher temperatures (as expected) but then reversed to lower temper­
atures, as shown in Fig.9.16. These results suggest that during slow heating 
in the desorption experiment the adsorbed phase can relax and minimize the 
repulsive interactions caused by a nonequilibrium distribution of molecules 
adsorbed at a low temperature, whereas the molecules desorb out of a non­
equilibrated layer when higher heating rates (>4K/s) are applied. Simulation 

of the desorption data using a model with two different adsorption states 
having different coverage-dependent desorption energies and preexponentials 

of desorption, and a slow and activated interconversion rate between the two 
states (comparable to the desorption rate) reproduced their experimental ob­

servations reasonably well (Fig.9.16b) [9.61]. It then appears that CO ad­

sorption on Cu{110} is an extreme example of slow equilibration in the ad-
1 ayer. 
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Fig.9.16. (a) Experimental desorption traces from a CO-saturated Cu{110} 
surface using different heating rates (from curve 1: 0.25 K/s to curve 11: 
10 K/s). (b) Modeling of desorption traces as a function of heating rate 
assuming an activated transition of CO molecules between two different 
adsorption states (see text) 

9.4.2 Chemical Reactions in Weakly Chemisorbed Phases 

Nitrogen adsorption on nickel surfaces is, in the temperature range below 

the desorption temperature, always associative. Only at higher temperatures 
and large exposures has dissociation been reported on nickel surfaces [9.21, 
621. Also on a W{110} surface, nitrogen seems to adsorb associatively, and 
only (100) defect sites are believed to contribute to the dissociative inter­
action reported on W{110} [9.631. Recent molecular-beam studies revealed 
that N2 dissociation on W{IIO} is a direct process, since the dissociation 
probability depends on the translational energy of the impinging gas mole­
cules [9.641. Dissociation out of a chemisorbed phase occurs for CO on W{IIO}, 

as studied in detail by Umbach and Menzel [9.651. 

We will finally review the data for N2 dissociation on an Fe{lll} surface, 
since it comprises one of the few examples where a combination of experimental 

and theoretical studies have revealed some important microscopic details of 

the nature of the dissociation process. The purpose of studying the details 
of N2 dissociation on iron surfaces is to gain a detailed understanding of 

the ammonia synthesis reaction [9.661. Ammonia synthesis on iron is a struc­
ture-sensitive reaction with the Fe{lll} surface being the most active low­

index single-crystal plane [9.661. USing various methods, it has been demon­
strated for clean iron surfaces that the rate-determining step for the over­

all reaction involves nitrogen dissociation, since the subsequent hydrogen-
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ation of atomic nitrogen to ammonia proceeds at much higher rates. The kinet­
ics of dissociative nitrogen adsorption on Fe{lll} have been studied by ErtZ 

et al. [9.67] in detail, and it was concluded that this process proceeds 
through a molecularly adsorbed precursor state (a-state) with a rather low 
activation barrier. Recently, it was shown [9.53-55] that this a-state is 
preceded by a more weakly chemisorbed nitrogen state, which desorbs between 
70 and 120 K. 

Figure 9.17 shows the desorption spectra of 15N2 from Fe{lll} as a func­
tion of exposure at 65 K [9.55]. The data were recorded with a differentially 
pumped apertured mass spectrometer, eliminating the background in the TPD 
data. As a function of exposure, three desorption states denoted ex, y, and 0 
are distinguishable. The insert of Fig.9.17 shows, however, that also between 
the ex and y states, the signal is above the background, By dosing the crystal 
at T~90 K, the intensity of the a and ex' peaks can be increased substantially 
and both grow simultaneously [9.68]. In previous reports, no distinction be­
tween a' and ex state was made. Transitions into the ex' and ex states were found 
to be activated and to occur from the y-state with an apparent·activation 
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energy of ~18 kJ/mol and with a transmission coefficient of so(T) ~10-2_l0-3 
[9.53). Isotopic exchange experiments show [9.67) that in the a-state the 
molecular unity is preserved. The sticking coefficient into the y-state was 
found to be close to unity [9.53). The a-state, which grows in before the 
y-state is saturated, did not show a complete isotopic exchange after dosing 
the crystal subsequently with l4N2 and 15N2 , and it was suggested, that the 

a-state is adsorbed onto the y-layer resembling an extrinsic precursor state 
[9.55). Recent experiments, however, question this interpretation and leave 

the possibility that the different desorption peaks are caused by adsorp­
tion into energetically different sites on the open {Ill} surface. A similar 

interpretation based on the intrinsic heterogeneity of the Fe{lll} surface 

with a variety of adsorption sites [9.69) can explain the difference between 

a' and a-states, 
In x-ray photoemission experiments [9.53) and work function measurements 

[9.69), a clear distinction is possible only between y, a, and the atomic S 
adsorption states (no XPS data for the 0 state are available). In Fig.9.l8 
we show the characteristic Nls spectra of the three nitrogen states (y,a,S) 
distinguishable by XPS on Fe{lll}. Spectrum a shows the doublet structure of 

two bands at 405.9 and 401.2 eV below EF observed for the weakly bonded y­
state. As for N2 on Ni surfaces, the observation of a doublet structure for 
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Fig.9.18. Nls core level spectrum for (a) the weakly chemisorbed y-state, 
(b) the n-bonded a-state, and (el the atomic S-state 
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a single species is due to final-state effects in the photoemission process. 
A comparison of spectrum a with those of N2 bonded on Ni{110} [Fig.9.3] shows 
that intensity is transferred to the "unscreened" final-state peak, indica­
ting a weak interaction with the substrate, which is also evident from the 
low activation energy of desorption of ~5 kJ/mole. This y-state then trans­
forms, as a function of time and temperature, into the a-state producing the 
XPS spectrum shown in Fig.9.18b. The XPS data for the a'- and a-states [9.53, 

54] and the HREELS results for the a-state [9.54,69] reveal, however, a 
strong interaction of the two nitrogen atoms with the surface. A comparison 
of the vN- N stretching frequency observed by HREELS with those in rr-bonded 
inorganic dinitrogen complexes, as well as CNDO-CI (complete neglect of dif­
ferential overlap-configuration interaction) calculations of the N1s spec­
trum show that (a) the molecule bonds with its molecular axis parallel to 

the surface, (b) that bonding to the surface involves charge donation from 
* the 1rru orbital of the molecule to the substrate and a 1rrg backbonding from 

the substrate to the molecule, and (c) that the charge transfer into the 
* antibonding (with respect to the dinitrogen bond) 1rr orbital increases the g 

N-N bond length to ~1.25A, compared to the N-N bond distance of 1.1 A in the 

free molecule. Thus, the effective activation barrier for dissociation is 
lowered and dissociation of N2 is observed at low temperatures (T~120 K). The 
a- (or a'-plus a-) state transforms as a function of time and temperature 
into the dissociated s-state, as observed in XPS and HREELS experiments 
[9.53,54,69]. 

From a study of the N1s spectra as a function of gas pressure, temper­
ature, and time, the kinetics of adsorption, desorption; and interstate con­
version between y- and a- nitrogen were determined [9.53,55] and it was con­
cluded that at high temperatures (T~700 K) adsorption into the rr-bonded a­
states proceeds with a similar rate to the actual dissociation of the N2 mole­
cule [9.53] and thus becomes important for the consideration of the ammonia 
synthesis reaction mechanism. 

The microscopic mechanism of dissociation of N2 on Fe{lll} was also in­
vestigated theoretically by calculating the potential energy surface for this 

reaction [9.56]. The theoretical treatment involves calculation of the total 

energy Etot of the system as a function of the height h of the molecule 
above the surface and the intramolecular distance d. The Fe{lll} surface is 

approximated by a twelve-atom cluster and the molecule is lowered onto the 
surface with different orientations of its molecular axis with respect to 

the substrate. The best agreement between theory and experiment is obtained 
when the molecule becomes adsorbed with its axis parallel to the surface on 
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h 

~ 

Fig.9.l9. Potential energy surface 
Etot (h,d) for N2 on Fe{lll}. The 
dissociation path is indicated by 
the arrows, the equipotential lines 
have a separation of 0.2 eV. After 
[9.56] 

the edge of an A atom in the precursor state for dissociation (Fig.9.19). 

The calculations show that in this intermediate a-state, charge is trans-
* ferred into the anti bonding l~g orbital of N2, leading to a calculated in-

crease of the N-N distance of d~1.4 A. By surmounting a potential energy 
barrier of Ediss ~40 kJ/mole (compared to experimental value Ediss ~ 28 kJ/ 

mole), the molecule dissociates and forms the atomic 8-state. From this cal­
culation it also follows that the height of the activation barrier, Ed' , * lSS 
is critically dependent on the charge transfer into the l~g orbital of N2. 

The reaction path for trapping of a y-state molecule into an a-state was 
also studied theoretically by Tomanek and Bennemann [9.56] and resulted in 
a model consistent with the experimental observations, i.e., an activated 
transition between two molecular adsorption states. 

The simple dissociation reaction in a weakly chemisorbed phase discussed 
above is an example in which the microscopic mechanism of the heterogeneous 
fission of an intramolecular bond has been identified both experimentally 
and theoretically. We emphasize that on the open {Ill} surface of bcc iron, 

several molecular adsorption states separated by small activation barriers 

exist. For the dissociation reaction, it may be concluded that partial occu­

pation of anti bonding molecular orbitals by substrate electrons is one of 

the crucial steps in dissociation. Details of the geometry and electronic 

overlap in the precursor of dissociation will, however, depend on the parti­
cular system under study. 
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9.5 Summary 

This chapter has reviewed some recent experimental studies on the thermody­
namic and kinetic behavior of weakly chemisorbed phases and attempted to cor­
relate the observations with structural models based on results obtained 
from LEED and vibrational spectroscopy experiments. A comparison with the­
oretical predictions on the sequence of phase transitions is only possible 
in a qualitative fashion, since no experimental results on the exact nature 
and order of the observed phase transitions in the adsorbate phases consid­
ered is available. It appears, however, that in those adsorbate phases 
where the high entropy can be rationalized by the presence of meandering do­
main walls, only on-top adsorption sites are populated by the adsorbate 
molecules. This statement, based 9n negative experimental results, however, 
has to be considered with caution, since bridge-bonded CO or N2 molecules 
may be difficult to detect, in particular if the adsorption bands are broad 
and their concentration is low, as pointed out by Pritchard [9.37]. The slow 
and activated ordering processes in these phases complicate thermodynamic 
euqilibrium studies and are reflected in kinetic measurements, but on the 
other hand make these phases suitable candidates for the investigation of 
the kinetics of phase transitions. Until now, such measurements have not 
been performed systematically enough to allow a comparison with theoretical 
work [9.70,71]. The study of finite-size effects in weakly chemisorbed phases 
comprises another area of future work, since it will not only provied a more 
detailed insight into the nature of the intermediate fluid phase caused by 
fluctuations of domain walls, but also relates the thermodynamic behavior 
found on large single crystalline surfaces to the thermodynamic results ob­
tained on small promoted catalyst particles [9.28]. The importance of under­
standing the properties of weakly chemisorbed phases also follows from their 
obvious relation to heterogeneous catalytic reactions proceeding at high 
pressures with an appreciable equilibrium coverage of reactants and pro­
ducts. As shown for the Fe{lll} surface, the activated transformation of a 
weakly chemisorbed N2 molecule into the precursor for dissociation is the 
initial step in the ammonia synthesis reaction. 
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10. Kinetic and Spectroscopic Investigations 
of Surface Chemical Processes 

J.T. Yates, Jr., J.N. Russell, Jr., and S.M. Gates 

Surface Science Center, Department of Chemistry, University of Pittsburgh, 
Pittsburgh, PA 15260, USA 

The study of the surface-catalyzed decomposition of molecules on single crys­
tal surfaces is one of the major themes in surface chemistry today. This 
theme, combined with the study of the chemical structure of surface species, 
forms a driving force for the development of a systematic understanding of 
surface chemistry. Such a systematic picture of molecules and processes at 
surfaces will ultimately yield a predictive and a conceptual basis of under­
standing which may be extended beyond the realm of model systems. 

In selecting the experimental methods for the study of surface chemistry, 
one must often make a choice between the use of a surface spectroscopic meth­
od and a surface kinetic method. The dominant factor to be considered is 
whether the species to be studied by spectroscopic methods are related to the 

chemical process under investi~ation, and whether the surface concentration 
will be sufficiently high to permit their observation. The direct measure­
ment of the presence and the behavior of the critical syrface species by 
spectroscopic means is often difficult or impossible because of the existence 
of a mixture of surface species, because of the low steady-state concentra­
tion of the species, or because of the inapplicability of the spectroscopic 
method under reaction conditions. 

In this chapter, it will be shown that kinetic methods can give deep in­
sight into chemical reaction processes on surfaces. In particular, kinetic 
techniques will be introduced which quickly and efficiently provide a survey 
of the mUltiple reaction pathways which are operative on a surface. It will 
be shown that a new method, scanning kinetic spectroscopy (SKS), can rapidly 
dissect a complex sequence of reaction steps which are occurring sequentially 
as a complex molecule undergoes thermal decomposition on a surface. 

All of these types of experiments make use of the deuterium kinetic iso­
tope effect (OKIE) to sharpen their sensitivity to details of the elementary 
steps at work. Here, deuterated molecules, with labeling in specific posi­
tions in the molecules, are used to investigate specific bond-breaking pro­
cesses. 
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10.1 Experimental Methods 

The experiments to be described here were all carried out in the ultra-high­
vacuum (UHV) apparatus shown in top view in Fig.lO.l. A single-pass cylindri­
cal mirror analyzer (CMA) (Perkin Elmer) is used for Auger electron spectro­
scopy (AES) measurements on a single crystal which is mounted on a manipulator 
with an offset of 6.4 cm from the chamber axis. Argon ion bombardment com­
bined with annealing is used to clean the crystal. The crystal may be cooled to 
77 K using liquid nitrogen cooling of the support assembly. The crystal tem­
perature may be controlled by means of an electronic temperature programmer 
[10.1]. A collimated molecular beam of reactant molecules is directed to a 
point in front of the quadrupole mass spectrometer (QMS) sampling orifice, 
and the crystal may be quickly rotated into the beam for an experiment. The 

APPARATUS FOR STUDY OF FRAGMENTATION 
OF SURFACE SPECIES 
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Fig.ID.I. Top view of the UHV apparatus constructed for study of surface 
reaction kinetics on single-crystal surfaces 
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"in-beam" position shown in Fig.1O.1 locates the crystal about 1 cm in front 
of the 0.3-cm diameter orifice in the front of the mass spectrometer random 
flux shield. The shielded QMS is differentially pumped with a 60 lIs triode 
ion pump. The mass spectrometer may be multiplexed between any desired mass 
peaks, conveniently sampling each mass peak for times of the order of 0.2. s 
[10.2]. 

The molecular-beam doser consists of a calibrated conductance aperture 
(nominally 2-~m diameter), in front of which is placed a scattering shield 
to randomize the gas flux inside the doser. A glass microcapillary array 
containing 25-~m channels of 500-~m length is used to collimate the beam 
over an 0.86-cm2 area. The angular distribution of molecules emitted by this 
doser has been calculated by CampbeZZ and VaZone [10.3], and our measurements 
are in good agreement with their calculation [10.2]. 

Three different kinds of experiments have been performed with this appa­
ratus, as outlined below. 

1) Conventional temperature programmed desorption (TPD) [10.4] may be carried 
out by raising the crystal temperature linearly with time and using the 
mass spectrometer as a detector of all desorbing species. The limit of 
detectability of this method is about 1010 molecules/so The crystal may 
be close-coupled to the mass spectrometer orifice in order to achieve 
maximum sensitivity and to select molecules desorbing mainly from the 
center of the single-crystal surface, avoiding artifacts due to desorp­
tion from heating leads, crystal edges, etc. 

2) Isothermal adsorption experiments may be carried out with the crystal re­
ceiving adsorbate in the calibrated molecular beam. By measuring the 
scattered flux of un reacted species, compared to the scattered flux under 
conditions where no reaction occurs, it is possible to measure a reactive 
sticking coefficient for adsorption plus reaction. This can be done in the 
limit of zero-coverage of adsorbate. The method will also work for studies 
of the rate of a surface reaction under steady-state conditions. 

3) Scanning kinetic spectroscopy experiments may be carried out in which the 
mass spectrometer sequentially samples the desorption flux of all products 
as well as the reactant while the crystal is being temperature programmed. 
This method scans the opening of reaction channels at characteristic sur­
face temperatures. Quantitative correlations between the onset tempera­
ture of evolution of different products and the consumption of reactant 
are often observed. 
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10.2 Kinetic Studies of Methanol Decomposition on Ni{U1} 

10.2.1 Isothermal Decomposition of Methanol on Clean Ni{I11} 

The interaction of methanol with a Ni{lll} surface was studied by rapidly 
moving a clean Ni{lll} crystal into a molecular beam of methanol and record­
ing the evolution of gaseous species from the crystal using the differential­
ly pumped multiplex mass spectrometer [10.5]. Typical results for this exper­
iment are shown in Fig.l0.2 for two isotopic methanol molecules, CH30D and 
CD30H. As shown in the lower two panels of Fig.l0.2, a small signal from the 
methanol is observed prior to the crystal rotation, which is designated Pl' 
At zero time, the crystal is rotated into the beam, and the methanol signal 
rises immediately to P2. At this point, essentially no methanol has impinged 
on the surface. As time passes, the scattered methanol signal rises, and 
after several hundred seconds, reaches a steady state value, P3. The time 
between pOints P2 and P3 is the time for the system to reach steady-state 
conditions. Simultaneously, the D2 signal was monitored (as shown in the 

ISOTHERMAL METHANOL DECOMPOSITION ON Ni (III) 
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Fig.1D.2. Representative data showing isothermal decomposition of CH30D (left) 
and CD30H (right) on Ni{lll} at 351 K. Zero time and vertical arrows show 
rotation of the crystal in and out of the methanol beam, respectively. Pres­
sures PI, P2, P3, and P4 are explained in the text 
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upper two panels) for both isotopic versions of methanol. Aqain, it is ob­
served that steady state conditions are achieved. This observation of D2 
product in both cases implies that at 351 K both O-H and C-H bonds are 
breaking. 

Point P4 is obtained in separate experiments where the crystal is covered 
with an overlayer of CO, where no reaction of methanol occurs. From the data 
of Fig.10.2, it is possible to calculate a zepo-covepage reactive sticking 
coefficient s~ from the relationship 

R P4 - P2 
S =-..-'---;;-"-o P4 - PI 

(10.1) 

The use of (10.1) assumes that the scattering angular distribution of 
methanol species is the same for both experiments. The normal orientation of 
the orifice to the mass spectrometer is located 60° away from the specular 
beam direction to be reasonably certain that scattering from accommodated 
methanol molecules is primarily measured. An examination of the two lower 
panels in Fig. 10.2 shows that the reactivity of CH30D is lower than that of 
CD30H. This is indicative of a DKIE when comparing O-H and O-D functionali­
ties. 

The measurement described above was repeated for three isotopic methanol 
molecules (Fig.10.3) for a number of isothermal experiments between 300 K 
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Fig.ID.3. Zero-coverage reactive sticking coefficient S~ versus temperature 
for 3 methanol isotopes. Duplicate data points at 350 K indicate reproduc­
i bil ity 
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Table 10.1. Calculated deuterium kinetic isotope effect for 
CH30R versus CH~OD 

k Vibrational modes 
Temp. [K] ~ = DKIEa considered as con- Footnote 

0 tributing to OKIE 

350 1.61±0.08 (observed) 
500 1.10±0.08 (observed) 

350 42.3 All 12 normal modes b 
500 14.7 

350 34.1 3 hydroxyl modes listed below 
500 14.0 

350 7.40 0-0, O-H Stretch c 
500 4.00 2720 cm- 1 3687 cm-1 

350 2.74 C ..... O" 0 C ..... O"H Bend in c 
500 2.12 

867 cm- 1 1346 cm-1 
plane 

350 1.57 H ..... C-0'D H'C-O'H Tori son d 
500 1.47 

475 cm- 1 655 cm-1 

aFrom vibrational partition functions, calculated in the harmonic oscillator 
approximation. 

bGas-phase IR frequencies from [10.6]. 
cLiquid-phase Raman modes 7. 11 only [10.7]. 
Gas-phase IR [10.6]. 

dLiquid-phase IR, mode 12 only [10.6]. 

and 500 K. It is apparent in the upper curve that CH30H and CD30H yield the 
same value of the reactive sticking coefficient, whereas CH30D reacts more 
slowly. This means that C-H motions are not of importance in describing the 
reaction coordinate which controls the overall methanol consumption reaction. 
and that the rate-controlling step in the overall consumption of methanol 
resides in the O-H moiety. Measurements of the OKIE from these data yield a 
ratio of kH/kO = 1.6 (300 K) and kH/ko = 1.1 (500 K). These measurements 
correspond to the rate of reaction on a clean Ni{lll} surface on which no 
reaction products have been allowed to accumulate. 

Considerations of the vibrational modes for methanol have led to a model 
in which a 1.ow-frequency mode in the adsorbed methanol molecule becomes the 
reaction coordinate. Thus, in Table 10.1, we systematically show the values 
of the DKIE calculated for various combinations of the normal modes or for 
various single normal modes which are being converted to a translational 
mode in the activated complex according to reaction rate theory [10.8]. Only 
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when a low-frequency bending or torsional mode is identified as the reaction 
coordinate do we calculate values for the DKIE which resemble the measured 
values over the temperature range of the experiment. 

Westheimer [10.9] and Melander and Saunders [10.10] have proposed models 
for low kH/kO ratios for gas- and liquid-phase reactions. Their models dis­
cuss a highly asymmetric linear three-center transition state, A···H-B, 
with bond strengths A···H and B-H different by about a factor of 10. Such a 
model appears inappropriate because the O-H bond energy in CH30H (102 kcal/ 
mole) and the H-Ni surface bond energy (about 63 kcal/mole) differ by less 
than a factor of 2. 

Eliminating the O-H stretch implies a major contribution to the reaction 
coordinate from the lower-frequency vibrational modes of the hydroxyl group. 
These modes yield calculated DKIE values in the range of the observed OKIE 
when each is considered separately as the model reaction coordinate (Table 
10.1). Figure 10.4 depicts a proposed surface transition state involving the 
in-plane C-O-H bending mode as the reaction coordinate a. Here, as suggested 
by the experimental data, the methyl group motions are not participating in 
the rate-controlling step for the reaction. 

10.2.2 Steady-State Kinetics of Methanol Decomposition on Ni{111} 

The data shown in Fig.l0.2 also permit us to measure the steady-state rate 
of catalytic decomposition of methanol. For this, measurements of the frac-

CH 3 0 near bridge site 

H approoching coordinotion 
to 3 Ni atoms 

Q > 109.5° 

Fig.lO.4. Possible transition state 
controlling CH30 formation on 
Ni{lll}. The hydroxyl H atom is 
approaching coordination in a 
3-fold site [10.11]. Methoxy 
(CH30) is shown in a bridge site. 
The O-H bond distance dO-H is 
greater than 1 A, and the C-O-H 
angle a is increasing 
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Fig.IO.5. Fraction of methanol reacted at steady state f~s. Versus temperature 
for three methanol isotopes. The error bar for CD30H at 374 K indicates repro­
ducibility. The exposure at which P3 is measured is selected as described in 
[10.12] 

tion of methanol removed from the beam at steady state f~S are made accord­
ing to 

(10.2) 

Data for a number of temperatures are shown in Fig.lO.5, where once again 
the three isotopic methanol molecules are compared. By using thermal desorp­
tion procedures to monitor the steady state coverage of CO(ads) and H(ads), 
it was possible to show rigorously that the experiment was in fact operating 
at steady state, since the surface composition was invarient with time after 
the initial buildup of coverage of reaction products [10.12]. The rate of 
the reaction is identical for CH30H and CD30H over the entire temperature 
range and is slower for CH30H over most of the range. Again we see that the 
O-H moiety seems to be involved in the rate-controlling step for steady­
state decomposition kinetics, just as it was for the decomposition reaction 
on the clean Ni{lll} surface. Also, we see that the steady-state rate of 
methanol decomposition has a maximum at about 375 K. 

In an attempt to explain the peaked shape of the rate curve shown in Fig. 
10.5, we measured, by thermal desorption, the steady-state surface coverage 
of the decomposition products, H(ads) and CO(ads), as a function of temper­
ature under conditions where the surface is experiencing a constant flux 
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METHANOL DECOMPOSITION ON Ni (III) : 

STEADY STATE CO AND 0 SURFACE COVERAGES 
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Fig.lO.6. Plot of steady-state CO absolute coverages. 8ss(CO) versus temper­
ature comparing CD30H and CH30D. The relative steady state D coverage nss(D) 
for CD30H is also shown 

of methanol reactant of 2 x 1013 molecules cm-2 s-l. A plot of these cover­
ages is shown in Fig.lO.6. It can be seen that below 300 K the steady D(ads) 
coverage drops precipitously, while the CO(ads) coverage rises to a maximum 
and then falls. Above ~ 400 K, neither H(ads) nor CO(ads) remains on the sur­
face. Because the rate of CH30D reaction is smaller at all temperatures than 
the rate of CD30H reaction due to the DKIE, the steady-state coverages of CO 
from the two isotopic molecules differ by a small systematic amount, as seen 
in Fig.lO.6. By calibrating the TPD measurement of CO and H2 using known 
full-coverage layers of these adsorbates, it is possible to estimate absolute 
surface coverages of each species [10.12]. This information is used to con­
struct a basic kinetic model to explain the shape of the steady-state rate­
of-reaction curve shown in Fig.lO.5. 

In Fig.lO.?, the kinetic model is schematically deduced from measurements 
described in this chapter. Panel A of Fig.lO.? is the calculated fractional 
coverage of the surface species H(ads) and CO(ads) derived from Fig.lO.6. 
These data may be converted to the information shown in panel B (the frac­
tional number of open sites as a function of temperature). Panel C is a plot 
of the reactive sticking coefficient on an open site, previously measured in 
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CONSTRUCTION OF KINETIC MODEL 

Methanol Decomposition on Ni (III) 

o 300 400 

T(K) -

A 

o 300 400 500' 
T(K)- ) \ 

B 

500 

D 
calculated Fig.IO.l. Schematic construction of the 

kinetic model using the fraction of emp­
ty surface sites (80pen) and the zero 
coverage sticking coefficient (S~)for 
CD3DH. Panels A and C are redrawn from 

o Figs.lD.6 and 10.3, respectively. Panel B 
300 400 500 is deri ved from A by subtracti on: 

T(K) - 80Den=1- [8(CD)+8(H)], where 8(H) 
iR estimated as 0.7 times nss(D), see Fig.lD.6. Panel D compares the product 
So· Gopen with CD3DH steady rate data of Fig.lO.S (sol id triangles) 

Fig.lD.2. The product of the functions in panels Band C lead to the calcu­
lated solid curve shown in panel D, and this is compared with the experimen­
tal points for the steady-state decomposition rate for CD30H. It is seen that 
the comparison is very good. 

The opening up of empty sites is the dominant factor controlling the de­
composition kinetics below 375 K. Above 400 K the decline in the reactive 
sticking coefficient for methanol on open sites is the dominant factor con­
trolling the falloff in decomposition rate. The absence of a kinetic isotope 
effect for C-D versus C-H in methanol decomposition must indicate that the 
decomposition proceeds through a surface methoxy intermediate, and that the 
rate-determining step is the rate of methoxy formation under both steady­
state and clean conditions. 

The involvement of the surface methoxy species is consistent with other 
work. Thus, Richter and Ho and co-workers have used electron energy-loss 
spectroscopy (EELS) in a time-resolved mode to study the kinetics of metha-
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nol decomposition on Ni{110} [10.13]. Here, surface methoxy is seen and its 
decomposition kinetics are measured. 

The reason for the falloff in the reactive sticking coefficient S~ with 
increasing temperature has not been investigated in this work. It is possible 
that methanol remains in a mobile precursor state for some period before 
reaction, and that its lifetime in this state decreases in a manner which 
reduces its ability to undergo reaction as the surface temperature rises. 

10.3 Scanning Kinetic Spectroscopy (SKS) Methods 
for the Study ofthe Decomposition of Alcohols on Ni{I11} 

10.3.1 Rationale for the SKS Method 

A polyatomic molecule interacting with a solid surface may, in its catalytic 
decomposition, encounter multiple competing reaction pathways. As the temper­
ature of the surface is increased, the available reaction pathways would be 
expected to open up at characteristic temperatures as particular activation 
energy barriers are surmounted. The open pathways, alon~ with surface concen­
tration effects, will determine the observed surface chemistry at any temper­
ature. Correlation .of such incisive thermal information for the various reac­
tion processes constitutes a "temperature-scanned kinetic spectrogram" for 
the particular molecule-plus-surface system. 

Experimetally, by programming upwards the temperature of a single crystal 
catalyst while it interacts with a beam of reactant molecules, we can observe 
the opening of reaction pathways as we simultaneously measure reactant con­
sumption and product evolution as a function of temperature. This method 
forms the basis for a rapid, new probe of surface reaction kinetics, scan­
ning kinetic spectroscopy [10.2]. The SKS method differs from the earlier 
temperature programmed reaction spectroscopy (TPRS) in one major way. In 
TPRS, an adsorbed overlayer is programmed upwards and desorption products are 
monitored [10.14]. In SKS, the same information 1S obtained, but in addition 
the temperature deoendence of reactant consumption from the molecular beam 
is measured simultaneously. Thus TPRS represents a limiting condition of SKS, 
where the flux of arriving molecules is zero. The concept of temperature 
scanning while making reaction kinetic measurements on a single-crystal cata­
lyst was presented in 1981 by Goschnick and Grunze [10.15]. The absence of a 
direct line of sight over a small distance to the QMS detector in their ex­
periment limited the measurement to net reaction rates, excluding information 
on elementary surface processes. 

The main purpose of SKS experiments is to delineate the various reaction 
channels and to determine their onset temperature. It is a survey technique, 
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efficiently giving information about the pattern of kinetic events, the prod­
ucts of these kinetic steps, and (using the DKIE) the bond-breaking processes 
which control the surface chemistry at work in each reaction channel. The 
SKS technique is a preliminary tool for more detailed studies in which reac­
tion kinetics and reaction dynamics are investigated for the elementary pro­
cesses resolved by SKS. The SKS method also forms a sound basis for the study 
of the spectroscopy of surface species which are intermediates in a reaction 
process, supplying the temperature conditions where these intermediates are 
stable. 

10.3.2 Methanol Decomposition on Ni{111} - SKS Measurements 

A kinetic spectro~ram for the interaction of CD30H with Ni{lll} is shown in 
Fig.10.8. The clean Ni{lll} surface was saturated with CD30H at 187 K (expo­
sure = 1 x 1016 CD30H cm-2) and then rotated into the beam. Following the 
establishment of a steady condition, the crystal was temperature programmed 

CD30H Flux = 7 x 1012cm-2 5-1 

/3 

187 +--' 250330 410 490 570 650 

Temperature (K) 
Fig.IO.B. Basic scanning kinetic spectrogram for the C230H plus Ni{lll} sys­
tem. Before the experiment, an exposure of 1 xl016 cm- CD30H was made at 
187 K, the initial crystal temperature 
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while in the beam. Multiplex mass spectrometric measurements were made as 
shown in Fig.IO.B. It is observed that the individual SKS traces are quite 
rich in detail, and that correlated behavior is observed between the individ­
ual SKS traces where certain onset temoeratures agree accurately from one 
SKS trace to another. 

Four characteristic temperature regions of reactant CD30H evolution and 
consumption are observed in the data set at the top of Fig.IO.B. These re­
gions correspo~d respectively to CD30H desorption from the adsorbed molecu­
lar species (a region); CD30H consumption (YI); CD30H and CD30D desorption 
due to recombination of CD30 with H or D (e); enhanced CD30H consumption due 
to site opening by H2 (D2) and CO desorption (Y2); and finally a decrease in 
the reactive sticking coefficient for CD30H with increasing temperature of 
the essentially clean surface (Y3)' 

The repeatability of the SKS scan in successive measurements (without de­
liberate surface cleaning between measurements) can be used to monitor sur­
face poisoning by nonvolatile reaction prsducts. Contamination of the 
Ni{lll} by surface C or by surface ° is possible of a methanol decomposition 
pathway involving irreversible c-o bond scission occurs. In the case of meth­
anol, the repeatability of the successive SKS scans and AES analysis follow­
ing an experiment indicate that contamination does not occur. 

The assignment of the e channel to recombination of surface methoxy with 
surface hydrogen is verified by the SKS study of CD30D evolution shown in 
Fiq.10.8. The onset temperature (290 K) and the sharp peak shape of the e 
features for CD30H and CD30D are in excellent agreement. The CD30D product 
can only arise as a result of C-D bond scission. We believe that this is in­
dicative of a "hydrogen-flooding" phenomenon on the surface containing meth­
oxy species, and this triggers the recombination process observed. The "hydro­
gen-flooding" would be expected to result in the production of H···H, H···D, 
and D···D recombination events also. and the SKS measurement shows that this 
does indeed occur with an onset temperature near 290 K, as shown in Fig.IO.B, 
where only D2 desorption is plotted. 

The desorption of hydrogen species and the later desorption of CO mole­
cules opens Ni sites for reactive chemistry with the incoming molecular beam 
of CD30H, and the two y regions reflect the onset of reaction with the beam 
as the Ni sites open, in agreement with the ideas inherent in the model for 
methanol decomposition devised in Fig.IO.l. 

The dependence of the SKS behavior for this system has been thoroughly 
investigated as a function of the incoming flux of methanol and this infor­
mation is reported elsewhere [10.2]. In addition, the exchange between ad-
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Fig.IO.9. Kinetic isotope effect 
in SKS data with expanded temper­
ature axis for CH30H and C030H 
methanol isotopes. Intact metha­
nol desorption peak a is not 
affected by isotopic substitu­
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(C-O) bond breaking isotope ef­
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and treshold temperatures. Top: 
C030H(a) plus C030(a) plus 
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sorbed methanol and an isotopically labeled methanol in the beam has been 
characterized [~O.2]. 

A fascinating example of the utility of the DKIE used in conjunction with 

the SKS method is shown in Fig.10.9. Here, expanded SKS plots are shown for 
the CD30H and CH30H molecules. The desorption of undissociated methanol mol­
ecules exhibits no discernible DKIE in the a channel, and the desorption 
peak temoeratures are identical for the two isotopic methanol molecules. How­
ever, the B channel shows a pronounced OKIE which causes an 18 K upward shift 
in the B peak temperature when C-D bonds are involved. This kinetic isotope 
effect is precisely opposite to that observed for the overall decomposition 
of methanol (Figs.10.3,S) and represents the extreme power of SKS in picking 

a specific channeZ for detection of the DKIE under conditions where an oppo­
site DKIE controls the overall net process. The 18-K shift in the a peak 
tells us that the elementary step beinq observed here is controlled by the 
breaking of C-H(C-D) bonds in adsorbed methoxy, a result consistent with the 
observation of CD30D product as shown in Fig.10.8. 

If "hydrogen flooding" of the surface is responsible for the a recombina­
tion process, then it should be possible to influence the hydrogen surface 
concentration artificially and to see effects of this on the a process. We 
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Fig.IO.IO. SKS data for a standard CD30H plus Ni{lll} SKS experiment (lower 
data) and for the same experiment in a 2.5 x 10·6 Torr H2 ambient (upper data). 
Left panel: full CD30H SKS data. Right panel: expanded temperature scale for 
the same experiments. Before each experiment, a CD30H exposure of 1 x 1016 cm- 2 
was made at 187 K 

have done this by carrying out the SKS measurement in an ambient background 
of H2 gas, as shown in Fig.ID.ID. It is seen that this additional surface 
hydrogen produces a downward shift of 14 K in the onset temperature for the 
e process. The peak temperature of the e feature is not influenced, because 
at this temperature hydrogen supply is dominated by C-H bond breaking in 
methoxy species rather than by the presence of surface hydrogen atoms deliv­
ered from the gas phase at a pressure of 2.5 x 10-6 Torr. 

We have also studied the influence of the preadsorption of hydrogen on 
the SKS behavior of methanol [10.2]. Basically, hydrogen preadsorption de­
creases the ratio of the e to a processes. Hydrogen acts as a site blocker, 
rendering methanol (ads) the majority species and methoxy(ads) the minority 
species. Thus, adsorbed hydrogen blocks the O-H bond scission process needed 
to produce methoxy from adsorbed methanol. 

Using the methanol plus Ni{110} system. and a unique time-resolved elec­
tron energy-loss spectrometer (TREELS), Ho and co-workers [10.13a] have di­
rectly observed CH30 decomposition on the surface, while temperature pro-
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from [10.13a] for CH30H on 2 Ni 
surfaces. Note the temperature 
agreement for the SKS B recombi­
nation peak and the TP-EELS C-H 
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gramming the crystal. Under high-coverage conditions, this process is ob­
served in the temperature range 270-300 K, in excellent agreement with our 
observation of the ~-process methoxy recombination on Ni{lll}. Figure 10.11 
compares our CH30H SKS data with the temperature dependence of the intensity 
of the C-H stretching mode for methoxy on Ni{llO}. As seen in Fig.lO.ll, the 
C-H intensity first increases and then decreases in the temperature range 
where the ~ recombination process occurs. We believe that the results suggest 
that a conformational change in the -CH3 group orientation occurs as recom­
bination of methoxy and adsorbed hydrogen takes place, leading to an increase 
in dipole scattering intensity in the TREELS measurement. The comparison of 
the two different methods shown in Fig.lO.ll involves two different crystal 
planes of Ni; the methanol plus Ni system apparently exhibits little struc­
ture sensitivity. 

10.3.3 Ethanol Decomposition on Ni{l11} Using SKS 

Ethanol is a molecule containing 9 atoms connected by two-electron, single 
bonds. These bonds may be organized into five types: O-H, C-O, C-C, C-H 
(methylene), and C-H(methyl). We will demonstrate here that the DKIE may be 
used incisively to determine the sequence of bond scission steps for the 
O-H and C-H bonds in ethanol decomposition. Figure 10.12 illustrates the 
basic sequence of surface reaction steps which have been discerned, and gives, 
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Fig.l0.12. Summary of sequence of bond scission, products formed, and schema­
tic mechanism for the decomposition and reaction of ethanol on Ni{lll}. The 
structures of the two intermediates at lower center are inferred, and are 
discussed in the text 

in addition to the desorption products observed, a pictorial representation 
of the surface intermediates which have been inferred from our data. 

In Figure 10.12, CH3CH20(ads), ethoxy, appears at the lower left of the 
figure. It is a stable surface intermediate below about 260 K. Two interme­
diates are schematically represented at the center of this mechanism, 
CH3CH20(ads) and CH3CHO(ads). These are unstable, reactive intermediates. 
The right-hand section of this mechanism shows adsorbed CO as a stable sur­
face species when formed below the CO desorption temperature threshold 
( ~380 K). Also sho~tn is surface methyl CH3(ads), which may either recombine 
with adsorbed hydrogen to oroduce CH 4 or decompose to form H(ads) and C(ads). 

An adsorption temperature of 240 K was selected in order to study the 
initial surface intermediate formed by reaction of ethanol with Ni{lll}. 
This temperature is about 15-20 K below the desorption threshold for acetal­
dehyde and methane (as shown in Fig.l0.14), and is 65 K above the desorption 
maximum at 175 K for weakly chemisorbed molecular ethanol (Fig.10.l4). 

Figure 10.13 compares the rate of the initial reaction with Ni{lll} at 
240 K measured using four different isotopic ethanol molecules. The ordinate 
of the figure is the C to Ni AES peak-to-peak height ratio. The abscissa of 
the figure is the ethanol exposure, measured accurately using the calibrated 
molecular-beam doser shown in Fig.lO.1. Each data point represents a sepa-
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DEUTERIUM ISOTOPE EFFECT ON RATE OF 
ETHANOL ADSORPTION ON CLEAN Ni (III) 
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Fig.lO.13. Carbon (272 eV) to Nickel (860 eV) peak-to-peak height ratio in 
AES plotted versus exposure of Ni{lll} to four isotopic ethanol molecules 
at 240 K. Each data point is a separate measurement for ethanol exposed to 
the cZean surface, so that electron beam damage is not accumulated. The AES 
instrument parameters are 0.4 ~A beam current, 3 kV energy, 3 V p.p. modu­
lation and 0.5 eV/s sweep rate 

rate experiment on the clean surface, so that electron beam damage effects 
were not accumulated through any series of points. CH313CH20H may be consid­
ered as a reference compound in this study when observing the effect of 
deuterium substitution on the rate of formation of a saturation coverage of 
adsorbed species, because no deuterium is present in this molecule. The ini­
tial slopes of the plots in Fig.lO.13 are proportional to the reactive stick­
ing coefficient SR. It is clearly seen in Fig.lO.13 that substitution of 
deuterium in the alkyl group, either at CH3 or CH2 has no effect on SR. In 
contrast, deuterium substitution on the hydroxyl hydrogen causes a DKIE, re­
ducing SR by about a factor of 2 at 240 K. The hydroxyl group is therefore 
the site for the initial reaction of ethanol with Ni{lll}, and the rate-con­
trolling step for this reaction involves the production of adsorbed ethoxy 
at 240 K. This is consistent with results reported earlier for methanol de­
composition on Ni{lll}, and even the magnitude of the DKIE is comparable for 
the two molecules, using two entirely independent methods for measurement. 

A complete SKS measurement for CD3CH20H is shown in Fig.l0.14. The surface 
is initially saturated with the ethanol molecule, and then heated at 2 K/s 
in the beam. A small desorption peak for undecomposed ethanol is observed 
at ~ 175 K. As the surface temperature is increased, and decomposition pro-
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ducts desorb from the surface, ethanol is removed from the beam by reaction 
with open sites on the surface, and we observe that the reflected ethanol 
signal decreases in discrete steps. 

The desorption of various reaction products is also shown in Fig.IO.14. 
Both acetaldehyde and methane are observed as reaction products and their 
desorption temperature thresholds are reproducibly identical (255 K) within 
experimental error (±4 K). This is shown in more detail in the expanded data 
panel at the right-hand side of Fig.lD.14. 

We have explored the details of the bond activation in this reaction in 
more detail, as shown in Fig.lD.15, where TPD experiments for various deu­
terium-substituted ethanol molecules are compared. Here we are comparing 
deuterium substitution on the methylene C with deuterium substitution on the 
methyl carbon. For reference, TPD results using deuterium-free ethanol ad­
sorbate are also shown. The products acetaldehyde and methane are examined 
in detail here. It is noted first that the threshold temperature for acet­
aldehyde and methane production is independent of deuterium labeling in the 
methyl group (bottom two TPD spectra). However, when deuterium is substi­
tuted for hydrogen in the methylene position, a prominent DKIE is observed 
for both acetaldehyde and methane. This is an incisive observation about the 
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Fig.lO.15. TPD data for three isotopic ethanol molecules on Ni{III}. Initial 
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hyde and methane desorb with a threshold temperatureRll8-20 K higher than 
for CH313CH20H and CD3CH20H. This is a measure of the DKIE at the CH2(CD2) 
carbon 

bond aetivation site ~hieh eontroZs the finaZ fragmentation proeess of ad­
sorbed ethoxy. The crucial molecular site controlling the chemistry is the 
C-H bond in the methylenic position in adsorbed ethoxy. Once this C-H bond 
breaks, the C-C bond can break, yielding CH3(ads). The CH3(ads) recombines 
with H(ads) to produce CH4 which desorbs with essentially the same threshold 
temperature as the acetaldehyde product. We estimate that the activation 
energy for the methylene C-H bond breaking is about 16 kcal/mole, using an 
assumed preexponential factor of 1013 s-1 [10.16]. Using TREELS, Riehter and 
Ho [10.13b] have estimated that the activation energy for C-H bond breaking 
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in CH 30(ads) adsorbed on Ni{110} is 17 kcal/mole with a measured preexponen­
tial factor of about the same value as we have assumed. 

Ethanol decomposition chemistry on clean Ni{lll} [10.16] and on clean 
Ni{100} [10.17] involves the surface ethoxy intermediate on both surfaces. 
However, acetaldehyde was not detected on the clean Ni{100} surface but was 
induced to form by addition of 1/4 monolayer of sulphur (Ni{100}-p(2 X2)S). 
We have detected acetaldehyde desorption from ethoxy on Ni{lll} at coverages 
ranging from saturation to about 1/10 saturation. The absence of detectable 
acetaldehyde formation on clean Ni{100} [10.17] may indicate a structure­
sensitive character for this reaction channel. 

It is interesting to speculate why C-C bond scission in the unstable 
CH3CHO(ads) surface species (lower center, Fig.10.12) is easily triggered 
by C-H bond scission in the methylene group. One possible mechanism involves 
sequential bond breaking. This is shown schematically in Fig.10.12. Methylene 
C-H bond scission leads to coordinatively unsaturated methylene C atoms, 
which may be stabilized by a bonding interaction with the Ni{lll} surface. 
The Ni-C bond forms after one C-H bond has broken, and this causes a weaken­
ing of the C-C bond, leading to CH3(ads) formation, which will be discussed 
in more detail next. An alternative explanation involves an initial bonding 
interaction of the methylene C atom with the surface. A formally pentavalent 
C atom would characterize a highly unstable intermediate which decomposes by 
a combination of C-H and C-C bond scission events. 

The production of surface methyl (CH3) has been suggested by the above 
discussion, as shown in Fig.10.12, as a result of C-C bond scission. We have 
used the molecule CD3CH 20H to investigate this possibility. In Fig.10.16 is 
shown the mass spectrum observed for methane production from this isotopic 
ethanol. The black bars are the experimental result, and it is seen that the 
dominant methane isotope is CD3H (19 amu). This is compared with a model in 
which a 1:1 atom pool of H(ads) and D(ads) (originating from the equimolar 
D and H from the CD3CH20H molecule) is assumed to statistically produce iso­
topic methanes. The predicted methane mass spectrum is shown by the hatched 
bars for this random recombination process. It is clear from these data that 
the random process is not the dominant route to methane. These measurements, 
along with other measurements for CH3CD20H, show that methyl fragments are 
produced from ethanol in Ni{lll}, but these fragments undergo partial hydro­
gen exchange processes with surface H(D)(ads). In fact, ethanol provides a 
convenient route for the introduction of CH 3(ads) to a Ni{lll} surface, and 
this has been exploited in a study of the elementary processes in the cata­
lytic methanation reaction f10.18]. 
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Fig.lO.16. Comparison of methane spectrum observed from CD3CH20H by TPD with 
a predicted methane spectrum. The latter is based on an atom recombination 
mechanism, and details of the calculation appear in [10.16] 

10.4 Summary of Results 

These studies of the interaction of alcohol molecules with the Ni{lll} sur­
face have illustrated the power of the use of isotopic labeling in order to 
observe the kinetic details of adsorption and catalytic decomposition. In 
particular, the use of the deuterium kinetic isotope effect (DKIE) is inci­
sive when combined with scanning kinetic spectroscopy (SKS) to investigate 
particular reaction channels in a complex sequence of interrelated steps on 
the surface. The methods of surface kinetics are powerful in giving details 
which might not be observable in experiments involving surface spectroscopies 
alone, a fact long recognized in gas-phase chemistry. It is suggested that 
surface kinetics investigations, combined with well-defined surface spectro­
scopic studies, form an efficient and powerful procedure for the determina­
tion of the nature of elementary processes at surfaces. Such studies, carried 
out on well-defined single crystal substrates, are providing baseline infor­
mation of importance to many areas of surface chemistry. 
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11. Raman Spectroscopy of Adsorbed Molecules 

A. Campion 

Department of Chemistry, University of Texas, Austin, TX 78712, USA 

Raman spectroscopy has become a powerful tool for investigating the struc­
tures and reactions of molecules adsorbed on surfaces. As recently as a few 
years ago, it was generally thought that the Raman technique would not offer 
sufficient sensitivity to examine adsorption at low coverages on low-surface­
area materials; two developments have radically altered that view, however. 
The important discovery of surface-enhanced Raman spectroscopy (SERS) and 
the application of multichannel optical techniques for unenhanced surface 
Raman spectroscopy have increased the effective sensitivity of the method so 
that it is now possible to study adsorbates at coverages on the order of 1 % 
of a monolayer. In SERS, the scattered intensities can be more than a million 
times larger than expected from gas-phase Raman scattering cross sections and 
the density of adsorbed molecules. The origin of this enormous effect has 
stimulated a great deal of research activity over the past few years, and 
the general features of the mechanisms involved are reasonably well under­
stood. The increased intensity of SERS makes it possible to study adsorption 
and surface chemical processes at low coverages and even make time-resolved 
measurments using conventional Raman instrumentation. In addition. the sur­
face selectivity of the technique ensures that the processes under observa­
tion originate on or very close to the surface. Unfortunately however, SERS 
has not proven to be a very general technique; because of rather strict re­
quirements on the dielectric constant and morphology of the surface under 
study, SERS experiments have been essentially restricted to silver, copper, 
and gold surfaces. For these materials, however, SERS has been a tremendous­
ly important technique sheddinq light on a number of important surface and 
electrochemical problems. 

Stimulated by the interest and power of the SERS experiments, we sought 
to develop a technique for surface Raman spectroscopy that would be more gen­

eral than SERS; in particular we wanted to be able to study planar surfaces 
of catalytically important transition metals for which there is no enhance­
ment of the Raman scattering. Simply by understanding the behavior of the 
electromagnetic field near a conducting surface, in order to optimize exci-
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tation and detection, and by using multichannel optical detection to increase 
the detection efficiency, we have been able to achieve submonolayer sensitiv­
ity for essentially any adsorbate on essentially any substrate. 

Raman spectroscopy has a number of important advantages as a surface spec­
troscopic tool. First, because of the high spectral resolution and the well­
known ability of vibrational spectroscopies to fingerprint molecules, the 
method is molecularly specific. This feature is essential for studying subtle 
changes in molecular orientation and bonding on surfaces, and for following 
the course of surface chemical reactions. Second, as an optical technique, 
the method is not restricted to the hiqh-vacuum environment of the popular 
electron spectroscopies used in surface science. Also, since the specularly 
scattered beam is not analyzed, smooth surfaces are not required. Thus Raman 
spectroscopy has the appealing feature that it can be applied to a wide va­
riety of substrates under a wide ranqe of conditions, for example, to' study 
adsorption on single crystal surfaces under ultra-high vacuum or under one 
atmosphere of an ambient gas phase as well as to study the surfaces of tech­
nical catalysts under reaction conditions. Third, the spectral range includes 
the entire region in which molecular vibrations occur. Since both the inci­
dent and scattered beams are visible light, there are no window or detector 
problems, even for very low vibrational frequencies. Finally, the incident 
laser can easily be focused to a spot less than a micrometer in diameter, so 
that mapping the surface chemical composition at very high spatial resolution 
is possible. 

In this chapter, the unenhanced Raman experiment is discussed in some de­
tail, as the physical considerations that underlie the design of the experi­
ment are important and bear upon the SERS problem as well. The experimental 
requirements, selection rules and a discussion of the angular dependence of 
the scattering are presented. Several examples which illustrate important 
features of the method are presented. The second half of the chapter reviews 
the observations that appear to be universally accepted in SERS research and 
discusses the currently accepted views of the origins of the effect. The 
chapter closes with an assessment of future opportunities. 

11.1 Un enhanced Raman Spectroscopy of Adsorbed Molecules 

To appreciate the sensitivity requirements, consider the Raman intensity ex­
pected from a monolayer of molecules adsorbed on a planar surface. The num­
ber of scattered photons can be calculated from 
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where n is the number of molecules in the scattering area, F is the laser 
flux in photons cm-2s-1, acr/an is the differential scattering cross section, 
and n is the solid collection angle. For a monolayer containing 1014 adsor­
bates cm-2, and a laser focused to an area of 10-4cm2, n = 1010 molecules. 
Typical Raman cross sections are of the order of 1030 cm2molecule-1 sr-1 and 
collection angles of 1 sr are common. Thus, for an incident laser power of 
100 mW, a scattered intensity of 250 counts per second is expected. Since 
typical monochromator throughputs and photomultiplier quantum efficiencies 
are each of the order of 0.1, a peak count rate of a few counts per second 
is expected. Using a conventional scanning double monochromator covering 
3000 cm- 1 at a resolution of 5 cm- 1 with a signal-to-noise ratio of 10:1 
would require more than 5 hours, which is clearly unacceptably long for a 
surface experiment, even in ultra-high vacuum. The solution to this problem 
is to use a multichannel detector. With 1000 resolution elements, the same 
spectrum can be scanned in a few minutes which is similar to the time re­
quired for other surface spectroscopic probes. 

11.1.1 Surface Electromagnetic Fields 

An understanding of the electromagnetic field at a surface is essential for 
the proper design and execution of any surface spectroscopic experiment. 
Greenler was the first to consider the implications of the behavior of the 
surface fields on surface infrared and Raman experiments and all subsequent 
work in these areas rests upon that foundation [11.1,2]. Upon reflection from 
a surface, both the phase and the amplitude of light are altered. The coherent 
superposition of the incident and reflected fields is the net standing wave 
field experienced by the molecule at the surface. Anticipating the Raman case, 
we call this the primary field. The amplitude and orientation of the primary 
field are strongly dependent upon the angle of incidence and polarization of 
the incident light and upon the wavelength-dependent complex dielectric func­
tion of the surface. The local fields can be calculated from the Fresnel equa­
tions. which are solutions to the Maxwell equations for this planar geometry. 
The equations are presented elsewhere [11.3], but it is useful to look at the 
results of the calculations graphically to get a feel for the behavior of the 
surface fields. Figure 11.1 shows the electric component of the electromag­
netic field at a silver surface for 5 ~rn radiation. The optical constants of 
silver at that wavelength correspond very nearly to those of a perfect reflec-
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Fig.II.I. Mean square electric field amplitude at a silver surface in vacuum 
relative to the incident field amplitude. The wavelength A = 5 ].lm, for which 
the optical constants of silver are n = 3.50 and k = 30.40. Here P refers to 
the incident polarization and ~ means the normal component of the field 

tor, for which the tangential component of the incident field is completely 
screened by the conduction electrons while the normal component is reinforced. 
As can be seen from the figure, the normal component (which results only from 
light polarized parallel to the plane of incidence, p-polarized light) fol­
lows a sin2 dependence, which is simply the square of the projection of the 
incident electric vector onto the surface normal. The screening of the tan­
gential fields is so complete at infrared frequencies that they are indis­
tinguishable from zero on this plot; they are about two to three orders of 
magnitude weaker than the normal fields. It is clear from these results that 
the maximum primary field occurs near grazing incidence, hence, surface in­
frared experiments should be conducted using this geometry. 

The primary field created with visible light is quite different from that 
created with infrared radiation because of less-efficient screening of the 
fields at the higher visible frequencies. As can be seen in Fig.ll.2, the 
magnitude of the normal component of the electromagnetic field is reduced as 
the excitation wavelength moves to the visible, and the magnitudes of the 
tangential fields increase. The presence of the tangential component of the 
primary field is not important for the most common experimental geometry for 
surface Raman scattering, but it can be used to advantage in alternative geo-
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Fig.11.2. Mean square electric field amplitude at a silver surface in vacuum 
re 1 a ti ve to the i nci dent fi e 1 d ampl itude. The wavelength A = 520 nm, for wh i ch 
the silver optical constants are n = 0.0427 and k = 3.3988. Here p and s refer 
to light polarized in and perpendicular to the plane of incidence respectively 
and ~ and I I refer to normal and tangential surface fields 

metries to emphasize non-totally symmetric vibrational modes, as will be dis­
cussed in Sect. 11.1.2. 

The presence of the surface determines the magnitude and orientation not 
only of the primary field, but also of the secondary field, which is defined 
as the coherent superposition of the radiation emitted by the induced dipole 
and that reflected from the surface before reaching the detector. The model 
of Greenler and Slager [11.21 is used to understand the angular dependence 
of the scattered radiation. Figure 11.3 shows the angular distribution of the 
radiation which has been Raman scattered by a molecule near a metal surface. 
Three orientations of the dipole radiator are considered as illustrated in 
Fig.11.3a. Case I refers to a dipole oriented normal to the surface; Case II 
is a dipole oriented parallel to the surface and in the scattering plane; 
Case III is a dipole oriented parallel to the surface and perpendicular to 
the scattering plane. The physics is identical to that leading to the cre­
ation of the primary field except that the incident radiation is now provided 
by the Raman dipole. In the limit that the observer is located infinitely far 
from the surface, the curves are identical. The curves shown in Fig.ll.3b in­
clude the effects of collection optics of finite aperture. Again, note how 
tangential dipoles can be observed, in contrast to the infrared case. 
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Fig.n.3. (A) Three orientations of a dipole oscillator near a surface. (B) 
Angular distribution of light emitted by dipoles oriented as shown in (A). 
The soli d curves were cal cul ated for A = 520 nm wi th n = 0.0427 and k = 3. 3~88. 
The finite aperture of the collection optics was explicitly included by inte­
grating over the range of trajectories intercepted by the collection lens. 
The crosses are the experimental points for Raman scattering by the 992 cm- 1 
ring breathing mode on benzene, adsorbed on Ag{lll} 
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The considerations out"ined above immediately suggest the optimum experi­
mental geometry for surface Raman spectroscopy. The most intense electromag­
netic field possible at the surface is oriented normal to the surface and is 
produced by p-polarized liqht at an angle of incidence near 60°. For totally 
symmetric modes, which are usually the most intense Raman scatterers, the 
induced dipole is parallel to the incident electric polarization. Thus we 
expect to induce a dipole oriented normal to the surface. The radiation from 
such a dipole is emitted into a cone, oriented at around 60° to the surface 
normal, thus, the detector should be placed off-normal. This latter conclu­
sion is not intuitively obvious and underscores the importance of the anal­
ysis of Greenler and Slager. For reasons of convenience (preventing the spec­
ularly scattered beam from entering the spectrometer) we have adopted a ge­
ometry in which the incident and observation planes are orthogonal. 

To summarize this section briefly then, Raman scattering by adsorbed mol­
ecules can be thought of in three parts. The primary field, which drives the 
Raman oscillator, is the superposition of the incident field and that reflec­
ted from the surface. A dipole moment is induced in the molecule through the 
Raman polarizabiltty tensor. The dipole radiates at the Stokes-shifted Raman 
frequency and interference between the directly emitted photons and those re­
flected from the surface prior to reaching the detector results in the sec­
ondary field. The tensorial nature of the Raman process and the incomplete 
screening of visible electromagnetic fields by metal surfaces suggest ways in 
which the symmetry of the normal modes may be determined. 

11.1.2 Angle-Resolved Surface Raman Scattering 

In order to determine whether the simple electromagnetic analysis outlined 
above is adequate to interpret surface Raman experiments, we have measured 
the angular distribution of the Raman-scattered radiation from benzene ad­
sorbed on a Ag{lll} surface. This system was chosen because the benzene is 
physically adsorbed on the surface, allowing us to look selectively at the 
purely physical electromagnetic effects of interest. In addition, the orien­
tation of benzene on this surface is known from other measurements [11.4]. 
thus, for a given set of excitation conditions, the orientation of the in­
duced dipole is known. Figure 11.3b shows the expected and measured angular 
dependence of the Raman-scattered intensity for the 992 cm-1 benzene ring­
breathing mode, for benzene adsorbed at half-monolayer coverage on Ag{111} 
at 100 K. The surface was illuminated by p-polarized light at 60° incidence, 
creating an electric field that is oriented along the surface normal. Since 
benzene adsorbs flat on this surface, and since the ring-breathing mode is 
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totally symmetric, the induced dipole also lies along the surface normal. The 
solid line is calculated from the model of Green1er and Slager for a normal 
dipole using the known dielectric function of silver at the Raman-shifted 
frequency. The crosses are the experimental points. Apart from normalization 
to the intensity at 0° there are no adjustable parameters. The excellent fit 
suggests strongly that the model is adequate and that we can use the angular 
dependence to make mode assignments. In this case since we used high angle 
of incidence p-polarized excitation the primary field was along the surface 
normal Z (capitalized coordinates are surface fixed). The angular profile 
bears the signature of a normal dipole, hence the mode must transform as 

aZZ' 
It is probably not necessary to measure the complete angular profile to 

determine mode symmetries; comparison can simply be made between different 
excitation and observation conditions. For example, totally symmetric modes 
will show' greatest intensity under the conditions used in the benzene experi­
ment discussed above. A mode transforming as aXZ or aVZ will be preferential­
ly excited by p-polarized high-angle excitation, but will radiate preferen­

tially along the surface normal. Finally, modes transforming as a XV can be 
observed by exciting at normal incidence and observing along the surface nor­
mal. Thus, different excitation and observation conditions emphasize different 
normal modes in much the same way as off-specular (impact scattering) high­
resolution electron energy-loss spectroscopy (EELS) is used to observe non­
dipolar scattering [11.5]. 

11.1.3 Selection Rules 

Moskovits has presented a complete description of the selection rules for 
Raman scattering by molecules adsorbed on planar surfaces [11.6]. He used the 
electromagnetic model of Greenler and Slager but folded in the tensorial na­
ture of the Raman scattering processes. Explicit predictions were given for 
the relative intensities of normal modes of different symmetries, based upon 
the extent to which the relevant surface fields can be supported at the fre­
quencies of interest. He produced a set of propensity rules to predict rela­
tive intensities: modes transforming as ZZ are more intense than modes trans­
forming as XZ or VZ, which are in turn much more intense than those transfor­
ming as XV. The origins of this behavior are clear; since the Z field is the 
strongest at the surface, the intensities scale as the power of Z appearing 
in the Raman tensor component. Sass et al. have suggested that, due to the 
presence of strong electromagnetic field gradients near the surface (micro­
scopic boundary conditions on the Maxwell equations) dipoles can also be in-
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duced through the dipole-quadrupole polarizability as well as the usual di­
pole-dipole polarizability [11.71. Considering again the dominance of the Z 
component of the surface field, Moskovits has made predictions for relative 
intensities if the quadrupole mechanism dominates. 

Hexter and co-workers have presented a group theoretical formulation of 
the problem, in which they consider the symmetry of the molecule and its 
image induced in the metal [11.8-101. This procedure is intuitively appealing 
to molecular spectroscopists because it is reminiscent of standard operating 
procedure in making spectral assignments in condensed matter. Reduction in 
the symmetry of the free molecule in the condensed phase results in the ap­
pearance of bands which are forbidden in the gas phase; analysis of the sym­
metries of the modes that appear can be used to deduce the site symmetry. 
There are two points of caution regarding the use of the procedure of Hexter's 
group. First, the image formalism is exact only in the limit of perfect re­
flectivity. Second, the effect of the secondary field on the scattered inten­
sities was omitted resulting in erroneous predictions. We have recently in­
cluded the effect of the secondpry field following the general group theoret­
ical arguments of the Hexter group, and were able to recover the correct re­
sult in the limit of perfect reflectivity, and also produce a simple proce­
dure that incorporates the effects of imperfect screening. The net result is 
to show the equivalence of the two approaches. 

As an experimental test of our conclusions, we have taken Raman spectra of 
a number of molecules of different symmetries physically adsorbed on Ag{111} 
and Ag{110} surfaces [11.111. The idea was to separate the purely physical 
effects of a nearby conducting surface from any chemical effects resulting 
from charge transfer, for example, and to provide surfaces having distinctly 
different adsorption site symmetries in order to assess the sensitivity of 
the spectra to the site. The Raman spectra of benzene-~6 provide a clear il­
lustration of the important effects. 

As shown in Fig.11.4, the spectra of benzene adsorbed at submonolayer cov­
erages on Ag{lll} and Ag{110} are distinctly different from the spectrum of 
the liquid and from each other. The spectrum obtained on the {Ill} surface 
shows only two bands, the totally symmetric ring-breathing mode near 945 cm-1 

and a Raman forbidden (in the free molecule) C-H out-of-plane bending mode at 
515 cm- 1. The absence of the e modes in this spectrum is striking and immedi­
ately supports the idea that modes transforming as aXZ or ayZ will be sup­
pressed relative to the totally symmetric modes. The absence of these modes 
is consistent with the flat geometry proposed earlier [11.41: under our exci­
tation conditions the primary field is a Z field, which induces a tangential 
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Fig.ll.4. Surface Raman 
spectrum of benzene-d6 
adsorbed at 90 K on 
Ag{lll} and Ag{110} 

dipole (through XZ or VZ) which is effectively screened. The presence of the 
a2u mode immediately suggests a reduction in symmetry at least to C6v . The 
inversion center must be lost in order for that mode to appear, which is con­
sistent with the general expectation that adsorption destroys inversion sym­
metry. The spectrum of benzene adsorbed on Ag{110} provides evidence of the 
sensitivity of the molecule to the adsorption site and argues against the 
importance of the dipole-quadrupole polarizability. First, note that the in­
tensity of the totally symmetric ring-breathing mode is the same in the two 
spectra. Since the Raman tensor of benzene is anisotropic, the molecule must 
be adsorbed in the same configuration on both surfaces. Second, the appear­
ance of several e modes in the spectrum is clear evidence for the reduction 
of the site symmetry to C2v ; the intensity of these modes is surprising but 
can be rationalized by comparison with spectra of C2v para-disubstituted ben­
zenes in which these particular modes gain in intensity. Finally, comparison 
of the relative intensities of the a2u modes on the two surfaces shows mini­
mal differences, If the dipole-quadrupole polarizability were the dominant 
factor in determining intensities, larger differences related to the differ­
ence in work function should have been observed, 

In summary then, the selection rules for Raman scattering by adsorbed mol­
ecules should really be called propensity rules; the incomplete screening of 
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optical fields leaves residual intensity in bands that would otherwise be 
"forbidden". Prediction of spectra follows time-honored procedure in molecu­
lar spectroscopy. The free molecule symmetry is reduced in the adsorption 
site and then the intensities scale as predicted by Moskovits: ZZ > XZ, 
VZ » XV. 

11.1.4 Examples 

Since the technique for unenhanced surface Raman spectroscopy is relatively 
new, the number of examples reported so far is small. With other research 
groups entering the field, this number should grow rapidly in the near future. 
The first example of un enhanced Raman scattering from molecules adsorbed on 
a well-characterized single-crystal metal surface was provided by our research 
group [11.12]. In this example, the chemistry that occurred was unravelled by 
the Raman spectrum itself, proving our claim that the method would be very 
powerful in the study of surface chemistry. Figure 11.5 shows the Raman spec­
trum of nitrobenzene adsorbed at multilayer (A) and submonolayer (8) cover-
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Fig.ll.5. Surface Raman spectrum of nitrobenzene adsorbed at multilayer (A) 
and submonolayer (B) coverage on Ni{111} at 100 K 
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ages on a Ni{lll} surface. The substrate was chosen to ensure the absence of 
the SERS effect; electromagnetic resonances cannot be excited on planar sur­
faces by light due to the failure to conserve momentum and nickel is suffi­
ciently lossy that the quality of any possible resonance would be very poor. 
Nitrobenzene was chosen as the adsorbate because it has a large and very ac­
curately known Raman cross section. Estimates of sensitivity for other mol­
ecules can be made by comparison of their cross sections with that of nitro­
benzene. The experiments were conducted in an ultra-high-vacuum environment 
with the surface being prepared and characterized by standard surface analyt­
ical techniques. The Raman spectra were taken using off-normal p-polarized 
excitation at 514.5 nm and off-normal collection. A single spectrograph with 
a colored glass filter to reject the elastically scattered light was coupled 
to a multichannel optical detector. Figure 11.5a shows the spectrum of a ni­
trobenzene multilayer film estimated to be 5 nm thick. The film was produced 
by exposing a cooled (100 K) surface to a 100 L (Langmuir, uncorrected) dose 
of nitrobenzene vapor. The excellent signal-to-noise ratio obtained in less 
than 10 min of signal averaging shows the power of the method in studying the 
structures of thin films on surfaces. The spectrum is essentially identical 
to that of liquid nitrobenzene, as expected for a physically adsorbed system, 
but there are some differences in intensity that may provide information 
about the orientation of the molecules in the film. 

Figure 11.5b shows the Raman spectrum obtained from a 3-L dose which pro­
duced a coverage of about half a monolayer. The radical differences between 
this spectrum and that of the multilayer immediately suggest dissociative 
chemisorption. In particular the absence of the N02 symmetric stretch implies 
cleavage at that site, whereas the integrity of the phenyl modes implies that 
the ring remains intact. The simplest assignment consistent with these obser­
vations is that nitrobenzene has been partially reduced on the surface to 
form nitrosobenzene, with the oxygen being chemisorbed atomically on another 
nickel atom. This chemisorbed species has been observed in the X-ray photo­
electron spectrum of this system [11.13]. The assignment of the spectrum of 
Fig.11.5b to nitrosobenzene has been confirmed by adsorbing nitrosobenzene 
from the gas phase onto the nickel substrate; an identical spectrum was ob­
served. This study of the adsorption of nitrobenzene on Ni{lll} provided the 
first example of our ability to obtain unenhanced Raman spectra of molecules 
on well-characterized metal surfaces. 

A second example is the Raman spectrum of ethylene adsorbed at submono­
layer coverage on Ag{110}. Silver is used commercially for the catalytic con­
version of ethylene to ethylene oxide, yet despite decades of research the 
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molecular mechanism of this reaction remains elusive. We are attempting to 
elucidate the mechanism of this reaction by looking for the various postula­
ted intermediates while the reaction is run over a single-crystal silver mod­
el catalyst. In particular, it should be possible to distinguish clearly be­
tween the possible adsorbed oxygen species which have been implicated in the 
partial oxidation. 

As a first step in this investigation, and in an effort to assess the 
limits of detection for weak Raman scatterers, we have obtained the Raman 
spectrum of ethylene adsorbed on a Ag{110} surface which had been precovered 
with half a monolayer of atomic oxygen. The role of the oxygen is to enhance 
the adsorption of the ethylene so that coverages of about 0.5 monolayer can 
be realized. Figure 11.6 shows the Raman spectrum obtained for saturation 
coverage of ethylene on silver. Both the C=C stretch near 1580 cm- 1 and the 
C-H in-plane deformation near 1320 cm- 1 are clearly observed. These bands are 
shifted to lower frequencies by approximately 20 cm- 1 compared to the gas 
phase, showing a relatively small perturbation which is characteristic of 
weak chemisorption. The weakness of the chemisorption bond in this system is 
confirmed by the low (~150 K) desorption temperature. Since the Raman scat­
tering cross section of ethylene is about a factor of ten smaller than that 
of nitrobenzene and is comparable to molecules like CO, this system provides 
encouragement that the technique can be applied to essentially any small mol­
ecule of chemical interest. 

Given the importance of transition metals in heterogeneous catalysis, the 
motivation for studying adsorption and reactions over metal surfaces using 
Raman spectroscopy is clear. Metals turn out to be exceptionally good candi­
dates for substrates for two reasons: there are no Raman-active phonons for 
the cubic metals so that bulk phonon scattering will not overwhelm that of 
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Fig.II.7. Surface Raman 
spectrum of a thin layer 
of acetonitrile physisor­
bed on Si{100} at 100 K 

the adsorbate, and the optical penetration depth in most metals is of the 
order of 10 nm so that the contribution to the back9round from a continuum 
of electronic excitations is also minimized. Semiconductors, on the other 
hand, provide an interesting challenge because of the presence of interfering 
bulk phonon losses and the possibility of increased continuum scattering. 
With an interest in applying the Raman technique as an in situ diagnostic of 
semiconductor processing reactions, we wanted to see how much of a problem 
the factors mentioned above would be. 

As a test system, we chose the adsorption of acetonitrile on the Si{100} 
2Xl reconstructed surface. Silicon was chosen for obvious reasons, the recon­
structed {100} surface being easy to prepare reproducibly. Acetonitrile has 
a rather small Raman cross section, typical for a number of small molecules, 
and showed no tendency to contaminate the surface with graphitic carbon, a 
very strong Raman scatterer. Figure 11.7 shows the spectrum obtained when a 
few monolayers of acetonitrile were condensed onto a cold surface; the fea­
tures observed agree well with the liquid values and the excellent signal-to­
noise ratio indicates that submonolayer sensitivity is within reach. Exami­
nation of the entire spectral range reveals that only two small regions near 
the one- and two-phonon losses have enough bulk scattering to preclude the 
observation of surface adsorbates; with this large spectral window, a wide 
variety of adsorbates can be examined. looking to the future, ultraviolet ex­
citation may eliminate even this problem. The penetration length for visible 
light is a few hundred nanometers in silicon but only ten for ultraviolet 
light. Excitation in the UV spectral region should result in bulk scattering 
that is sufficiently reduced to permit accurate background subtraction, even 
in the neighborhood of the silicon phonon losses. 
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11.2 Surface-Enhanced Raman Spectroscopy 

Surface-enhanced Raman spectroscopy has grown into such an enormous field 
over the past few years that it is not possible to provide a comprehensive 
review here. It would probably be most useful therefore, simply to provide 
an introduction to the field. There is no space here to discuss the many in­
teresting applications of SERS; fortunately several excellent review articles 
have been published recently, emphasizing certain aspects of the field or 
presenting specific points of view, so that a relatively complete picture of 
the field is available [11.14-20]. 

The discovery of SERS was made ten years ago by FZeischman et al. [11.21] 
who observed intense Raman signals from pyridine adsorbed on a roughened sil­
ver electrode. Jeanmaire and Van Duyne [11.22J and, independently, AZbrecht 

and Creighton [11.23] repeated the Fleischman experiments and recognized that 
something very dramatic was occuring. By roughening the electrode much less 
extensively than in the earlier experiments, these groups produced even higher 
intensities and, by carefully estimating the adsorbate density and the free­
molecule scattering cross sections, concluded that the scattering was enhanced 
by some six orders of magnitude. Intense activity followed these initial ex­
periments and SERS was observed from a large number of molecules adsorbed on 
a relatively small number of surfaces. The results of some of the early work 
differed greatly from laboratory to laboratory, largely because of lack of 
consistency in preparing and characterizing the surfaces under study. Most of 
these problems have since been resolved and there is a core of general obser­
vations about which most researchers agree. 

1) Surface-enhanced Raman spectroscopy has been observed on roughened surfaces 
of silver, copper, gold, lithium, potassium, and sodium. While submicro­
scopic (10-100 nm) roughness is effective in generating SERS activity, the 
role of atomic scale roughness remains to be elucidated. 

2) The enhancement may be very long range: enhanced scattering may be observed 
from molecules separated by as much as tens of nanometers from the surface. 

3) The intensities of the Raman bands generally falloff with increasingly 
large Stokes shifts. 

4) Excitation profiles often show broad resonances that do not correspond to 
any molecular resonances. 

5) The spectra are completely depolarized. 
6) Molecules adsorbed in the layer immediately adjacent to the surface often 

show larger enhancement factors, shifted vibrational features, and even new 
bands compared with molecules adsorbed in subsequent layers. 
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7) Selection rules appear to be relaxed, resulting in the appearance of bands 
that are Raman inactive and even .infrared inactive in the gas phase. 

8) Vibrational frequencies and excitation profiles are both functions of po­
tential in electrochemical experiments. 

9) Surfaces that are SERS active invariably produce a weak ineleastic contin­
uum even without an adsorbed species. 

The mechanisms that have survived the tests applied to date fall into two 
classes: electromagnetic and molecular. For surfaces with roughness features 
of dimension 5-50 nm, the incident laser can excite conduction electron res­
onances which produce tremendous local electric fields at the surface. In 
effect the rough surface acts as an amplifier for both the laser and the Raman 
radiation. This purely electromagnetic mechanism is nonselective among adsor­
bates but the enhancement depends critically upon the substrate morphology 
and dielectric constant. The molecular mechanism, on the other hand, is anal­
ogous to resonance Raman scattering, in which scattering cross sections in­
crease dramatically as the exciting wavelength approaches a molecular elec­
tronic state. For SERS, the electronic states involved are proposed to be 
charge transfer states between the metal and the adsorbate. 

11.2.1 Electromagnetic Enhancement 

Surface plasmons, the collective electronic excitations of the conduction 
electrons, can be excited either on rough surfaces, surfaces with periodic 
structures, or by injection of radiation with many wave-vector components, 
as can be achieved in an attenuated total reflection experiment. The latter 
two cases involve propagating surface plasmons, which cannot be excited by 
light in planar geometries due to the failure to conserve momentum. The plas­
mon fields extend some distance outside the surface, and it is the increased 
amplitude of these fields that is responsible for the electromagnetic contri­
bution to SERS. Since the overwhelmin~ majority of SERS studies have been 
conducted using the localized surface plasmons of randomly roughened surfaces, 
the following discussion focuses on these. 

Examination of a SERS-active electrode under an electron microscope reveals 
that the surface is covered with almost spherical bumps that range in size 
from 20 to 100 nm. These particles were created during the oxidation-reduction 
cycle necessary to activate the surface, as many monolayers of silver were 
dissolved and then redeposited. Surface-enhanced Raman spectroscopy has been 
observed on many different rough surfaces, including island films, ellipsoids 
prepared microlithographically, and colloids. An isolated sphere provides a 
good model of a colloid particle, and at least a zero-order picture of the 
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electrode surface. but more importantly. contains all of the physics necessary 
to understand the electromagnetic mechanism. 

As lon~ as the size of the particle is much smaller than the wavelength of 
light. the local fields may be calculated by solving Laplace's equation of 
electrostatics. or by looking up the solution in a textbook. which is even 
easier [11.231. The local field at the surface of the sphere is related to the 
uniform external electromagnetic field of the laser by 

(11.1) 

where El(W} is the complex frequency~ependent dielectric function of the 
metal and E2 is the dielectric function of the ambient medium. Resonance oc­
curs at frequencies where Re{El} = -2E2 with the result that extremely large 
fields can be produced at the surface of the sphere. This result alone ex­
plains the extraordinary enhancing properties of the Group IB metals. The 
resonance condition for these materials happens to be fulfilled in the vis­
ible region of the spectrum. and the imaginary part of the dielectric function 
happens also to be small in the resonance region. The magnitude of the imagi­
nary part of the dielectric functions controls the quality of the resonance. 

The spherical particle amplifies not only the incident radiation but also 
the Stokes-shifted Raman radiation. The trick is to think again in electro­
static terms. calculating the dipole induced in the sphere by the Raman di­
pole. and then to let the sphere radiate. The magnitude of the dipole thus 
induced is also given by [11.11. but with the laser frequency replaced by the 
Stokes frequency. Since the fields involved are dipolar fields. with the di­
pole located at the center of the sphere. we can immediately fold in the dis­
tance dependence of the effect by incorporating the dipole decay law twice. 
Finally. remembering that the intensities involve the squares of the fields. 
we arrive at the complete enhancement factor for a sphere in the electro­
static limit: 

( El(WL}-E2)2 (El(WS}-E2)2 ( )12 
G = El(wL}+2E2 El(WS}+2E2 r:d (11.2) 

~1Gst of the observations listed above can be explained by this simple model. 
The resonance condition is satisfied when Re{E2} = -2El at either the laser or 
the Stokes frequency. The largest enhancement occurs for small Stokes shifts. 
where both conditions are satisfied simultaneously; the diminution of inten­
sity of high-frequency vibrations is easily explained since one of the fields 
must be off resonance. The material properties enter through the substrate di­
electric constant. and the excitation profiles are those of the conduction 
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electron resonances. For small Stokes shifts, where both fields are resonant 
with the sphere, the magnitude of the enhancement is roughly proportional to 
(Im{El})-4, which shows why highly reflective (low-loss) metals are the best 
enhancers. That appreciable enhancement occurs at relatively large separations 
from the surface is contained in the dipole decay law - molecules 5 nm away 
from a 25 nm particle still show 10% of the enhancement observed in th.e first 
layer. It is easy to rationalize the different distance dependences reported 
by various laboratories in the early work, in which different sample prepara­
tions led to roughness features of different sizes. For small particles, SERS 
is effectively confined to the first layer, whereas for larger particles a 
larger region of enhanced scattering is observed. Finally, the distribution 
of molecular orientations and the variation in the orientation of the electric 
fields over the surface of the sphere result in large depolarization ratios. 

For larger spherical particles, the enhancement factor decreases due to 
radiation damping (the loss of energy from the induced moment by radiation) 
and dynamic depolarization (the partially destructive interference between 
radiation emitted at different points of the particle). Schatz has presented 
an excellent discussion of these points [11.24]. Electrodynamic calculations 
explicitly incorporate these effects; results are now available for isolated 
spheres and ellipsoids. Unfortunately, however, it has not been possible to 
prepare such systems in the laboratory. Particles on surfaces have all sorts 
of complicating interparticle and particle-surface interactions and colloids 
have a tendency to aggregate. It is very important to be able to test the 
electromagnetic theory quantitatively and it is hoped that a suitable system 
can be produced in the laboratory with which to compare the theoretical re­
sults. 

11.2.2 Chemical Enhancement 

Several lines of evidence suggest that the electromagnetic mechanism is not 
sufficient to explain SERS completely. First, the magnitudes of the enhance­
ment factors calculated are a factor of 10-100 less than those observed in 
the laboratory. Since the electrostatic calculations for isolated particles 
represent an upper limit to the enhancement factors, it is clear that another 
mechanism must contribute some intensity. Second, the enhancement factors for 
molecules chemisorbed in the first layer are often larger "than what would be 
expected from extrapolation of the multilayer intensities using the known 
distance dependence of the electromagnetic mechanism. Third, in electrochem­
ical experiments, it has been shown that extremely small quantities (a few 
percent of a monolayer) of metal atoms added by underpotential deposition 
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quench SERS, suggesting that there is a small number of SERS-active sites 
[11.25,26]. Finally, the potential dependence of the SERS intensity is much 
more complicated than can be explained by changes in the surface concentra­
tions alone. Although all of the observations listed above suggest the exis­
tence of another mechanism, the first three could also be rationalized within 
the framework of the electromagnetic mechanism as follows. Suppose that the 
surface has two sizes of roughness features, small and large. The small bumps 
necessarily have a larger proportion of atomic-scale defects which provide 
sites for strong chemisorption. Furthermore, they also have the largest en­
hancement factors. Thus the coverage-dependence experiments can be rational­
ized by asserting that the first-layer effect simply reflects the propensity 
of the molecules to find the defects which happen to be located on the strong­
est-enhancing roughness features. Similarly, in the underpotential deposition 
experiments, the metallic poisons simply displace irreversibly the adsorbates 
from the defects. Thus it is very important to design experiments that can 
separate these effects cleanly. 

Enhanced Raman scattering cross sections can arise when the exciting laser 
frequency approaches an electronic adsorption in a molecule. This resonance 
Raman effect has been known for many years and produces a perhaps six-orders­
of-magnitude increase in the scattering cross section in favorable cases. 
Since most SERS-active molecules are transparent at the commonly used laser 
wavelengths in the visible region, the question arises: how could such a res­
onance Raman mechanism contribute intensity in SERS? The answer was provided 
by an important experiment by Demuth and co-workers [11.27,28l, who discovered 
charge transfer transitions for pyridine adsorbed on both single-crystal and 
evaporated silver surfaces. These charge transfer transitions just happen to 
be resonant with the blue-green argon ion laser lines and could serve as res­
onant intermediate states in a resonance Raman mechanism. Interestingly, the 
transitions are much more intense and somewhat narrower on the evaporated 
films, suggesting the possible importance of atomic-scale defects. 

Persson has presented a simple theory with which to estimate the charge 
transfer contribution to the enhancement [11.29]. Using a modified Newns­
Anderson Hamiltonian with dipolar electron-photon coupling and linear elec­
tron-phonon coupling, he was able to calculate the enhancement factor numeri­
cally, by assuming a Lorentzian adsorbated density of states and using the 
position and width of the adsorbate affinity level as well as the laser fre­
quency as parameters. Taking values for these parameters from the experiments 
of Demuth et al., Persson calculated an enhancement factor of 3D, in rough 
agreement with a number of experimental observations. 
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It has been difficult to arrive at a quantitative estimate of the contri­
bution the chemical mechanism makes to the total enhancement. This difficulty 
arises from the fact that most experiments performed to date have relied 
upon some degree of electromagnetic enhancement for reasons of sensitivity. 
This has two adverse consequences. First, it convolutes the problem since a 
submicroscopically rough surface is necessarily rough on an atomic scale. 
Second, the dynamic range of the experiments is very limited; one is search­
ing for a factor of 10-100 on top of a factor of 104 or so. 

Faced with this problem, we have devised a novel approach to investigate 
possible chemical enhancements in the absence of any electrodynamic contri­
bution (apart from the small factor of four because the surface acts as a 
mirror). Since we have the ability to observe Raman scattering from molecules 
adsorbed on metal surfaces without enhancement, we can examine the adsorption 
and Raman scattering of pyridine on a smooth silver single-crystal surface 
and then create defects that can be characterized using surface crystallo­
graphic and spectroscopic techniques. We are in a position to test theory 
quantitatively by measuring the scattering cross section, the excitation pro­
file, and the electronic absorption spectrum using high-resolution electron 
energy-loss spectroscopy. 

The first measurements yielded somewhat surprising results. No enhancement 
of the scattering cross section was observed for pyridine adsorbed on the 
smooth low-index faces of silver [11.30]. The absence of SERS was supported 
by some qualitative evidence which included highly polarized spectra, rela­
tive band intensities and frequencies that were unshifted from the liquid, 
and a linear dependence of the scattered intensity upon coverage. These re­
sults are all in direct contrast to those obtained in SERS experiments. In­
terestingly, the pyridine did not chemisorb to the silver surface, as indi­
cated by the unshifted vibrational bands and the very low thermal desorption 
temperature. This was a surprising result since a number of very reasonable 
theories had predicted SERS by molecules simply located near a conducting 
surface. Evidently that is not a sufficient condition. 

We then examined a number of stepped and kinked surfaces in an effort to 
explore the relationship between chemisorption and SERS, reasoning that a step 
site of low coordination number might provide a chemisorption site. The lowest 
coordination site achievable by cutting steps in a fcc lattice is derived from 
the open {lID} surface. As can be seen in Fig.ll.8, the step atoms are coordi­
nated to five other atoms. The Raman spectrum of pyridine adsorbed at mono­
layer coverage on this {540} surface is shown in Fig.II.9, along with a ref­
erence spectrum on the {Ill} surface [11.31]. The pyridine is clearly chemi-
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sorbed, as the shifts in the intensity and frequency of the ring-breathing 
modes reveal. What is most interesting, however, is the lack of any apparent 
enhancement, as determined by comparing the integrated intensities for spec­
tra on the two surfaces. The conclusion of this experiment is that chemisorp­
tion alone is not sufficient to produce SERS. Several directions suggest 
themselves. Perhaps a site of even lower coordination is required. The width 
of the charge transfer state is very important in determ;ilning the intensity 
if a resonance Raman mechanism is operative. The closer the defect resembles 
an isolated adatom, the narrower the (atomic like) state is expected to be. 
Thus we plan to evaporate submonolayer amounts of silver onto a cold {Ill} 
surface to create "isolated" adatoms. A second possibility is that coadsor-
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bates may influence the chemical mechanism. As mentioned in Sect. 11.1.4, 
preadsorption of oxygen greatly enhanced the adsorption of ethylene on silver 
and similar results are expected for pyridine. Thus we could attempt to model 
the electrochemical environment by pre- or co-adsorbing electronegative ele­
ments like oxygen and chlorine, for example. Our hope is to discover the 
structural and electronic nature of these SERS-active sites (if they exist). 

11.3 Future VVork 

The future of surface Raman spectroscopy looks very bright indeed. Major im­
provements in sensitivity are expected over the next year or so, as a result 
of combining ultraviolet excitation, high aperture ellipsoidal collection and 
a new generation of charge-coupled device multichannel detectors. Hopefully 
the absolute magnitudes of the enhancement in SERS will be determined for 
each of the mechanisms involved so that the method can be made quantitative. 
The recent discovery of surface-enhanced hyper-Raman scattering [11.32] is 
very exciting since it yields all of the infrared active modes. Finally, the 
number of applications is bound to increase. Raman spectroscopy has the unique 
advantage that it provides high spectral and spatial resolution over the en­
tire range of vibrational frequencies. Furthermore, it can easily be applied 
to both smooth and rough samples over a very wide range of pressures. Finally, 
it is uniquely suited to the study of buried interfaces since the penetration 
depth is of the order of nanometers. There are few, if any, other techniques 
in surface science with such versatility, which will be invaluable as we at­
tempt to connect the world of model studies under carefully controlled con­
ditions to the real world of technical materials. 
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12. The Time-of-Flight Atom-Probe and Its 
Application to Surface Analysis and Gas-Surface 
Interactions 

T.T. Tsong 
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University Park, PA 16802, USA 

The time-of-flight (ToF) atom-probe field-ion microscope (FIM) is a micro­
analytical tool with sensitivity capable of detecting single atoms [12.1-4]. 
It is a combination of a field-ion microscope and a time-of-flight mass spec­
trometer. The tip is mounted on either an external or an internal gimbal sys­
tem, and a small probe hole covering a few atom image diameters is open at 
the screen assembly. Behind the probe hole is a ToF tube and an ion detec­
tor. To operate the atom-probe, the tip orientation is adjusted until the 
image of the atoms intended for identification falls on the probe hole-. A 
nanosecond-duration high-voltage pulse is applied to field evaporate these 
surface atoms as well as others. However, only the field-evaporated ions of 
these surface atoms can pass through the probe hole, enter the flight tube, 
and reach the ion detector. From the flight times measured, the chemical 
identity of these atoms can be determined. This high-voltage pulse atom-probe 
is very useful for the microanalysis of materials, especially for metals and 
alloys where field evaporation proceeds from plane edges, atom by atom. Thus, 
atomic layer by atomic layer compositional analysis can be carried out, as 
will be discussed in Sect.12.2.2. There are, however, many insurmountable 
problems in applying this instrument to the study of gas-surface interac­
tions. Adsorbed atoms or molecules often cannot be field desorbed without 
also field evaporating the substrate atoms. Even if the adsorbed molecules 
can be field des orbed by the pulsed high electric field, they are almost al­
ways field dissociated by the very high electric field needed for the pulsed 
field desorption. Thus, the desorbed species carry little information about 
their true states of adsorption. These difficulties have now been largely 
overcome by the introduction of the pulsed-laser technique to the ToF atom­
probe [12.5,6] and especially by the development of a high-resolution pulsed­
laser ToF atom-probe [12.4]. In the pulsed-laser field desorption, atoms 
and molecules are either thermally desorbed first and subsequently field 
ionized, or they are simply ionized by thermal enhanced field desorption at 
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a greatly reduced field, where the problem of field dissociation is much less 
severe [12.7J. In fact, the true desorbed species and those species produced 
by field dissociation can be distinguished by the ion energy distributions in 

the pulsed-laser atom-probe. A few meaningful atom-probe studies of H3 for­

mation and synthesis of NH3 on metal surfaces have since then been reported 
[12.8-10J. As the pulsed-laser atom-probe has been available for only a few 
years, most of these studies are still preliminary. 

Here, I will describe the basic principle of the ToF atom-probe, including 
a detailed discussion of the mass and energy resolution, a new scheme of ion­

reaction-time amplification for measuring ion reaction rates, statistics 
needed for single ion counting, and application of these techniques to the 
study of gas-surface interactions, including the identification of reaction 

intermediates in the ammonia synthesis. I will also include a brief discus­
sion of atom-probe studies of the surface segregation of alloy species and 

impurities since this subject is closely related to the reactivity of sur­
faces, which is the central theme of this volume. 

12.1 The Time-of-Flight Atom-Probe 

12.1.1 Basic Principles 

In a ToF atom-probe, the sample, in the form of a tip, is mounted on an ex­
ternal or internal gimbal system, and a small probe hole from one to a few 
millimeters in diameter is open at the screen assembly. Behind the probe 
hole is the ToF tube leading to an ion detector. To operate the atom-probe, 
the tip orientation is adjusted until the images of those atoms intended for 
chemical identification fallon the probe hole (Fig.12.1). Slow pulsed field 

Tip Screen 
Ion Detector 

--------------------------11 
~----------------------------

Mi rror 

Camera 

Fig.12.1. Basic principle of the time-of-flight atom-probe 
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evaporation of the surface is then carried out. Although field evaporation 

occurs over the entire surface, only ions of the intended surface atoms can 
pass through the probe hole, enter the flight tube, and reach the ion detec­
tor. The basic operational principle of the atom-probe is shown in Fig.12.1. 

The mass-to-charge ratio of an ion is given approximately by 

M t 2 
- "" 2 eV ---,,­
n £L 

(12.1) 

where e is the elementary charge, V is the total tip voltage, t is the flight 
time, and ~ is the flight path length. In the nanosecond-width high voltage 

pulse operated atom-probe, because of the difficulty of terminating the ac 

transmission line right at the tip, the largest possible kinetic energy of 

the ion is given not by ne(Vdc +V p)' but by ne(Vdc +aV p)' where Vdc is the 

applied dc voltage, Vp is the pulse height, and ais a pulse enhancement 
factor which may range from 1 to 2. As the transmission of electronic signals 
takes time, the true flight time of the ion is given by (t +8) where t now 
represents the measured flight time and 8 is a time delay constant of the sys­
tem electronics. Thus, for the linear-type, high voltage (HV) pulse ToF 

atom-probe, the mass-to-charge ratio is given by 

~ "" C(Vdc + aVp)(t + 8)2 (12.2) 

where C=2e/£2 is a flight path constant. 
In the high-resolution pulsed-laser ToF atom-probe shown in Fig.12.2, 

pulsed field evaporation is induced mainly by a thermal effect [12.7]. The 
thermal energy, of the order of kT, 

gy of the ion is, however, given by 
cal energy deficit of the ion. From 
experimental measurements, 6E~+ has 

is negligible. The maximum kinetic ener-
n+ n+ (neVdc - 6Ec ), where 6Ec is the criti-

a conservation-of-energy argument and 
been shown to be given by [12.11] 

n+ n n 
liE = A + ~ I. - n¢ - Q "" A + J.; I. - n¢ 

c i=l 1 i=l 1 
(12.3) 

where A is the sublimation energy or the binding energy of the desorbed atom 

with the substrate, I. is the ith ionization energy of the atom, ¢ is the 
1 

average work function of the flight tube, and Q is the activation energy of 
field evaporation, which is very small compared to other terms unless the 

temperature of the laser pulse heating becomes excessively high. Thus the 

mass-to-charge ratio is given by 
llE n+ 

~ C{VdC - n~ }(to + 0)2 (12.4) 
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Fig.12.2. The high-resolution pulsed-laser time-of-flight atom-probe, which 
is not only a high-resolution mass analyzer, but also a high-resolution ion 
energy analyzer and an ion-reaction-time measuring device of 20-fs time re­
solution 

where to is the onset flight time of the ion species, or the flight time of 
the most energetic ion of that ion species. 

12.1.2 Mass Resolution 

Two kinds of mass resolution will be considered. The first kind refers to the 
ability of the instrument to separate two mass lines of nearly equal masses 
within a mass spectrum. This resolution is related to the full width at half 
maximum (FWHM) of the mass lines [12.4]. The second kind refers to the abili­
ty to distinguish two ion species of nearly identical masses not necessarily 
in the same mass spectrum. This resolution is related to the sharpness of ref­
erence points in the mass lines, such as the onset flight times to of the 
ions, and the overall stability of the system [12.4J. In this section we will 
consider the former kind. The latter will be discussed in connection with 
the pulsed-laser atom-probe. 

Equation (12.1) gives the uncertainty in the mass determination as 

(12.5) 
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Consider the first term: 26~/~. Here, 6~ is the maximum difference in flight 
path lengths of two ions taking the shortest and the longest possible flight 
paths. For the case where there is no ion focusing and the ion detector has 
a flat detecting surface, 

d2 
Ml "" 8~ , (12.6) 

where d is the diameter of the circular detector. In deriving (12.6), we as­

sumed that the center of the detector is on the central axis of the ion beam 
and the detector face is perpendicular to the axis. Otherwise 6~ will be 
larger. If an einzel lens is used to focus the ion beam, the minimum 6~, ob­
tained by having the ion trajectories parallel to the axial direction after 

passing through the einzel lens, is given by 
2 

121 d 
6'1, """2 fa """8 f -1- (12.7) 

rp 

where f is the focal length of the einzel lens or the distance from the tip 
to the einzel lens, a is the half angle subtended by the probe hole at the 

tip, dp is the diameter of the probe hole and rp is the distance from the 
probe-hole to the tip. Ways to reduce 26~/~ are to increase £ and reduce the 

size of the probe hole. For a typical design (2"-diameter Chevron or 2 mm 
-5 -4 probe hole at~15 cm from the tip) 26~/~ is about 4 x10 to 1 x10 for the 

200-cm flight path, and about (1-3) x10- 5 for the 400-cm flight path. 
The time uncertainty comes mainly from two sources. They are the time 

width of the pulsed field evaporation and the time resolution of the detect­
ing device. In a HV pulse operated atom-probe, the pulse width used is usual­
ly about 10 ns and the time counting device has a resolution of about 1 ns. 
Thus M "" /102 +12 ns =10 ns. In a pulsed-laser atom-probe, the pulse width 
can be as short as a few picoseconds. Thus, 6t in field evaporation is es­
sentially limited by the cooling time of the tip, and by electronic timer 
resolution in field desorption of adsorbed species. Usually, 6t is about 
1 to 5 ns depending on the specific system and experiment. With a typical 
ion mass around 50, 26t/t ranges from 1 x10-3 for a HV pulse atom-probe of 

ZOO-cm length to 5 xlO- 5 for a pulsed-laser atom-probe of 400-cm length. 

The most severe limitation in mass resolution of the linear-type HV 
pulse atom-probe is due to the 6V/V term, which accounts for the energy 

spread of the field-desorbed ions. Assuming that the HV pulse is a perfect­

ly rectangularly shaped pulse, then the maximum final kinetic energy of an 

ion desorbed at the very beginning of the pulse is ne(Vdc +aV p)' provided 
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that the pulse width is wide enough for the ion to travel to a nearly field­
free region before the HV pulse expires. For an ion desorbed at the very 
end of the HV pulse, the final kinetic energy will be neVdc . Thus an ion 
energy difference as large as ne~Vp can result for the two ions. This cor­
responds to a fiV/V of ~Vp/(Vdc +~Vp). Measurements show that a fiV/V as large 
as 0.03 is common for pulsed HV atom-probes. In the pulsed-laser atom-probe, 
the ion energy spread is on the order of kT if no photoexcitation occurs. 
Thus fiV/VRj5xl0- 6• If photoexcitation occurs, then fiV/V is (2-5) xl0-4. We 
have to consider also the natural width of the ion energy distribution, which 
is about 2 neV. One should recognize that this term is intrinsic to the ion 
formation process, and cannot be improved by better electronics or a longer 
flight path. 

The resolution of the system can either be defined as M/fiM or as nM/fiM 
where fiM refers to FWHM. A slightly more precise definition which accounts 
for the mass line shape has also been proposed [12.4]. For our discussion 
here, we will adopt R =nM/fiM, as has been commonly used in atom-probe field­
ion microscopy. It is quite obvious from the above brief discussions that 
the mass resolution of the linear-type, pulsed HV atom-probe can never be 
improved beyond ~200, no matter how good the electronics and how long the 
flight path. This limitation prompted the development of the flight time fo­
cused atom-probe, as will be discussed in Sect.12.1.3. For the pulsed-laser 
atom-probe, the mass resolution can be improved by using better electronics, 
a longer flight path, and a smaller probe hole. Using a flight path of 4.2 m, 
an electronic timer of I-ns resolution and a probe hole of aRjl°, an overall 
resolution of 2000 to 6000 is routinely achieved by the Penn State Pulsed­
Laser Atom-Probe [12.4]. 

12.1.3 Pulsed High-Voltage Atom-Probes 

The first atom-probes developed were the linear-type pulsed high-voltage 
atom-probes. This type of atom-probe usually uses a flight path of 1 to 2 m, 
and a Chevron channel plate of 1" or 2" diameter for ion detection. Since 
this is the simplest type of atom-probe with a reasonable mass resolution 
of 200 (sufficient for many metallurgical applications), it is still the 
most commonly used atom-probe. However, it is now gradually being recognized 
that mass spectroscopy of even the most commonly used alloys requires a 
better mass resolution since each element usually contains a few isotopes. 
Isotope overlap is often a problem for accurate data analysis. 
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Fig.12.3. The flight time focused atom-probe which uses a 1630 Poschenrieder 
lens to achieve excellent mass resolution. The system is now equipped with 
electronic timers of 1-ns resolution 

A new type of pulsed-voltage ToF atom-probe based on a flight time focus­
ing scheme of Poschenrieder [12.12] has since then been developed, which can 
improve the mass resolution by a factor of 10 [12.3]. Figure 12.3 shows the 
Penn State Flight Time Focused ToF Atom-Probe, and Fig.12.4a shows a mass 
spectrum of a Pt-5% Au alloy. This system is equipped with a 163 0 electro­
static lens and electronic timers of 1 ns resolution. The basic idea of the 
flight time focusing scheme [12.12] is the following. Ions of the same mass­
to-charge ratio can be time focused to arrive at the detector simultaneously 
even if their energies differ by a few percent. Those ions with excess ener­

gy will travel in an orbit of larger radius and those with less energy will 
travel in an orbit of smaller radius in the spherical lens section, thus, 

their flight times can be made equal by the specially designed electrosta­
tic lens. This type of atom-probe is especially convenient for metallurgi­
cal applications since it is easy to use, compared to the pulsed-laser atom­
probe, and the excellent resolution needed for material analysis is always 
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taken in 1 xlO-8 Torr of 3He. Note the formation of PtHe2+ and PtHe~+ 
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achieved without the need of a fine adjustment of the experimental condi­
tions. The disadvantages are those common to the pulsed HV atom-probe and 
the elaborate mechanical designs needed for the focusing lens and the HV 
pulse termination. 

12.1.4 The Pulsed-Laser Time-of-Flight Atom-Probe 

The fast pulsed field evaporation needed for a time-of-flight spectrometry 
can also be achieved by laser pulses. Several advantages of pulsed-laser 
atom-probes are [12.5,6]: 

(1) Laser pulses induce field evaporation mostly by a heating effect. The 
energy spread of ions, which should be on the order of kT, or less than 
0.1 eV, is negligibly small compared to the HV pulsed field evaporation. 
Thus, good mass resolution can be achieved without the need of an elaborate 
flight time focusing scheme. Even if photoexcitation effects occur in 
pulsed-laser stimulated field desorption, the energy spread will still only 
be a few electron volts, which is still smaller than that of the high-vol­
tage pulsed field desorption by a factor of about 100. 

(2) The mechanical and electrical designs are greatly simplified since 
there is no need for a proper transmission line termination of the nanose­
cond HV pulses of more than 1 kV amplitude. 

(3) One of the most serious problems in applying the pulsed HV atom-probe 
to the study of gas-surface interactions is the excessively high field needed 
to pulse desorb the adsorbed species. The desorbed species are often comple­
tely field dissociated, thus bearing no resemblence to the states of the ad­
sorbed species. In fact, some of the adsorbed species, such as field-adsorbed 
inert gas atoms, cannot be des orbed without also field evaporating the sub­
strate atoms. In pulsed-laser atom-probes, adsorbed species are either de­
sorbed thermally by laser pulses (subnanosecond flash desorption) and are 
subsequently field ionized, or desorbed by thermal enhanced field desorption. 
The field needed for desorption using laser pulses can be less than 1/3, or 

with less than 1/10 of the effect of the applied field, of that needed when 
HV pulses are used. The field dissociation effect can be greatly reduced and 

a meaningful study of gas-surface interactions can be done. 

(4) It is found that emitters made of low-conductivity materials such as 
a high-purity Si cannot be field evaporated by HV pulses, since the nanose­

cond-width HV pulses cannot transmit across the tip. This limitation is over­

come when laser pulses are used. 
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(5) Although the Poschenrieder-type flight time focusing lens can greatly 
improve the mass resolution of the pulsed HV atom-probe, this artificial fo­
cusing lens excludes the use of the atom-probe as an ion energy analyzer and 
an ion-reaction-time measuring device. The pulsed-laser atom-probe is a mass 
analyzer [12.4], an ion-energy analyzer [12.11] and an ion-reaction-time 

measuring device of excellent resolution [12.13]. Thus, the pulsed-laser ToF 
atom-probe greatly widens the applicability of the atom-probe. 

The pulsed-laser atom-probe also has its weaknesses. Focusing of the laser 
beam on the tip seems to need more experience and also takes more time, al­
though it now usually takes us less than a few minutes to achieve the desired 
degree of focusing. The mass resolution and energy resolution are very sen­

sitive to the laser power. Experimenters tend to use lasers with too much 
power, which may either overheat the tip or deteriorate the mass resolution 
very badly by a combined photoexcitation and thermal effect. When one is 
aware of these various possible deteriorating effects, a mass resolution of 
2000-6000 can be easily achieved with a flight path length of 420 cm, a 
timer of 1-ns time resolution, and laser pulse width of 1 ns or less. The 
mass resolution is limited mainly by the natural width of the ion energy 
distribution which is about 2n eV where n is the charge state of the ions. 
Our pulsed-laser atom-probe, shown in Fig.12.2, achieved that kind of reso­
lution right from the start of its operation in 1981. A mass spectrum of Pt 
field evaporated in the presence of He, thus forming PtHe2+ and PtHe~+, is 
shown in Fig.12.4b. 

The pulsed-laser atom-probe, in fact, has a much better resolution in 
measuring the absolute mass and the kinetic energy of the ions. As pointed 
out earlier, the resolution of this type of measurement is very different 
from the kind of resolution we discussed earlier. It is determined by the 
precision and stability of the various devices used to measure physical 
parameters such as the flight time and the tip voltage. The system, equipped 

with an electronic timer of 1-ns resolution and a digital voltmeter of 5 1/2 
digit resolution, is capable of achieving an accuracy of ±5 parts in 105 in 
absolute ionic mass and ion energy measurements [12.4,11]. This corresponds 

to ±l-ns uncertainty out of 20 OOOns flight time. To achieve this accuracy, 

accurate values of the flight time constant C and the time delay constant 

o in (12.4) have to be known. These two constants can be determined to high 

accuracy by using the fact that ionic masses of elements such as inert gases 
are known to an accuracy better than 1 part in 106. The ionization energies 
of inert gases are known from spectroscopic data to better than 0.01 eV. 
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Table 12.1. Experimental ionic masses and the critical energy deficits 

Ion Ionic Theoretical Mass measured sM [u] flEc measured S(flEc) 
speci es mass [u] flEc reV] [u] reV] reV] 

4He+ 4.002054 20.10 4.001881±0.000445 -0.000173 19.82±0.87 -0.28 
20Ne+ 19.991890 17.00 19. 992687±0. 000950 0.000797 17.29±0.31 0.32 
22Ne+ 21.990835 17.00 21.991173±0.002552 0.000338 17.18±0.74 0.21 

103Rh 2+ 51.452201 21.8 51.448751±0.002324 -0.003450 20.5 ±0.84 -1.3 

C = 0.01073628 u ~s-2kV-1, S =28.3 ns, r2 =0.999999988. 

Equation (12.4) can be written as 

Min 1:; _ 8 

to = ~ ((VdC - flEn+/ne) 
(12.8) 

Thus, by measuring the onset flight time to of inert gases as a function of 

Vdc ' and taking a linear regression of to versus [M/n(Vdc -6E~+/ne)l1:;, values 
of C and 8 can be derived from the slope and intercept of the plot. As shown 

in Table 12.1, this method is applicable even when an einzel voltage is ap­
plied to focus the ion beam, and, although the value of C changes by almost 

1%, the same accuracy is achievable in both absolute ion mass and ion energy 

measurements. The linearity of the plot (12.8) can be seen from the value of 
the coefficient of determination which differs from 1 by only 2 x10-8. The 

ionic masses measured by our pulsed-laser atom-probe differ from standard 

table values by only about 0.0005 u to 0.005 u for light to heavy elements. 
We can also use the fact that ionic masses are already accurately known. 
Thus by measuring the onset flight times, values of 6E~+/ne can be derived. 
These values are listed in Table 12.1. We find that the experimental values 
agree with (12.3) to within ±0.2n eV to ±0.3n eV, where n is the charge state 
of the ions, if the laser-stimulated field desorption is carried out at low 
laser power. If laser power is too high, ions with an excess energy as high 

as 10 eV can be formed. These high-energy ions can be produced only by a 

photoexcitation effect. As has been emphasized earlier, the pulsed-laser ToF 

atom-probe is also an ion energy analyzer and an ion-reaction-time measuring 

device of excellent energy and time resolution. These properties will be 

discussed in Sect.12.4. 
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12.1.5 A Statistical Method of Counting Single Ions 

The time-of-flight atom-probe detects single ions by direct counting of the 
number of signal pulses registered in the detector. For a good mass resolu­

tion system, if more than one ion of the same mass-to-charge ratio are field 
evaporated in one pulsed field evaporation, they will be counted as one ion. 

Thus unless a proper statistical method [12.14J is used, the compositional 
analysis done with the atom-probe will give a false result. 

We have to recognize here that field evaporation does not occur at a con­
stant rate, because of the atomic step structure of the nearly hemispherical 
sample surface. However, if the probe hole is sufficiently large and is 
aimed at a high-index plane, or if the probe-hole is always adjusted to aim 
at the lattice step of a low-index plane, then the field evaporation rate 
can be considered to be nearly constant. The average number n of ions field 
evaporated per laser pulse within the area covered by the probe hole can be 
taken to be constant, but the actual field evaporation events should still 
be nearly random. Therefore, the probability that n atoms are field evapor­
ated in one pulse covered by the probe hole is given by the Poisson distri­
bution 

- n 
P (n) = ~ exp(-n) n n. (12.9) 

Let us consider a binary system with the true fractional abundances of the 
two components represented by fA and fB. Since field evaporation of a sur­
face layer normally takes place at the plane edge, the two components field 
evaporate at the same rate, a rate controlled solely by the receding rate 
of the layer. The probability that exactly nA of the n atoms field evaporated 
are A atoms is given by 

n! nA (n-nA) 
PnA(n) = nA!(n - nA)! fA fB (12.10) 

A field-evaporated ion is detected if it reaches the detector and succes­
sfully stimulates a detector signal. This probability is given by eted. The 
probability that all the nA ions of type A fail to produce an A signal is 

nA 
(1 - eted) . (12.11) 

Therefore, the probability that an A signal is successfully recorded by the 

field evaporation of nA atoms is given by 

[1 - (1 - eted)nA] (12.12) 
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The average number of A signals detected by the atom-probe for each high­
voltage pulse is given by 

nA = ~ ~ [1 - (1 - eted)nA]PnA(n)Pn(n) 
n=O nA=O 

~; ~ [1 - (1 - eted)nA]p (n)P (n) 
n=O nA=O nA n 

(12.13) 

when each pulse removes only a small fraction of an atomic layer. The same 
equation can also be derived from 

_ <X> _ [ nA] 
nA ~ n ~O PnA(fAn) 1 - (1 - eted) 

A-

Similarly, for B atoms, 

(12.14 ) 

The normalized fractional abundances for A- and B-type atoms, as recorded by 
the atom-probe signals, are given by 

1 - exp(-etedfAn) 
FA = -------------

2 - exp(-etedfAn) - exp(-etedfBn) 

1 - exp(-etedfBn) 
F = --------------
B 2 - exp(-etedfAn) - exp(-etedfBn) 

(12.15) 

(12.16) 

The quantities FA and FB are the "apparent abundances" of the sample for A­
and B-type atoms, respectively. A few asymptotic behaviors can be noted. 

(1) When etedn->O, FA->fA and FB->fB. The atom probe gives the true composi­
tion of a sample only if the evaporation is done at an extremely low rate. 

(2) An atom-probe with a low eted gives more accurate compositions. However, 
such a system has a lower sensitivity, and thus more limited capability. 

(3) When etedn~1, both FA and FB approach 0.5 as a limit for all combina­

tions of fA and fB. 
(4) The true compositions, fA and fB, can be derived from FA and FB using a 

numerical method. 

The statistical analysis can also be easily extended to multiple-component 

systems. For an N-component system with fractional abundances f 1,f2,·· .,fN, 
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one has 

nj 1 - exp(-etel}) 

- exp(etedfjn) 

and 

for j 

(12.17) 

1,2, ... ,N (12.18) 

The important thing is to recognize the statistical nature of atom-probe 

data even if the detection efficiency of the system is 100%. In general, the 
true composition can be obtained simply by very slow field evaporation; at 
a rate at which only one ion is detected for every 10 to 20 pulses. No sta­
tistical correction is then needed. This statistical method, however, can be 
used to study impurities of very low concentrations with the atom-probe. 

12.1.6 Imaging Atom-Probes 

An imaging atom-probe is basically an ordinary FIM, but the screen is now 
replaced by a curved Chevron channel plate assembly which can detect single 

ions and can also give rise to a greatly intensified desorbed ion image 
[12.15]. A schematic diagram of this type of atom-probe is given in Fig.12.5. 
The imaging atom-probe is therefore a time-of-flight mass spectrometer as 
well as an ion microscope. The pulsed field desorption can either be done 
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Fig.12.5. Pulsed-laser imaging atom-probe (schematic) 
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with HV pulses [12.15] or with laser pulses [12.6,9]. In vacuum, pulsed field 
desorbed ions will form a field desorption image; at the same time, a time­
of-flight mass spectrum is obtained. The desorption image will reveal the spa­

tial distribution of these desorbed species on the emitter surface. As the 
flight path is only about 10-15 cm and the flight time is usually less than 

1 ~s, the mass resolution is very limited. It is usually no better than 30 

to 60 at half peak height. 

However, this instrument has unique capability. The system is capable of 

revealing the spatial distribution of a selected species on the emitter sur­

face by using a flight time gating technique. Specifically, the Chevron 

channel plate is activated for only 40-60 ns by a high-voltage pulse just at 

the moment the selected ion species is expected to arrive at the Chevron 

ion detector. All these operations, in fact, do not have to be done in va­

cuum. They can be done in the presence of an image gas, provided the gas pres­

sure is low enough to ensure that the random field ionization signal is low. 

The imaging atom-probe has been actively employed to study metallurgical 
problems. Only after the pulsed-laser technique had been introduced, could 

it be meaningfully applied to study gas-surface interactions and simple che­

mical reactions on solid surface [12.8,9,16]. 

12.1.7 A Method for Ion-Reaction-Time Amplification 

In general, ion reaction rates can be measured with a time-of-flight mass 

spectrometer with a time resolution comparable to that of the electronics 
of the system, which is about 10-9_10- 10s. The rate measurement can achieve 
a much better time resolution by using an ion-reaction-time amplification 

method [12.13]. The basic principle of this method will be discussed in gen­
eral terms, and an application of this principle to field-ion emission will 
be discussed in connection with a study of field dissociation of metal-he­
lide (MHe) ions. The amplification scheme is needed to measure an ion reac­

tion time with a time resolution much better than the time resolution of the 

ins trument. 

An ion-reaction-time amplification means that those ion-reaction events 

taking place in a very short time period 8, will have their detection 

stretched over a much longer time period 8t. The amplification factor can 

be defined as 

(12.19) 
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The basic idea is to build the time-of-flight mass spectrometer in two well­
separated sections: The acceleration-reaction section of very small length 
1, and a field-free-flight section of very large length L, as shown in Fig. 
12.6. Thus the total flight time of an ion is determined almost entirely by 
the kinetic energy of the ion when it leaves the acceleration-reaction sec­
tion. This energy, however, depends entirely on the location in the acceler­
ation-reaction section where the ion is formed. The location depends, of 
course, on the rate of the ion reaction, or the ion reaction time. The basic 
principle can be best illustrated by a simple and idealized example: a photo­

dissociation reaction represented by 

(M + m) n+ _--::-,-p_h..:...ot..:...o,..:,n_ n+ + " ) M + m + e absorptlon (into metal) (12.20) 

The compound ions (M +m)n+ are assumed to be formed right at the surface, 
e.g., by pulsed ion bombardment of a surface, and they are subsequently dis-
soci ated by absorpti on of photons fY"om a conti nuous 1 aser source or 
laser source with the pulse width much larger than the dissociation 
The total flight time of the Mn+ ion formed at x is given by 

L {2nevO [ (m) X]}-~ t Rl VfTXI = L -M- 1 - iil+M T 

a pulsed 
time. 

(12.21) 

where vf(x) is the final velocity of the Mn+ ion. A difference in the flight 

times of ot for two ions will correspond to a difference oX in the locations 
of their formation, which in turn will correspond to a difference OT in the 
times of their formation. They are related by 

300 



ot = {2nevO [ (m \ xJ}3/2 
-M- 1 - m + M) T 

neVO (_m_) .b. oX 
M _m + M_ 1 and (12.22) 

OT(X) ox where (12.23) = v(x) 

v(x) -cnevo ~t - (M +m) 1 (12.24) 

is the velocity of the compound ion (m +M)n+ just before its dissociation. 
Combining (12.21-24) , one finds 

(*t L 

(m ~ M _ 4) 3/2 2T 
A(x) (12.25) 

Thus the amplification factor is proportional to L/1, and is also dependent 
on the 1 ocati on where the ion reacti on occurs. tlaximum amp 1 ifi cati on occurs 
if x =1 or if the dissociation occurs after the parent ion has already gained 
the full energy of the acceleration voltage, 

_ (m\ L A(l) - 2M) T . (12.26) 

Equation (12.26) suggests that, whenever possible, one should measure the 
flight time distribution, or the energy distribution of the ion species with 

the smalle~ mass. An amplification factor of 103-105 can easily be achieved 

with 1 ",,5 mm and L",,10 m. Thus with fA system time resolution of 1 x 10-\ to 
1 x10- 10s, easily achievable with modern electronics and laser units, a time 
resolution of 10-14 to 10-15s can be obtained in ion-reaction-time measure­
ments using this ion-reaction-time amplification scheme. An example will be 
presented in Sect.12.4 in connection with field dissociation of metal-helide 
ions. The scheme can be used in any time-of-flight system to study ion reac­
tions such as spontaneous dissociation of atom cluster ions, photofragmenta­
tion, Coulomb explosion, field dissociation, etc. 
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12.2 Structural and Compositional Analysis of Solid Surfaces 

12.2.1 Atomic Structures of Emitter Surfaces 

The field-ion emitter surface prepared by low-temperature field evaporation 
of a metal or an alloy tip is nearly hemispherical in shape. It is atomical­
ly smooth, i.e., many small atomically perfect crystal facets of circular 
shape are developed along different crystallographic directions [12.2,17]. 

For high-atom-density planes, such as {lID} of bcc and {Ill} of fcc struc­
tures, the surface structure is too smooth to produce a field ion image in 
these cases, only plane edge atoms can be seen. These planes thus appear as 
concentric rings in the image. Each ring represents one atomic step. For low­
atom-density planes such as {Ill} of bcc and {D12 } of fcc, surface atoms are 
sufficiently separated so that all the atoms in the top surface layer can be 
imaged. Field-ion images of a bcc metal, tungsten, and a fcc metal, gold, 
are shown in Figs.12.7 and 8. 

Fig.12.7 
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Fig .12.8 

Fig.12.B. Neon field-ion image of a fcc gold surface taken at 55 K 

Fig.12.7. Helium field-ion image of a bcc tungsten surface taken at 21 K 
~ 

It is well known that metal surfaces are often reconstructed, i.e., the 
atomic structure of a surface is different from what one would expect from 
truncating a solid. Low-temperature field-evaporated surfaces, however, often 
do not show these atomic rearrangements, since at low temperatures surface 
atoms are immobile and thus cannot assume a thermodynamic equilibrium surface 

structure. They have been observed, however, in a few exceptional cases, 
e.g., on W{100}, where high-temperature field evaporation produces a super­

structure of the surface [12.1B]. In the case of an alloy, one alloy species 

may not be imaged [12.19]. For an ordered alloy or a compound, the field-ion 

image thus reveals the atomic structure and symmetry of the sublattice of 

the imaged species. For random alloys, field-ion images are very irregular, 
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revealing often only random spots with barely recognizable crystallographic 
symmetry. 

12.2.2 Compositional Analysis of Surface Atomic Layers: 
Alloy Segregations and Impurity Segregation 

In thermal equilibrium, the surface composition of an alloy may be different 
from that in the bulk due to segregation of one of the species to the surface 
[12.20] . Also impurity atoms may segregate to the surface. Surface segregation 
has important implications in alloy catalysis, physical metallurgy, and ma­

terials' properties. Although the composition of the top and near-surface 
layers can be derived with surface-sensitive, macroscopic analytical tech­

niques such as Auger-electron spectroscopy (AES), ultraviolet photoelectron 
spectroscopy (UPS), and low-energy ion scattering (LEIS), accurate in-depth 
composition profiles with true single atomic layer depth resolution have been 

obtained only by the time-of-flight atom-probe field-ion microscope [12.21, 
22J. 

The experimental procedure for deriving a composition depth profile is 
illustrated in Fig.12.9. An alloy tip is first pretreated by low-temperature 
field evaporation and the surface characterized by the field-ion image. It 
is then annealed at 600 to 7000 e for 3 to 5 minutes in a pressure range of 
about 10-10 Torr to equilibrate the distribution of alloy species in the 
near-surface layers, and subsequently quenched to liquid nitrogen temperature. 

I 
I 

/ 

"-

Tip 

--

" , 

--
a) Sampling Procedure 

\ 
\ 
\ 
\ 

\ 

Probe Hole 

b) Volume Sampled. Two Views 

Fig.12.9. Procedure for ob­
taining a composition depth 
profile with true single 
atomic layer depth resolu­
tion. The volume of the emit­
ter sampled is also shown 
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The quenching rate is estimated to be l04oC/ s which effectively freezes the 
alloy species distribution. The field-ion image of the thermal end form al­
ways shows large faceting of high-atom-density planes such as {Ill} and 
{OOI} of fcc and {llO} of bcc materials. Very slow pulsed field evaporation 
is then carried out with a pulsed-voltage fraction of ~20%. The probe hole 
is always aimed at the edge of the top layer by constantly adjusting the tip 
orientation using the gimbal system. Thus, there is no intermixing of signals 
from adjacent atomic layers and the depth profile derived has a true single 
atomic layer depth resolution. Figure 12.9 also shows the volume of the tip 
sampled by this procedure, and Fig.12.l0 gives an example of the depth pro­
file of a PtRh alloy. It is found that the top layer is enriched with Rh, the 
second layer is depleted of Rh and enriched with Pt, and from the third layer 
on, the composition returns to values close to those found in the bulk. The 
same behavior has been observed for all five of the different PtRh alloys 
studied (Fig.12.ll). The most interesting feature of the PtRh alloys is that 
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tained with the atomprobe. The 
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equilibrated at 700°C 

Table 12.2. Binary-alloy surface segregation behavior observed in atom-probe 
studies 

Alloy Segregating Extent of segregation Nature of convergence to 
system element [no. of atomic layers] bulk value 

Pt-Rh Rh 1 Oscillatory 
Pt-Ir Pt 2 Monotonic 
Pt-Au Au 4 Monotonic 
Ni-Cu Cu 1 Oscillatory 

the concentration of Rh decays nonmonotonically into the bulk, indicating 

that atomic interactions in alloys may not be monotonic in distance depen­

dence [12.23]. In Table 12.2, results obtained with the atom-probe [12.21,22] 

are listed. It is quite clear that each individual alloy behaves quite dif­

ferently from the others. 

An example of impurity segregation in metals or alloys is the segregation 

of sulfur found in PtRh alloys. Although the total impurity content of these 
alloys is less than 100 ppm, an overlayer of sulfur is found after each an­

nealing. The coverage of sulfur is also found to be linearly proportional to 
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concentration, thus in­
versely proportional to 
Pt concentration, in 
the top surface layer, 
indicating an attractive 
interaction between Rh 
and S a toms 

the concentration of Rh in the top surface layer, as shown in Fig.12.12, sug­
gesting a strong attractive interaction between Rh atoms and S atoms. Sulfur 

atoms are known to promote certain catalytical reactions, while poisoning some 

other chemical reactions. Study of cosegregation of S in binary alloy is thus 
of great interest and importance to catalysis. 

12.3 Gas-Surface Interactions 

12.3.1 Field Adsorption 

In the atom-probe study of gas-surface interactions, one has to differentiate 
carefully the genuine effect of the surface and the effect of the high applied 
electric field. The high electric field needed for field ionization and field 
evaporation can promote adsorption of gases by a field-induced dipole-dipole 
interaction between gas molecules and surface atoms [12.24). This interaction 
is of the order of 0.1-0.3 eV and the adsorption sites should be on top of 
the surface atoms. This energy is enough to induce close to a monolayer cf 
adsorbates at a temperature below 120 K. However, it is still very small com­

pared to the chemisorption energy of most gases on metal surfaces or the bind­

ing energy of atoms in a molecule. Thus, while we have to be careful in inter­

preting some of the atom-probe data, we expect the conclusions drawn from the 

atom-probe in surface reactivity studies to represent well the genuine con­
dition of the surface, as will be discussed further. Nevertheless, we will 

consider field adsorption here. 
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Field adsorption of inert gases can occur at a temperature as high as 
120 K [12.24]. It is produced by a field-induced dipole-dipole interaction 
between gas atoms, or molecules, and surface atoms. The equilibrium probabi­

lity of field adsorption p, at a given temperature T, has been shown to be 
gi ven by 

r vOKT ( H \]-1 
P = 1 + plo exp - kT) (12.27) 

where K is the gas supply function, Vo is the preexponential factor in the 

thermal desorption equation, Pg is the gas pressure, FO is the applied field, 
and H is the field adsorption energy. This equation can be best expressed as 

(12.28) 

Thus, by experimentally measuring p as a function of T and plotting T versus 

liT, one gets a straight line with slope -H/k and an intercept of In(voKIPgFo). 
The probability of field adsorption may be measured with the pulsed-laser 
atom-probe. However, one has to correct for the fact that the probe-hole usual­
ly covers more than one adsorption site and the detection efficiency, which 

includes the ionization efficiency for a thermally desorbed atom and the de­
tector efficiency, is not unity. Also, correction for multi-ion counting, as 

discussed in Sect.12.1.5 must be made. All these detailed methods of data 
analysis have been worked out [12.25] and will not be given here. Experimental 
data [12.26] taken at 4.5 VIA for field adsorption of helium on the W{112} 
plane, plotted as T versus liT, is shown in Fig.12.13. It is found that the 
data points at high temperatures do indeed fit well to a straight line which 
gives an adsorption energy of 0.17 eV. The low-temperature data deviate 
considerably from the straight line. This can be accounted for by an addi­
tional secondary adsorption state of energy 0.10 eV. Other systems, Ne and 

Ar on W{112}, show a similar behavior. Kellogg [12.16] studied the field de­
pendence of the average field adsorption energy of hydrogen on the entire W 

emitter surface using a pulsed-laser imaging atom-probe. He concludes that 
the average field adsorption energy indeed depends on the square of the ap­

plied field, as expected from the field-induced dipole-dipole interaction 
[12.24). In the imaging atom-probe, signals are collected from the entire 

emitter surface. The adsorption energy measured represents the average 
energy for various planes of the emitter surface. 
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12.3.2 Surface Reactivity in the Formation of H3 

The reactivity of a surface depends on many factors. These include: the ad­

sorption energies of chemical species and their dissociation behavior, their 

diffusion on the surface, the adatom-adatom interactions, the active sites 
where a chemical reaction can occur, and the desorption behavior of a new 

chemical species. The site specificity depends on at least three factors: 
the atomic geometry, the electronic structures of the surface, and the loca­
lized surface field. In the atom-probe, the desorption sites can be revealed 

by the time gated desorption image, the electronic structure effect can be 
investigated by the surface material specificity of a chemical reaction, 
and the surface field can be modified by the applied field. l~e shall dis­
cuss now a study of the reactivity of metal surfaces in H3 and NH3 formation 

using the atom-probe. 

On a metal surface, the surface field is produced by an electronic charge 

smoothing effect and a gradual decaying of the electronic charge density be­

yond the positive ion core background [12.27]. Since a surface consists of 

facets of different atomic structures and of lattice steps, the surface field 

also varies from one location to another. Although a detailed distribution 

of the surface field is not known for a realistic metal surface, the surface 
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field strength can be estimated from a jellium model calculation by Lang 
and Kohn. It is found that for transition metals, a typical surface field 
varies from ~3 to 1 VIA at a distance of 0.5 to 2.5 A from the surface. This 
field is comparable in strength to the applied field encountered in field­
ion experiments, where the field strength is an adjustable parameter. The 
applied field needed in field-ion experiments, thus, will not be expected 
to change significantly the reactivity of the metal surface, since an in­
trinsic surface field of comparable magnitude already exists [12.9]. The 
applied positive field will, however, extend the short-range surface field 
to far above the surface so that a desorbed molecule can be field ionized 
and detected. Also, the intrinsic reactivity, although not expected to be 
changed by the appl i ed fi el d, can be enhanced by the fo 11 owi ng effects: 
(1) The adsorbed atoms are now bound closer to the ion core of the substrate 
atoms. (2) The flux of atoms or molecules arriving at the emitter surface 
wi 11 increase by a fi e 1 d enhancement factor of (ClF~/2kT) , where a. is the 
polarizability of the molecules, FO is the applied field, and T is the tem­
perature of the gas. This enhanced gas supply arises from a polarization 
force in the inhomogeneous field near the emitter surface, and the enhance­
ment factor is in general greater than 100. l~e discuss here a study of H3 
formation on metal surfaces, focusing on three aspects, namely, the effect 
of the surface atomic geometry, the effect of the applied field, and the ef­
fect of the electronic properties of the surface as represented by the ma­
terial specificity of the reaction. 

Molecules of H3 are not stable in free space, although its optical spec­
trum has recently been obtained by Herzber-g in a plasma discharge tube 
[12.28]. The ion, H;, has been. known to be stable since J.J. Thomson's mass 
spectroscopic studies in 1912. In hydrogen plasma, H; is the most abundant 
species. It is also believed to be the most abundant ionic species in inter­
stell ar clouds. In fi el d-ion mass spectroscopy of hydrogen from W surfaces, 
CZements and MUZZer [12.29] find a small fraction of H; in the field range 
from 2.0 to 2.5 VIA, coming mostly from protruding surface sites. This atomic 
site dependence has been shown most vividly by time gated field desorption 
images of H; [12.8,9]. Jason et al. [12.30] find H; in the field ionization 
of condensed hydrogen layers, and measure the appearance energy to be 12.7 
eV. This value is 2.9 eV smaller than that of H~. Ernst and BZoek [12.31] 

conclude from a similar experiment that an H; ion is formed at the moment 
when a chemisorbed H combines with a field-adsorbed H2 via 

+ -H2(field-ad.) + H(ch.ad.)~ H3(g) + e (metal) (12.29) 
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In all these "steady-state" methods, hydrogen molecules are supplied to the 
emitter surface continuously, and H+, H;, and H; ions are steadily emitted. 
The role of the substrate is not co~pletely transparent. 

A new type of experiment using pulsed-laser stimulated field desorption 
has been reported by Tsang et al. [lZ.6,7]. Hydrogen is first adsorbed on 

-8 -9 the surface at a gas pressure as low as 1 x 10 Torr to 8 x 10 Torr. It is 
desorbed by laser pulse of 300 ps. From a study of the energetics in pulsed­
laser field desorption of gases they conclude that the observed ion species 
with sharp ion energy distributions are produced by field ionization at the 
field ionization zone of thermally des orbed neutral molecules [lZ.7]. They, 

therefore, conclude that neutral H3 molecules exist on the metal surface in 
a field adsorption state [lZ.8]. The H; ions observed are produced by field 
ionization beyond the critical distance of field ionization for the thermally 
desorbed H3 molecules. This conclusion has now been substantiated by an elec­
tron-stimulated field desorption study by Ernst and Block who interpret their 
result to agree best with linear H3 molecules field adsorbed on the emitter 
surface [lZ.3Z]. 

The H; ion is most abundant from protruding atomic sites of the emitter 
+ + surface [lZ.8]. The field dependence of the relative abundance of H , HZ' and 

H; in pulsed-laser field desorption are shown in Fig.1Z.14. As can be seen 
from this figure, H; is quite abundantly emitted at F~2.3 VIA from the 
W{110} steps, but not from the smooth {110} surface. The field dependence 
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Fig.12.14. Relative abundance 
of H+, HZ' and H3 in pulsed­
laser stlmulated field de­
sorption of hydrogen from 
W{110} steps and from the 
W{110} plane. Note that no H~ 
is detected from the flat 
surface 
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curves do not, however, indicate that H3 is not desorbed at high field, 
since H; can be field dissociated into H; and H, or further field ionized 
into H; and H+, at high fields. 

An important question is how H3 molecules are formed on the emitter sur­
face. At least two distinctive mechanisms can be considered. They are disso­
ciative and associative mechanisms as represented, respectively, by 

1
2* + H2 (gas)-+ 2H (ad) 

H (ad.) + H2 (gas)~ H3 (field-ad.) 
and 

1* + H2 (gas) --+ H2 (fi e 1 d -ad. ) 

3H2 (field-ad.)~ 2H3 (field-ad.) 

(12.30) 

(12.31) 

An asterisk (*) here represents an adsorption site. There are several ob­
servations which provide strong support for the association mechanism re­
presented by (12.31). First, H; is observed from some metals such as Au which 
is known not to show dissociative chemisorption of H2 at low temperatures. 
Second, for some metals such as Ir, even though adsorption of H2 is disso­
ciative, few H; ions can be observed. Third, when a H2-D2 mixture is used, 
atomic mixing always occurs for the triatomic molecular ions regardless 
of whether the adsorption of hydrogen is dissociative or not [12.8]. However 
one has to be careful. Even though all the indications are that H3 is formed 
by an associative mechanism, the steps involved may be different from those 
given in (12.31). 

The material specificity of H3 formation on metal surfaces has been inves­
tigated by Ai and Tsong for about 20 transition metals [12.9]. There seens 
to be no clearly predictable trend except that the maximum values of the re­
lative abundance of H; can be as high as 40% for some hcp metals like Be, Ti, 
Hf, and Re. For bcc metals like W, Mo, Ta, and Fe it is about 10 to 20%, 
while fcc metals have the smallest values, ranging from 0 to 10%, wHh the 
exception of Au which is over 20%. Also, H; is more readily formed for me­
tals on the left-hand side of the periodic table. This material specificity 
clearly indicates that H; observed in field ion emission experiments is a 
true product of surface reactivity and not an artifact of the applied field, 
although its formation may have been enhanced by the applied field. 
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12.3.3 Atomic Steps and Reaction Intermediates 
in Ammonia Synthesis 

Identification of reaction intermediates is generally considered to be a key 

to the detailed understanding of heterogeneous catalytic reactions at the 
atomic (molecul'ar) level and also of the selectivity of catalysts in cataly­
tic reactions [1Z.33]. We discuss here an atom-probe study of the reaction 

intermediates in the synthesis of ammonia [1Z.10], which is one of the oldest 

and best-known catalytic reactions. Although industrial processes are conduc­

ted at high temperatures and pressures and with complicated catalysts, sur­

face science studies are usually performed in high vacuum, at low tempera­

tures, and on surfaces of pure metals [1Z.34]. Even under such idealized 

conditions, the detailed atomic steps involved in forming ammonia are not 

yet fully understood. Two possible mechanisms which have been discussed are 

the dissociative and the associative mechanisms [1Z.33]. It is generally 

accepted that heterogeneous catalysis involves the active site, which will 

be represented by an asterisk (*). The detailed steps and the reaction in­
termediates of the two possible mechanisms are listed in Table 1Z.3. It is 

clear that the two mechanisms will give rise to different reaction interme­

diates. Thus, by finding the reaction intermediates, the atomic steps of 

the catalytical reaction can be identified. 

Table 1Z.3. Dissociative and associative mechanisms in ammonia synthesis 
on solid surfacesa 

Di ssoci ati ve Associative 

Z* + NZ .: Z*N * + Nz .: *Nz 
Z* + HZ :;:: Z*H *N Z + HZ :;:: *NZHZ 
*N + *H :;:: *NH + * *N H Z Z + HZ ~ *NZH4 

*NH + *H .: *NHZ + * *NZH4 + HZ .: ZNH3 + * 

*NH + *H ~ *NH3 + * 
Z 

*NH 3 ~ NH3 + * Nz + 3HZ :;:: ZNH3 

Reaction intermediates 

aAn asterisk (*) represents an active site on the surface, which may well be 
a site of a displaced surface atom or a kink atom. 
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Fig.12.15. (a) Pulsed-laser stimulated field desorption mass spectrum obtained 
with a Pt tip at 120-150 K in 4 x10- 7 Torr of a mixed gas of H2:N2=3:1. 
(b) Mass spectrum as in (a) except that the tip temperature is now 80-110 K 
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In the pulsed-laser atom-probe, adsorbed species are thermally field de­
sorbed within a few atomic vibrations, and if the field is high enough, be­
fore they have any additional chance of interacting with other molecules or 
atoms on the surface. Thus, the desorbed species directly represent the reac­
tion intermediates [12.10]. Figure 12.15a shows a pulsed-laser field desorp­
tion mass spectrum from a Pt surface, with a tip temperature of ~140 K, and 
a gas pressure of 4 x10-7 Torr. The composition of the mixed gas is H2:N2=3:1. 
The probe hole was aimed at a lattice step near the central [001] pole. The 
ion species detected are N+, NH+, NH;, NHi' N;, N2H+, and N2H;. The most 
abundant ion species are NH+, NH; and NH3. When the temperature is lowered 
to ~90 K, these ion species disappear rapidly and the most abundant species 

+ + +. + + + are now N2 and N2H . Whenever NH3 1S observed, N , NH , and NH2 are also pre-
sent. This observation clearly demonstrates that NH3 is formed by a dissoci­
ation mechanism, and the reaction intermediates are N, NH, NH2, and NH3. At 
low temperatures when dissociative chemisorption of nitrogen becomes improb­
able, the reaction intermediates disappear quickly. As N2 and N2H exist in 
field-adsorbed states at low temperatures, N; and N2H+ become dominant. 

There is another piece of information in the mass spectra which is of 
great significance, i.e., the line shape of these mass lines, or the ion 
energy distributions. As one can see from Fig.12.15a, the line shape of NH+ 
is not as sharp as NH; and NH;. In fact the NH+ mass line consists of a 
sharp peak and a much broader peak. The low-energy, broad peak is produced 
by field dissociation of NH; and possibly also of NH;. Ions in the sharp 
peak, on the other hand, come directly from the surface. Thus, all the expec­
ted reaction intermediates from the dissociative mechanism have been observed 
and they are desorbed directly from the surface. 

Ai and Tsong [12.9], using a pulsed-laser imaging atom-probe, find that an 
atomically perfect iron surface, prepared by low-temperature field evaporation, 
is corroded by chemisorption of nitrogen. Iron atoms are displaced from lat­
tice sites to the adsorption sites. These displaced atoms are stable in their 
new sites. Gated desorption images show that NH3 and the intermediates are 
desorbed from these sites. It is from these sites that NH3 and the reaction 
intermediates are desorbed. Thus, the study of the reactivity of an atomically 
perfect single-crystal surface, using a macroscopic technique, may not repre­
sent the real reactivity of the perfect surface. The reaativity of a surfaae 

is detennined by the small number of displaaed surfaae atoms, as our result 
i ndi cates. Thi sal so expl a ins why a small fracti on of a monolayer of impur; ty 
atoms such as S can poison the entire surface, since the small number of de-
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sorption sites, which are possibly also the active sites, may be poisoned 
by the S atoms. On the other hand, if S atoms act as a promotor, the activi­
ty of the surface is greatly increased by a small number of S atoms attached 
to these displaced surface atoms. 

12.4 Ion-Reaction- Time Measurement -
Field Dissociation by Atomic Tunneling 

Very fast ion reactions with a reaction time in the 10-13s range can be stu­

died in the pulsed-laser time-of-flight atom-probe with a time resolution as 
good as 20 fs by using the ion-reaction-time amplification scheme described 
in Sect.12.1.7. We present an example here which not only shows the basic 
principle of the ion-reaction-time measurement, but also an ion reaction in­
volving direct tunneling of atoms. The reaction is the field dissociation 
of compound ions [12.35J. 

It is already well known that metal-helide ions can be formed by field 
evaporating metals in helium at low temperatures [12.2,8J. Our data show 
the following general rules for metal-helide ion formation [12.11J: (1) Me­
tal-helide ions can be observed only if the evaporation field is above ~4.2 

to 4.5 VIA. (2) When there are ions of more than one charge state, metal­
helide ions are found only for the highest charge state, provided that the 
ionization energy of the metal atom of this charge state is still less than 
the first ionization energy of helium. For example, no helide ion is found 
for non refractory metals Au, Cu, Ni, Fe, etc. Also in field evaporation of 
W in He, ions of 2+, 3+, and 4+ can be present simultaneously in the mass 
spectrum, but only the 3+ ions contain helide ions. Obviously for w4+, the 
ground-state energy is below that of He+. Thus, if a 4+ helide ion is 
formed, it should have the form of ~/3+-He+, which cannot be a stable ion 

because of the Coulomb repulsive force. All these experimental observations 
indicate that a metal-helide ion is really a neutral helium atom bound to 
a metal ion by a polarization force. The binding energy of this ion-neutral 

atom interaction is estimated to be 0.1 to 0.3 eV [12.8,36J. 

If metal-helide ions can be formed in a high electric field, some of them 
can also be field dissociated before they leave the high-field region. This 
field dissociation is especially obvious for RhHe2+, as shown in Fig.12.16, 
17 [12.37J. Figure 12.16 is a mass spectrum and an ion energy distribution 
of Rh2+ formed by pulsed-laser stimulated field evaporation of Rh in vacuum. 
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The ion energy distribution shows a FWHM of only 3 to 5 eV, which corresponds 

to a zone of ion formation of width 0.3 to 0.5 A. Figure 12.17 is a mass spec­
trum taken in 1 xlO-8 Torr of He. Besides the regular Rh2+ mass line, a mass 

line of RhHe2+ of similar width and a secondary Rh 2+ peak appear. The criti­

cal energy deficit of RhHe2+, calculated from the onset flight time, is al-
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Fig.12.18. Diagram illustrating the mechanisms of field dissociation by atomic 
tunneling of RhHe2+ 

most identical to Rh2+, indicating that RhHe2+ is formed right at the metal 
surface, and that it is indeed a He atom bound to a Rh2+ by a polarization 

force as illustrated in Fig.12.1B. 
The secondary peak in Rh2+ is due to those Rh ions with much larger ener­

gy deficits, i.e., they are formed at a large distance away from the metal 
surface [12.36]. They can only be formed by field dissociation of RhHe2+ 
ions via 

atomic 
RhHe2+ -------» Rh2+ + He 

tunneling 
(12.32) 

The energy difference fiE between Rh2+ ions in the main peak and in the se­
condary peak can be found from 

(12.33) 

where n =2 is the charge state, to the onset flight time of the main peak, 
and fit is the difference between the flight times of the main peak and the 

secondary peak. If one goes through the deta i 1 s of the energeti cs of ion 
formation, using the parabolic electrode configuration for the electric 

field distribution near the tip surface, one finds ~E to be related to the 

location x where the field dissociation occurs by 

~E 
neVO 

In(1 + 9 (12.34) 2k{ 1 + M/m) 

where rO is the tip radius, k ""5, M is the mass of Rh and m is the mass of 
He. From (12.33,34) one finds 
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x = rf exp[4k(1 +~) ~~J -1 (12.35) 

Using the experimental data shown in Fig.12.17, L1t =30 ns, to =22444 ns, 

M =103 u, m =4 u,rO =420 A, and k =5, one obtains x =220 A. The flight time 
of the RhHe2+ over this distance can be shown to be given by 

t(x) = J ~ = Jk(m + M) f dx' 
o v(x ) neVO 0 [In(l + 2x'/ro)J!, 

(12.36) 

t(220 A) = 7.9 x 10-13s 

Thus, our experiment shows that a significant fraction of RhHe2+ ions are 
field dissociated in a spatial zone of about 150 A width which is centered 

around 220 A above the surface, as shown in Fig.12.18. The field dissociation 
occurs in 8 x 10-13s . Once a RhHe 2+ passes through this field dissociation 

zone it becomes stable, as can be understood from the theory of field disso­
ciation of Hiskes described below [12.35J. 

Field dissociation of a compound ion is a quantum mechanical tunneling 

phenomenon of atoms which has no classical analog. The equation of relative 
motion of the atom and the ion is given by 

(12.37) 

where ~ =m/(l +m/M) is the reduced mass of the compound ion, rn is the vec-
tor from the neutral atom to the ion, and zn is its component along the direc­
tion of the electric field. From the sign of the term 2eFzn/(1 +M/m) it is 

clear that atomic tunneling can occur only if zn is positive, corresponding 
to orientation B shown in Fig.12.18. When a RhHe2+ is just desorbed, it has 
the orientation shown in A of Fig.12.18. In this orientation, the RhHe 2+ can­
not field dissociate. As the ion accelerates away, it also rotates due to the 
torque of the electric force. When it has rotated by 1800 into orientation B, 
it can field dissociate. This corresponds to the peak position in the dissoci­
ation zone. If it does not field dissociate, it will take another full rotation 
of 3600 to be in the right orientation again. By this time, it is too far 
away from the tip and the field is too low for field dissociation to occur. 

Thus the field dissociation zone is the result of the interplay of rotation, 

vibration, and atomic tunneling. For comparison, in field ionization, the 
ionization zone is the result of the electron tunneling rate and the Fermi 

level of the metal [12.2,17]. 
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The rotational motion of RhHe 2+ can be estimated to be the following. If 
we neglect the electric force, the rotational energy is given by 

E = J (J + 1)1'12 
rot 2 r2 

11 n 

(12.38) 

where 11 =6.39 x 1O-2\g is the reduced mass of the ion, and rn R<2.6 A is the 
distance between the Rh and He nuclei. One can easily show that the time 
needed for a rotation of 1800 is given by 

2 2 
1T)lr n 1Tllr n 

t1T [J(J + 1)1'12] R< ~ (12.39) 

If we use t =8 x 10-13s, we find the rotational quantum number of J = 1, 1T 
which corresponds to an average temperature of ~510 K. This seems to be much 
higher than the surface temperature. The tip was kept at 55 K and a laser 

pulse heated the surface to less than 300 K for ~1 ns. However, if we con­
sider the forced rotation by the electric force, using classical mechanics, 

2 d2e (\ )lrn d7 = 2eFrn m : M7sine (12.40) 

we find 

t = f de 
1T 0 [(4eF/Mrn)(1 - cose) + w~]~ 

(12.41) 

Using numerical integration, one can easily show that t =3.35 x10- 13s for 1T 
J =1. The calculated time is too short by a factor of 3. Of course, the clas-
sical mechanical calculation may not be correct, and the changes in J caused 
by the acceleration due to the applied electric force may take a much longer 
time. At the moment, no such calculation is available. 

Another interesting observation supporting field dissociation of RhHe2+ 

as an atomic tunneling phenomenon is a dramatic change in the dissociation 
behavior when 4He is replaced by 3He , as shown in Fig.12.19. The secondary 

2+ Rh peak is no longer there, although a few scattered low-energy ions can 

still be found. This observation can be qualitatively understood by consilder­
ing the tunneling probability. From (12.37) one can see that with 3He the 

reduced mass of RhHe2+ will be smaller, thus the barrier penetration proba­

bility will increase. However, the potential barrier reducing term -2eFz/ 

(1 +M/m) is also mass dependent. With a smaller m, the magnitude of this 
term is reduced, thus the barrier penetration will decrease. Apparently, 
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the latter effect is more significant for RhHe2+ as can also be seen from 

a WKB estimation. For this purpose we will approximate the effective poten­

tial barrier by an equilateral triangle of height H and width (1 +M/m) H/2eF, 

as shown in Fig.12.20, where H is the barrier height for a RhHe2+ ion. The 
barrier penetration probability per encounter of the potential barrier is 

then 
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[ (~~)~ (1+M/m)H/2eF ( 2eFx )~ ] 
D(H,V(x)) "" exp - \h2 2 J (1 + M/m) dx 

= exp[- % (~~)~(1 +e~/m) H3/2] (12.42) 

A reasonable value of the barrier height H is 0.05 eV, similar to the activ­
ation energy in field evaporation. At a field of 4.8 VIA one has 

D(4He ) 0.033 

D(3He ) 0.017 

This is in fair qualitative agreement with the experimental data, which shows 
that about 10 to 15% of Rh4He2+ are field dissociated (thus indicating 4 to 

6 vibrations) and that perhaps less than 2 to 3% of Rh 3He2+ are field dis­
sociated. The calculated ratio D(4He )/D(3He ) ",,2 is smaller than the experimen­
tal data by a factor of 3 to 5. A detailed calculation [12.36] can account 

for the experimental observation, which also gives an estimate of the bind­
ing energy of 4He and Rh2+ as ~.6 ±0.3 eV. However, it is quite clear from 

the detailed discussion of this example that a high-resolution ToF spectrum 
contains information on dynamics and energetics of ion formation, and that 
ion reaction times in the 10-13s range, such as an effect of the rotational 
motion of ions, can also be measured. Our data, although still too small, 

seem also to show the effect of vibration. In other types of metal-helide 
ions we fi nd that M03+ shows secondary peaks whenever r1oHe3+ ions are formed, 
and no secondary peaks are found for Pt2+ and Ir2+, even when helide ions 

are formed. At the moment we have no satisfactory explanations. 
The dissociation time measured in this experiment must represent one ot 

the fastest ion reactions ever measured. The ion-reaction-time amplifica­
tion factor in this experiment can be shown to be 

A(x) = ~~ = to [k(:e:o M) In(l + ~~)r[2k(l + ~)ro(l + ~~)r1 (12.43) 

Using the experimental data, one finds that A(220 A) =4.8 x104. The time 

resolution of this measurement is, therefore, as good as 1 ns/4.8 x104, or 

21 fs! 

We want to point out here that in field-ionization mass spectroscopy, an 

exponentially decaying low-energy tail in the mass line of a gas species can 
be interpreted as being due to field dissociation [12.38] or as being due 
to autoionization (ionization in free space) [12.39]. In pulsed-laser field 
desorption no such uncertainty exists, since autoionization will not occur. 
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The data shown in Figs.12.16 and 17 are, therefore, some of the most direct 
experimental evidence of field dissociation of ions by atomic tunneling. 

12.5 Summary 

With the development of the pulsed-laser time-of-flight atom-probe, the capa­
bility of the atom-probe has now been extended well beyond the originally 

proposed mass analysis of metals and alloys. The newly developed high-reso­
lution pulsed-laser atom-probe is capable of allowing accurate ion mass and 
energy analyses, and also of ion-reaction-time measurements with a time re­
solution of 10 to 20 fs. It is also capable of being used to study gas-sur­

face interactions and to analyze low electrical conductivity materials. Since 
the high-resolution pulsed-laser atom-probe was developed only recently, 
its full potential has yet to be explored. The experimental results available 

are still limited. The examples presented here are intended to show the vari­
ous possible applications and the potential of further progress along these 
directions. Scientists always aim to understand physical phenomena in terms 

of microscopic theories. In this sense, atom-probe field-ion microscopy is 

most valuable and should be able to make many more unique contributions in 
the near future. 
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13. Field Emission Microscopy -
Trends and Perspectives 

A.J. Melmed 

Surface Science Division, National Bureau of Standards, 
Gaithersburg, MD 20899, USA 

Microscopy came early to the science of surfaces, but somehow was neglected 
in the rush of effort applied to harvesting the many kinds of information made 
available by the various more popular methods of surface investigation. It is 
fair to consider that modern surface science originated with the impressive 
works of Irving Langmuir. The field grew rapidly in the late 1950s with the 
emerging commercial availability of reliable metal ultra-high-vacuum (UHV) 
apparatus, coupled with the newly simplified approach to low-energy-electron 
diffraction (LEED), and the rapid development of various surface spectroscopies, 
which attracted the majority of surface scientists to nonmicroscopic approaches 
to the study of surfaces. By that time, of course, optical microscopy was rath­
er mature, electron microscopy was maturing rapidly and the field emission mi­
croscopies were experiencing a flurry (albeit of modest proportions) of activ­
ity. Optical microscopy generally was relegated to use as a test for surface 
smoothness by the metallographer in preparing a surface for subsequent surface 
study, or on a few occasions was used in an actual surface investigation. Elec­
tron microscopy was occasionally used in an investigation of surface phenomena. 
However, in general, neither of these microscopies was integrated into the 
UHV regime of the surface scientists of the 60s and 70s. Only in the past ap­
proximately five years have serious efforts been made to do electron microscopy 
in the UHV environment with the intention of studying surface phenomena. Field­
electron emission and field-ion microscopy (FIM) made very important contri­
butions to the early development of surface science. They have been used less 
extensively, however, in more recent years, for reasons whose discussion is 
outside the scope of the present chapter, although they are compatible with 
and complementary to many of the nonmicroscopic techniques of surface science. 
Suffice it to mention that the atomic resolution capability of FIM has not been 
directly applicable to answering most of the surface science questions regard­
ing gaseous atomic and molecular interactions with surfaces. 

Moreover, as surely as there are differences in the personalities of 
people, there are differences in the approach to scientific inquiry among 
surface scientists. These approaches, for present purposes, can be divided 
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into the set of those who wish to have a direct look into the "black box" of 
scientific mystery and those who wish to determine the contents of the black 
box through measurements of its response to various probes. The course of de­
velopment of surface science thus far would seem to indicate that most sur­
face scientists are in the latter set. However, with the increasing use of 
UHV electron microscopy, the spreading interest in scanning tunneling micro­
scopy and the increasing use of atom-probe field-ion microscopy, the balance 
is shifting. Microscopy in surface science is certainly becoming more popular, 
and it has become abundantly clear that it is not maximally fruitful to adopt 
a purely microscopic - or a purely nonmicroscopic - approach to solving prob­
lems in surface science. Generally, a multidisciplinary approach, including 
both kinds of inquiry, is most profitable. 

The aim of this chapter is to describe briefly the field emission micro­
scopies, field-electron emission microscopy (FEEM) and field-ion microscopy, 
to illustrate their contributions to surface science and to offer a personal 
outlook for the future roles of these microscopies. In general, the inter­
esting high-field surface effects that have been discovered through FEEM and 
FIM will not be discussed, except as they pertain to explanations of the ca­
pabilities of the microscopies. 

13.1 Historical Background 

Any serious discussion of FEEM and FIM must be punctuated throughout by the 
name of Erwin W. MUller, originator and developer of both microscopies as we 
now know them. The point projection microscope, which came to be known as the 
field-electron emission microscope or simply the field emission microscope, 
derived from MUller's efforts to understand quantitatively the phenomenon of 
electron tunneling into vacuum from a metal with an applied electric field. 
In this effort, he was by no means alone. In the years following the theoret­
ical description by FowZer and Nordheim [13.1], there was considerable inter­
est in experimental verification of the field-electron tunneling phenomenon. 
This led to various combinations of field-electron sources and detectors, most­
ly lacking an analytically correct description of the electron source geomet­
ry. E.W. MUller finally devised a pointed W electron emission source which 
could be thermally smoothed and cleaned in high vacuum to produce an improved 
point electron source, and he used a phosphor screen to display the spatial 
distribution of the field-emitted electrons. In addition to providing a tool 
for quantitative verification of tbe field-electron emission theory, this was 
the origin of the field-electron emission microscope [13.2]. 
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In 1951, MUller introduced the positive-ion version of his point projection 
microscope, the field-ion microscope (FIM, also) [13.2]. Under the prevailing 
experimental conditions, although isolated single atoms on a W surface clearly 
were made visible by the FIM, then operated at room temperature, the point-to­
point spatial resolution, that is the resolution for adjacent atoms in the 
surface lattice, was only about 6 ~. In 1956, the low-temperature feature of 
FIM was introduced [13.4], and this made 3 ~ lateral resolution routinely 
possible. 

One further large step was taken in 1967 when MUller introduced the atom­
probe field-ion microscope. This took advantage of the unique capability of 
the field emission microscopes to dissect the specimen atom by atom, using 
the process of field evaporation. The fundamental effect of field desorption 
had been discovered in 1941 by E.W. MUZZer [13.5]. Time-of-flight measurements 
of the effluent ions then provided a mass/charge analysis with single-ion 
sensitivity. 

The larger part of the following discussion will be devoted to field-elec­
tron microscopy because it has received relatively little attention in recent 
years. In view of the natural tendency for researchers to gravitate towards 
the most rapidly developing areas of their science, most recent works, and 
consequently the recent reviews, have dealt with field-ion mictroscopy and 
atom-probe analyses. The achievements of FEEM tend to be given less attention 
in the general technical literature than this author believes to be justified. 

A comment concerning the perturbation of phenomena by the act of observing 
the phenomena is appropriate here. For some as yet unpublished reason, the ob­
servations and measurements made by the field-emission microscopies are very 
often taken to be subject to uncertainty due to the observational probe, name­
ly the electric field, whereas most surface research by other observational 
techniques is rarely subjected to the generically equivalent uncertainty. That 
this situation has persisted, due to the real or pretended ignorance of the 
facts of some authors, will be emphasized throughout the remainder of this 
chapter by the redundant explicit statement, where appropriate, that the phe­
nomenon under study occurs in the total absence of an electric field. 

13.2 Some Comments Related to Curved and Planar Surfaces 

In the older, most general consideration of surfaces and their properties, 
namely the thermodynamics approach, surface curvature is a property usually 
to be neglected as innocuously small in its consequences unless the radii of 
curvature are infinitesimally small [13.6]. It is now well known from the 
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viewpoint of surface science that well before that curvature regime is reached, 
important differences prevail between planar and curved surfaces in general. 
These differences derive from structural differences on an atomic scale and 
their effects on surface chemistry and physics. The elements of such struc­
tural differences, namely surface steps and kinks, play important roles in 
many surface processes [13.7]. However, it is interesting to note that cer­
tain features of the surfaces used in surface science investigations may 
change as a function of real experimental time. These changes, which largely 
have been ignored, playa perhaps deceptively important role in diminishing 
the differences. It is inevitable [13.8-10] that the resultant shapes, after 
sputtering, chemical reactions, heating, etc. of most crystalline specimens 
have both curved and planar surfaces. Qualitatively, it is the ratio of steps 
to planar area that is important, and any complete surface study should in­
clude such a characterization during the course of the study. Thus arises one 
major research need for careful surface microscopy or topography. 

13.3 Field-Electron Emission Microscopy 

13.3.1 Conceptual 

Fundamentally, FEEM is based on the phenomenon of field-electron emission, 
sometimes referred to as cold cathode emission or electron tunneling from a 
conducting solid into vacuum [13.11]. The phenomenon has been treated theo­
retically using a one-dimensional, free-electron quantum mechanical model 
[13.1], for a metal at zero temperature. A negative electric potential is 
applied to the specimen; combined with the potential due to the image force 
on an electron, this creates a finite-width potential barrier near the sur­
face. Electrons supplied by the specimen can tunnel through this barrier in­
to vacuum, with a probability determined by the barrier shape. The electron 
current density [A/cm2] is described by the Fowler-Nordheim (F-N) equation 
[13.1] as 

6 1/2 2 7 3/2 
I = 6.2 x 1O-)l F exp (-6.8 x 10 x ~ /F) 

(~ + JJH1/2 
(13.1) 

where JJ is the chemical potential of an electron and ~ is the electron work 
function. Here, F is expressed in V/cm. Later treatments added small modi~i­

cations to the equation [13.12], but no substantial changes in its form re­
sulted. 

The F-N equation is strictly valid only for low temperatures (T ~ 0 K) and 
the theoretical description becomes more complicated at elevated temperatures 
[13.12] in the temperature range intermediate between cold cathode and therm-
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ionic emission. The higher-temperature modification of the F-N equation was 
approximated by Young [13.13] in a derivation based on total electron energy 
instead of the earlier-used normal energy. This recognized that in an actual 
experimental measurement of the energy distribution of field emitted electrons, 
it is the total energy distribution which is measured. 

13.3.2 The Microscopy 

a) The Microscope 

Field-electron emission microscopy is a point-projection microscopy utilizing 
the approximately straight-line radial projection of electrons field-emitted 
from the small, rounded apex of an electrically conducting solid specimen 
(the tip) onto a larger diameter detector, usually a phosphor screen [13.14], 
and the projection geometry may be described as more-or-less spherical. (A 
cylindrical form of field-electron microscope was demonstrated [13.15], but 
it has found very little use.) Conceptually and structurally, it is rather 
simple when compared to most other microscopes. However, as with other micro­
scopies, some of the related measurements that can be made using secondary 
apparatus are rather complex. 

The essential elements of the field-electron emission microscope (FEEM, 
also), as conceived by MUZZer [13.2], are a tip, which can be heated by 
passing current through its support loop, an anode ring, and a phosphor screen 
to display the spatial distribution of field-emitted electrons. If no other 
elements are needed for additional purposes, then the anode ring can be de­
leted and an electrically conductive, optically transparent film on the inside 
surface of the glass can be used instead. The tip may be attached to the sup­
port loop in various ways (simple spot welding, for example), and two more 
wires may be added to the loop near the tip so that the potential and current 
through that part of the loop can be measured to determine specimen tempera­
ture, with appropriate radiation-loss corrections at higher temperatures. The 
FEEM elements are usually enclosed in an envelope attached to a vacuum system, 
and other elements are added to enable elemental or molecular deposition onto 
the emitter surface and for measurement of other properties of the field­
emitted electrons. Specimen cooling to liquid nitrogen or liquid hydrogen 
temperature is relatively easy [13.16], and the entire microscope can be made 
small enough to be immersed entirely in liquid nitrogen, liquid hydrogen or 
liquid helium [13.17]. Additional environmental control can be achieved in 
conventional ways, and the microscope can be attached to or incorporated in 
a general surface studies chamber. The usual size of a FEEM is about 10-20 cm 
in its largest dimension, but microscopes for special purposes have been made 
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with their largest dimension about 2 m and at least one has been built with 
its largest dimension less than 25 mm. The microscope chamber can be of most­
ly metal construction, although mostly glass envelopes seem to be preferred 
by the users. Aside from differences in the ease of construction and cost, 
there are subtle differences in the local environment of the specimen due to 
the different vacuum-related properties of the metals and glasses used. 

The FE EM is, of necessity, an UHV microscope for most purposes. The elec­
tric field needed for imaging imposes a stress on the emitter tip [13.16], 
which has not been a practical limitation, but limits or precludes imaging 
at high ambient gas pressures, due to the possibility of specimen damage from 
energetic back-accelerated gas ions produced in the field near the specimen. 
Only brief imaging is tolerable, for example, in 10-6 Torr oxygen. The situ­
ation is improved by using short-duration pulsed fields for imaging, but is 
generally still poor. Therefore, unless one wishes to investigate the effects 
of an intense electric field on some surface phenomenon, the field is general­
ly turned off during interactions at any temperature and pressure, or instead 
of the customary dc field, a pulsed field with a low duty cycle is used to 
minimize field effects. Thus, the full range of temperatures, pressures, and 
adsorbates used in surface science investigations is available for use in 
FEEM. The field is used only for observations and measurements before and 
after interactions, and at these times, ultra-high vacuum and relatively low 
(usually room temperature or lower) temperature of the specimen prevails. The 
phenomenon under study occurs in the total absence of an electric field. 

b) Magnification 

The magnification for direct radial projection of the surface of a relatively 
small sphere of radius r onto the inner surface of a confocal spherical enve­
lope of radius R is 

M = R/r (13.2) 

In the FEEM, the emitting part of the specimen is not exactly spherical and 
the envelope is not confocal with the specimen shape and the projected image 
has certain distortions; that is, the magnification is not uniform. Addition­
ally, the nearly hemispherical specimen tip is attached to its shank, which 
is more nearly conical in shape. This introduces an overall image compression, 
and the magnification for a small region of the tip is given by 

M = R/sr (13.3) 

where R is now the distance of the center of curvature of the region to its 
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image on the screen, r is the local radius of curvature, and ~ is a number, 
usually about 1.5 [13.18]. Magnifications of 105-106 are common in practice 
and such magnifications are more than adequate to utilize the available reso­
lution. For example, a typical value for R is 5 cm, and a typical average tip 
radius of curvature is 2000 R, giving an average magnification of 1.7x10S. 
Since the compression factor ~ varies significantly with the emitter shape 
[13.18,19], the magnification is usually not characterized better than ± 15%, 
unless the tip shape is measured independently, by transmission electron mi­
croscopy for example. 

c) Contrast 

Contrast in the FEEM image depends on several factors, some related to tip 
features and some to the detector. An extensive analysis is not justified here; 
instead only the major factors will be discussed. Conforming to the theoreti­
cal description above, the major factors are the local work function and the 
local surface topography, which is implicitly contained in the value of the 
local electric field strength. Referring to the F-N equation (13.1), it is 
clear that both of these parameters affect the local field emission current 
density strongly. Their variation over the emitter surface provides image con­
trast. For a so-called smooth surface, for example a thermally cleaned field 
emitter, the image consists of bright and dark areas with smoothly varying 
intensity between these areas. If the tip is a single crystal, then the pat­
tern of bright and dark areas is usually quite simply related approximately 
to the orthographic or stereographic projection for the particular structure 
in the corresponding orientation. Illustrative examples of clean-surface 
field-electron emission images for bcc, fcc, and hcp metals are given in 
Fig.13.1 [13.20]. The dark areas are parts of the surface that have the higher 
work functions and also are less curved. For example, the central (dark) re­
gion of the W image, the (011) region, has the closest atomic packing and 
therefore the largest flat facet and also the highest work function for the 
clean W surface [13.21]. 

The strong dependence of emission current density on both local work func­
tion and topography is generally a favorable circumstance as it tends to make 
visible a wide variety of surface features. However, in some instances ambi­
guity of image interpretation can arise. For example, as the result of chemi­
sorption, the local work function generally changes, but surface rearrange­
ment may also occur, changing the local topography. Such ambiguities can usu­
ally be sorted out by experienced microscopists. However, for unambiguous 
image interpretation in those cases where it is feasible, the specimen may 
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Fig.13.la-c. Field-electron emis­
sion micrographs. (a) Tungsten, bcc, 
(011) plane in center; (b) Platinum, 
fcc, (001) plane in center; (c) Rhe­
nium, (1010) plane (dark) near cen­
ter, (0001) plane at 6 o'clock posi­
tion 

be examined by field-ion microscopy, which is sensitive primarily to topo­
graphy, or may be probed by the combination of electron energy distribution 
analysis and current-voltage (F-N) measurement to determine the work function 
independent of topography. 

d) ResoZution 

The theoretical lateral resolution of the FEEM for a smooth surface has been 
derived [13.12] in the form 

(13.4) 

Typically, r = 1000 ~, V = 2500 V, ~ = 4.5 eV and A and B are constants, giv-
o 

ing a resolution of 0 = 23 A. Reducing the radius, that is using a sharper 
tip, improves the calculated resolution, so that if the radius can be kept 
at 100 ~, a resolution of < 10 E is predicted [13.14]. In practice, resolu-
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tions significantly less than 15 ~ are not usually achieved [13.12]. The res­
olution is determined also by the spreading of the electrons as they travel 
from emitter to screen, that is the magnification, the wavelengths of the 
emitted electrons, and the tangential components of the electron velocities. 
Interestingly, small bumps on an otherwise smooth emitter surface, acting es­
sentially as emitters of very small radii, do provide improved resolution 
[13.22]. For example, individual barium atoms have been resolved [13.23] when 
adsorbed on a higher work function field emitter surface. Images of small 
oxide molecules [13.24,25] and organic molecules [13.14] have been seen in 
the FEEM, but unresolved questions remain regarding the imaging mechanism, so 
that it is not clear whether the theoretical description for a smooth surface 
given above applies. 

e) The Specimen 

It has been brought to the reader's attention amply that the field emitter 
used in FEEM is. perforce, a solid with a curved surface. Such a shape is 
needed to achieve the high field strengths at reasonable voltages and also to 
obtain high magnifications in reasonable-size microscopes. For illustration, 
the field at the surface of a typical field emitter is given by 

F = V/kr (13.5) 

the value if k depending on the emitter geometry [13.14]; typically k = 5. 
Field strengths of about 0.3-0.5 VIa are usual, giving currents of 10-6-10-5 a 
for applied voltages of a few thousand volts. 

Most of the surface science studies with the FE EM employ crystalline emit­
ters, the field emitter thus presenting for investigation a wide range of sur­
face geometries, including a variety of single-crystal planes and stepped re­
gions. This unavoidable circumastance endows the FEEM with both benefits and 
shortcomings. Unfortunately, only the very low-index crystal planes are devel­
oped significantly on the thermally cleaned (the usual case) surface. For ex­
ample, it is not ordinarily possible to develop {Ill} planes on a thermally 
cleaned W surface. Fortunately, however, low-temperature field evaporation 
13.5, which both cleans and smooths the surface, does develop these important 
planes. Unfortunately, subsequent experiments on surfaces prepared by low­
temperature field evaporation are generally limited to temperatures below the 
onset of surface self-diffusion, which would severely disarrange the surface. 
Fortunately, many important experiments can be done below such temperatures 
(about 600 K for W, for example). Surface phenomena which may involve long­
range forces, greater than about 100 ~, can be studied by FEEM only on the 
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very low-index planes, especially if plane edges (steps) must be avoided. 
However, for studying the effects of surface steps on surface phenomena, such 
as nucleation, the FEEM is exceptionally well suited. It should be mentioned 
in this regard, that the simple FEEM described above may be modified in vari­
ous ways so that the user can isolate the emission from a selected area of 
the emitter surface for detailed study. By use of probe-hole techniques 
[13.26,27], the properties of individual surface planes or stepped areas can 
be explored. 

The FEEM specimen is also well suited to studying phenomena at low temper­
atures, adsorbed gas/metal surface diffusion, for example. Due to the high 
magnification and contrast available, small quantities of adsorbate can be 
followed to measure adsorption and surface diffusion. The small distance scale 
involved allows measurements to be made in relatively short times and over a 
variety of surface facets and stepped regions. The short times tend to mini­
mize interference due to contamination from the ambient, and the presence of 
various types of surface geometry during the same experiment implies similar 
conditions for the comparison of results for these surfaces. 

The total FE EM image provides information about the surface conditions 
over a large part of the curved specimen. The field emission current mostly 
comes from step edges and lower work function planes, and information from 
the high work function areas is derivable only by sensitive curent measure­
ments from those areas. However, simple visual observation of the overall 
FE EM image or pattern provides a qualitative picture of, for example, the 
distribution of an adsorbate. Furthermore, various heat treatments can cause 
characteristic pattern changes due to the physical redistribution of surface 
atoms - geometric reconstruction - or crystallographically specific adsorption 
that results in specific local work function variations [13.12]. This allows 
the FEEM to be used as a sensitive qualitative residual gas analyzer. Thus, 
various simple gases such as oxygen, carbon monoxide, hydrogen, and nitrogen, 
when adsorbed on tungsten, can be identified after some specimen heat treat­
ment. The sensitivity derives from integrating the effects of the adsorbate, 
that is just waiting for some time to accumulate the fraction of a monolayer 
necessary for an identification. 

f) Criteria for a CLean Surface 
There are many ways to produce a surface which is said to be clean within the 
framework of surface science. They include cleaving in UHV, heating in UHV, 
oxidation followed by annealing in UHV, reduction followed by annealing in 
UHV, sputtering followed by annealing in UHV, low-temperature field evapora-
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tion and vapor deposition of clean material. There are many ways to test a 
surface for the presence of contamination, perhaps as many as there are tech­
niques for studying surfaces. In real-world experiments, there is no doubt 
that different methods of surface characterization have different sensitivi­
ties for degrees and kind of contamination. Consequently, sometimes earlier 
work is thrown into questionable status based on new work using a more sen­
sitive technique. 

Within the discipline of FEEM, there are definite criteria for a clean 
surface. However, they are largely subjective and rely strongly on the dili­
gence and patience of the scientist. For a specimen that has been heated in 
UHV as the last step in an attempted cleaning process, the usual procedure 
in FE EM is to declare the specimen clean if the following criteria are satis­
fied [13.12]:(1) The FEEM image is relatively simple, containing facets of 
low intensity and bright regions, with smooth gradations from dark to light. 
(2) The FEEM image does not change qualitatively upon further heating to 
higher or lower temperatures, except for the subtle changes in faceting known 
to occur as a function of temperature. The first criterion derives from vast 
experience with W field emitters and an appreciation of the fact that the 
field emitter surface, due to its curvature, contains a very high density of 
atomic steps and kink sites, usually representing the likely binding sites 
for contaminants. Decoration of such binding sites generally leads to abrupt 
changes of local image intensity. The second criterion guards against the 
presence of sub-surface contamination since such contamination, in general, 
diffuses into and out of the bulk at various temperatures. This test is not 
always done but is mandatory in this author's view, first, because sub-surface 
contamination can influence surface phenomena [13.28], and second, because 
sub-surface contamination may diffuse to the surface during later experiments 
if done at temperatures other than the cleaning temperature. 

Two very nice features of smallish curved-surface specimens should be noted 
here. Such specimens have rather large surface-to-volume ratios (by virtue of 
small volume) and they can be heated repeatedly to high temperatures while ap­
proximately retaining their shape. These features make thermal cleaning an 
easier process compared to the parallel situation with macroscopic, flat spec­
imens. 

Finally, producing a clean surface for FEEM by low-temperature field evap­
oration in UHV provides, in general, a surface with the same purity as the 
bulk, but introduces some limitations on the subsequent use of the specimen, 
as mentioned earlier. 
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g) Specimen Materials 

Specimen material in an FEEM must have sufficient electron conductivity to 
sustain the necessary high field at its surface and to allow an emission cur­
rent of, perhaps, some nanoamperes; metals and semiconductors generally meet 
this requirement. Additionally, the material must have sufficient tensile 
strength to sustain the stress associated with the electric field; most solid 
metals and semiconductors meet this requirement. There may be additional re­
quirements, depending on the specific nature of the experiments to be per­
formed. For example, if a clean surface is required, then obviously the mate­
rial must be cleanable by the techniques available in the FEEM. 

Most of the early FEEM work was done usin~ W specimens because problems 
abounded which could be researched using W, and W was easy to prepare and to 
clean in UHV. In recent years, many other specimen materials have been used: 
Ta, Mo, lr, Pt, Rh, Pd, Ni, V, Au, Os, Nb, Re, Ru, Si, Ge, Hf, and Zr come to 
mind. Additionally, many metals have been used as field-electron emitters in 
the form of single or polycrystalline layers epitaxially grown from the vapor 
phase [13.29,30]. These include Cu, Ag, Fe, Y, Pb, Dy, Gd, Sm, and Eu. Thus, 
it is clear that FEEM has come a long way from the W days. Further breadth in 
the variety of specimen materials could have been realized earlier had the 
need for obtaining a clean surface been taken less as a mandate and more as 
desiratum. 

13.3.3 Selected Field-Electron Emission Microscopy Research 

a) Visibility of Atomic and Molecular Objects 

There are at least two reasons, related to surface science, for demonstrating 
the capability of a microscope to visualize adsorbed atomic and molecular ob­
jects. The first is to establish an impressive range of applicability of the 
microscope to see small-scale surface events, and the second is to stimulate 
further research into those surface phenomena involving atoms and molecules. 
During the approximately 25 years following the introduction of the FEEM, 
there was considerable activity centered on the question of its practically 
achievable resolution. It was clear, both experimentally and theoretically, 
that the FEEM could not be expected to resolve the lateral spacings of surface 
lattices, but the resolution of small adsorbed objects might be quite a dif­
ferent matter. In order to test the FEEM for such resolution, various metallic 
atoms and oxide and organic molecules were adsorbed onto the field emitter 
surface. 

MUller studied the adsorption on W of K, Cs, Ba, Sr, Th, U, Zr, S, Se, BaD, 
and a large number of different organic molecules [13.14]. Special attention 
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was given to Sa/W studies from which he concluded that individual Sa ions in 
an adsorbate aggregate could often be resolved, that is seen as individual 
atoms. Ashworth concurred, and further concluded that individual hydrogen and 
oxygen molecules could occasionally be seen [13.31]. The issue of whether or 
not the FEEM could see individual Sa atoms became a matter of some controver­
sy, inspiring some very nice research, but ultimately the issue subsided when 
the FIM was introduced and was recognized to have far superior resolution, 
anyway. 

The images produced by the adsorption of organic molecular vapors on field 
emitter surfaces generated even more difference of opinion among the many re­
searchers attracted to the subject. The initial experimental results [13.32] 
were spectacular for they indicated very clearly that individual dye molecules 
(pthalocynine) could not only be seen by the FEEM, but also that details of 
their shape could be resolved. This issue became rather murky, however, when 
the original workers [13.14], and others [13.33], found that all of the vari­
ous organic molecules, ranging in size from benzene to pentacene and larger, 
and including a variety of (theoretical) shapes, appeared the same in the 
FEEM images. This led to various, nonrigorous ideas about the imaging mecha­
nism and to questions about what was actually being imaged; that is, were the 
images due to individual molecules, as MUller originally claimed, or something 
else such as sputtered pieces of substrate material or molecular clusters? 

Later work [13.34] showed that the "molecular" images sometimes correspond 
to adsorbed individual molecules, but also sometimes originate from stacks of 
2-6 molecules. When the adsorption is done on a surface maintained at a low 
temperature (77 K), there are distinguishable differences in the FEEM images 
of some molecul es [13.20]. Although several mechani sms of image formati on have 
been proposed [13.14,33-41], the interpretation of the molecular images has 
never been rigorously established or widely accepted. 

There seems to be no doubt that the FEEM can see individual molecules; the 
question remains, however, why the images do not always look like the text­
book models. Field-ion microscopy images of Cu-pthalocyanine [13.42] show that 
the ion image of the object giving rise to a molecular image in the FEEM typ­
ically is some 10-20 times smaller than the corresponding FEEM image. This 
and other characteristics of the FEEM molecular images have prompted a number 
of suggestions that scattering of electrons tunneling (possibly with resonan­
ces) from the substrate through the adsorbed molecules giveS rise to the char­
acteristic singlet, doublet, and quadruplet molecular images. 

Further research based on the ability of the FEEM to see organic (and some 
other) molecules seems still to be in the potential stage, although some frag-
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mentary work was done to test for polymerization in a series of related organ­
ics [13.431. Image interpretation questions have probably been a deterrent. 

b) Surface Diffusion 

The FEEM has been used to measure parameters of surface diffusion by utilizing 
the strong dependence of image contrast on work function and on the local ra­
dius of curvature. As the attentive reader will note, the FEEM can and has 
been used to measure surface diffusion both in the presence of an electric 
field and in the absence of such a field. Moreover, the effects on the measure­
ments due to the negative field strengths used in FEEM are usually small, 
amounting to about 15 % of the activation energy for metal adsorbates of av­
erage atomic polarizability [13.44], and probably much less for inorganic 
molecular or atomic gases. Only for atoms of very high polarizability [13.45] 
does the FEEM field cause a si9nificant perturbation to the diffusion process. 
The perturbation can be reduced by using low-duty-cycle pulsed fields or im­
age amplification and lower field strength. 

Investigations by FEEM of surface diffusion have been extensive and very 
productive, but these have been limited almost entirely to diffusion on metal 
surfaces or to metal surface self-diffusion. The limitation to metals has been 
due to two main reasons. First, it is generally harder to clean semiconductor 
field emitters than metals [13.46,47]. Second, no one seemed to be interested 
in studying diffusion on dirty semiconductor surfaces, although some experi­
mental estimates have been made for surface self diffusion of Si and Ge 
[13.48]. There have been interesting problems enough in the regime of diffusion 
on metals. 

i) Gases on Metals 

The early pioneering research of Gomer on the diffusion of oxygen and hydro­
gen on tungsten and hydrogen on nickel [13.49,50] vividly demonstrated the 
capabilities of FEEM in this area and in gas/metal adsorption in general. 
This work took full advantage of the curved-surface microscopy, as discussed 
in Sects. 13.3.2e,f to uncover the effects of gas coverage, surface tempera­
ture and surface structural heterogeneity on surface diffusion. 

The technique devised by Gomer for adsorbate diffusion studies consisted 
of first depositing the gas onto some fraction, perhaps half, of the field 
emitter surface from a gas source located to the side of the emitter. The de­
position was performed with no applied field and with the entire FEEM immersed 
in liquid hydrogen or liquid helium. Gas not adsorbed on the emitter struc­
ture condensed on the cold walls of the FEEM, and the "shadowed" region of the 

338 



emitter remained clean. The gas dose could be controlled and calibrated to re­
sult in coverages ranging from submonolayer to multilayer. Subsequent heating 
of the emitter, with the field on, caused diffusion and spreading of the ad­
sorbed layer(s) into the initially clean region of the emitter surface; the 
movement could be observed in real time due to the difference in work function 
between clean and covered parts of the emitter. Measurements of the migration 
distance x as functions of time t, and temperature T obeyed the Einstein and 
Arrhenius equations written simply as 

~2= DO exp ~ (13.6) 

where k is Boltzman's constant, from which determinations of the diffusion 
activation energy Q and a preexponential term DO could be made. 

Three types of surface diffusion were found [13.17]. For hydrogen on tung­
sten, uniform spreading with a sharply defined boundary (seen with -20 ~ res­
olution) occurred at temperatures < 20 K for initial deposits greater than a 
monolayer. Anisotropic spreading with a sharp boundary occurred at higher 
temperatures, 180-240 K, and boundary-free spreading occurred for lower cov­
erages. Similar experiments were done for Other gases and yielded values of 
preexponential factors and activation energies not then measurable by other 
means. 

More recently, another technique was developed which enables surface dif­
fusion measurement with the FEEM. The field-electron emission from a selected 
crystallographic region of the surface can be isolated, or probed, and this 
electron current can be measured and analyzed. While the current of electrons 
emitted from a clean metal field emitter exhibits mostly shot noise, adsorp­
tion of atoms or molecules causes the electron emission to exhibit a different 
spectrum of noise, termed flicker noise [13.51]. This fluctuation of field 
emission current has been related to surface diffusion of the adsorbate and 
very interesting and informative measurements have been made of metal and 
gas atomic diffusion on single crystal planes [13.52,53]. The technique has 
some advantages compared to the other FEEM method, described above, for mea­
suring adsorbate surface diffusion. Measurement of diffusion on high work 
function planes of the substrate is easier and detecting directional effects 
on individual planes is possible [13.54,55]. However, the technique is irre­
vocably locked into the need to use an electric field during the diffusion 
process being measured. 

ii) MetaLs on MetaZs 

Surface diffusion of an adsorbed metal on another metal substrate was measured 
for Ba and W in early FE EM experiments [13.56], and more accurately a few 
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years later [13.44]. The procedures for measuring surface diffusion parameters 
are usually similar to those used in the deposit-and-spread method described 
above for gas/metal surface diffusion. The mi.croscope is often equipped with 

cryogenic fluid cooling for the field emitter to ensure that the as-deposited 
metal is confined initially to the area of the emitter "seen" by the metal 
vapor source used to deposit the metal onto the emitter. The metal adsorbate 
can be seen due to a generally different work function compared to the sub­
strate and also due to its different microgeometry. Thus, it is usually pos­
sible to observe and measure diffusion of the second and third monolayers on 
top of the preceding layers. In all studies to date, the substrate metal has 
had a higher melting point than the deposited metal, for experimental simplic­
ity. It is generally easier to clean the surface of a higher-melting-point 
metal, and it is generally easier to construct a clean vapor source for lower­
melting-point metals. The general rule observed is a decrease in the diffusion 
activation energy as the coverage increases. An exception known to this author 
is the case of gold diffusion on tungsten [13.57]., 

As for gas/metal surface diffusion, metal/metal diffusion is observed with 
no boundary at submonolayer coverages and with a sharply defined boundary for 
multilayer diffusion. Varying degrees of anisotropy in the diffusion rates and 
the activation energies occur for diffusion over different crystallographic 
regions and different directions on the substrate, and these also vary signif­
icantly with admetal and surface contamination [13.58]. It is a straightforward 
matter to measure metal/metal surface diffusion for the zero-field case by 
causing the diffusion to occur during periods when the field is off, and then 
lowering the specimen temperature quickly and measuring the position of the 
diffusion front [13.44]. A positive electric field has also been applied dur­
ing surface diffusion. The effect of a positive field is large, for incom­
pletely explained reasons, but the effect of the negative field, ordinarily 
used for FE EM imaging, is much smaller [13.44]. 

iii) Surface SeLf-Diffusion 
This kind of surface diffusion was evident even in the earliest FE EMs when­

ever the specimen was heated in the presence of the electric field [13.23]. 
Due primarily to the tapered shape of the field emitter and its shank, the 
field strength generally increases as the apex is approached from the tip 
support-loop direction. Thus, there is a force driving atoms, polarized in 
the field, to migrate towards the apex ~13.21]. Given sufficient thermal ac­
tivation, surface atoms will migrate and reform or "build up" a revised tip 
shape. This build-up process can be repeated at different temperatures and 
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field strengths and between experiments the original shape can be restored 
approximately by annealing the tip without the field. Field-dependent activa­
tion energies can be measured and atomic polarizabilities can be determined. 

Zero-field surface self-diffusion can be measured by at least two different 
methods in the FE EM through blunting and smoothing of field emitters. Blunt­
ing of a heated field emitter occurs due to thermodynamic driving forces 
[13.9] which cause material to be transported from the tip apex to the shank 
regions in the absence of an electric field. This process results in a loss 
of material from the original apex. The process was FE EM monitored intermit­
tently by MaZZer [13.59] who determined the change of tip geometry with time 
and temperature from its field emission characteristics. Later workers im­
proved the accuracy of this type of measurement by determining tip-shape 
changes using transmission electron microscopy [13.21]. The measurement of 
surface self-diffusion can be done more precisely in the FEEM by using the 
emitter-smoothing method. This method consists of first causing a reproducible 
small perturbation to the original smooth emitter shape by field build up 
while monitoring the process by measuring the field emission current at con­
stant applied Voltage. The shape is then smoothed by zero-field heating; the 
specimen is then tested again for current at the constant voltage. From such 
sequences repeated at various temperatures, it can be learned whether 
Arrhenius diffusion behavior is followed and, if so, diffusion parameters can 
be calculated. 

Whereas this type of surface self-diffusion is relatively easy to measure, 
it is not crystal-face specific, and is not simply the hopping motion of ad­
sorbed atoms, to be discussed in Sect. 13.4.2a. It is more closely related 
to the scratch-smoothing diffusion experiments made on macroscopic specimens 
[13.60,61], which involve relatively large amounts of mass transport. In the 
FEEM measurements, the experimental times are short, typically on the order 
of 100 s, due to the high magnification, good resolution, and UHV conditions, 
so that little or no contamination occurs during the diffusion processes. 

cJ NucZeation and CrystaZ Growth 

The FEEM ;s exceptionally well suited for the study of a certain few aspects 
of the nucleation and growth of crystals from the vapor phase. This was recog­
nized early by Gomer [13.17,62,63], who used a modified form of FE EM to in­
vestigate the growth kinetics and other features such as crystallographic ori­
entation of Hg whiskers grown from Hg vapor. Gomer was able to obtain an es­
timate of whisker tensile strength, to determine that growth obeyed a positive 
exponential law until limited by diffusion of Hg atoms along the whisker sides, 
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to estimate the surface diffusion activation energy at about 1.1 kcal and oc­
casionally to observe elastic twisting, which he ascribed to the presence of 
axial screw dislocations. Subsequently, Parker and Hardy [13.64] used the 
technique to study K whisker growth on W. This technique was later generalized 
to enable studies of higher-melting-temperature metal and semiconductor whisk­
er growth [13.65] and some effects thereon of gaseous impurities in the vapor 
[13.58]. Heterogeneous nucleation from the vapor phase, under equilibrium and 
nonequilibrium conditions, has been the subject of many FEEM studies [13.66]. 
Since it is necessary to turn off the field during nucleation and growth, the 
so-called "critical nucleus" [13.67] size cannot be accurately determined but 
nucleation sites can be located and coverage conditions necessary for hetero­
geneous nucleation can be ascertained. Epitaxial relationships can be deter­
mined as can effects due to contamination. The FE EM capability of measuring 
surface diffusion enables an understanding of nucleation site selection as a 
function of substrate temperature ,[13.68]. 

The ability to nucleate and grow crystal layers by vapor deposition epitaxy 
in the FEEM has provided a relatively easy method of preparing field emitters 
for further studies. In those systems that have been tried [13.29], the growth 
parameters have been reproduced easily for macroscopic specimens in a LEED 
apparatus. Thus far, the growth has been always on the lowest-index crystal 
plane for the macroscopic specimen and epitaxial relationships have always 
been the same for both the FE EM and the LEED specimens. 

Only crystals of lower melting temperature than the substrate have been 
grown in the FEEM; it would probably be impractical to grow more-refractory 
crystals on a less-refractory tip for at least two reasons. First, the less­
refractory tip might not be cleanable and second, removing the more-refractory 
crystal (which usually must be done several times until optimum growth condi­
tions are determined) would prove difficult or impossible without destroying 
the substrate tip by blunting or alloying. It should be possible however, to 
grow the less-refractory crystal by vapor deposition epitaxy on a very refrac­
tory tip, and then to use the less~refractory crystal as the substrate for 
vapor deposition growth of a more-refractory material. Safe high-temperature 
erasure should be straight forward for such a system. 

dJ Cleaning Platinum Field Emitters 

Platinum has not proven to be a metal which is easy to clean by the favored 
method of specimen cleaning in the FEEM, that is by heating in UHV [13.69]. 
The extent of difficulty in preparing a clean field emitter depends on the 
initial impurities in the emitter material, possible doping due to the method 



of attachment to the support loop, impurities in the support loop, possible 
specimen doping from the ambient atmosphere during and after bakeout of the 
microscope, and the length of the tip shank which sets an upper limit to the 
temperature to which the tip can be heated. Similar impurities can arise in 
macroscopic Pt specimens, in addition to the possible contamination arising 
from the act of surface characterization itself. Platinum specimens have been 
cleaned successfully in the FE EM by prolonged heating to 1500-1600 C in UHV 
and have met the requirements for a clean surface specified in Sect. 13.3.2f 
[13.69,70]. Special attention was given to testing for the out-diffusion of 
impurities due to lower-temperature heating after high-temperature cleaning. 

The most persistent contamination of the Pt field emitters has been observed 
as bright rings around the step edges of the {001} planes. Early FEEM work 
[13.71] suggested that the contaminant might be oxygen or some oxide. It was 
shown that heating a clean Pt field emitter to ~1000o C in oxygen did indeed 
result in the {001} contamination pattern [13.70] and, importantly, heating in 
hydrogen or carbon monoxide reduced the extent of contamination. More recently, 
Mundschau and Vansetow (MV) [13.69,72] used high-resolution Auger electron 
spectroscopy (AES) to analyze Pt FEEM specimens under various conditions. They 
found, interestingly, that P, Si, and S impurities in the bulk Pt segregated 

to the surface in the {001} areas. Heating to temperatures "close to the mel­
ting point" resulted in a surface which appeared to be clean, by the image­
appearance criterion described in Sect. 13.3.2f, but further heating to lower 
temperatures caused additional segregation of impurities to the {001} areas. 
Ultimately, a clean FEEM pattern, independent of temperature, was achieved 
ll3.69]. 

These results are very important as a demonstration of the rather strong 
binding sites for several kinds of contamination that are associated with 
Pt{OOl}. (Qualitatively similar FEEM observations have been made for Ir{OOl} 
and Au{OOl} [13.73]. The FEEM work has also emphasized the difficulty of re­
moving the last traces of contamination from the Pt surface. These results 
might cause some questions regarding the possibility that the so-called clean­
surface Pt{OOl} reconstruction, derived from LEED observations [13.74], might 
be due to contamination. The LEED studies used surface characterization by 

AES to document surface cleanliness. The MV investigation convincingly demon­
strated that both Si and S are particularly difficult to detect on Pt by AES. 
They found also that large concentrations of surface Si caused the formation 
of Pt{012} planes in addition to contaminating the Pt{OOl} areas; {012} factes 
were reported in some of the LEED work [13.69]. Mundschau and Vanselow con­
clude that "much LEED {001} reconstruction work" probably dealt with observa-
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tions on specimens with overlooked contamination. The totality of evidence 
thus escalates the earlier level of suspicion from "some question" to very 
suspect. However, relating curved-surface observations to planar-surface ob­
servations is not a simple matter. One must recognize the fact that the last 
traces of contamination of the FEEM specimens are observed at the step edges 
around {001} planes; the {001} planes themselves are dark and indistinguishable, 
on the basis of FEEM images alone, from their appearance when the step-edge 
contamination is not present. Thus, it is possible and consistent with all of 
the observations that the macroscopic specimens used in the LEED experiments 
were contaminated, but the contamination was restricted to the step edges and 
thus did not affect the LEED reconstruction results. The main message from MV 
is a justified plea for those who study macroscopic specimens to be more care­
ful in characterizing specimen cleanliness. 

e) Electron Energy Distributions 
For some years following the (1928) F-N formalism describing low-temperature 
field electron emission, there was confusion about the interpretation of mea­
surements of field-electron energy distributions. The earliest measurements 
(1932) by Henderson and Badgley [13.75], using a cylindrical retarding-grid 
analyzer, gave very wide distributions but did show clearly that the onset of 
field-electron emission occurred near the Fermi level in agreement with the 
F-N theory. In later papers, Henderson et al. described experiments with thin­
wire field emitters in cylindrical analyzers [13.76-78] and with a point field 
emitter in a spherical analyzer [13.78,79]; results with the latter were des­
cribed as total energy distributions. They derived the normal energy distribu­
tion [13.78] from the F-N theory, but their measured distributions were too 
wide. MUller, however, using a pointed field emitter in a spherical analyzer 
[13.26,80] obtained excellent ag9reement with the theoretical normal energy 
distribution. Young later recognized that the energy distribution measured in 
the spherical analyzer is indeed the total energy distribution which he calcu­
lated [13.13]. Young and MUller [13.81] accurately measured this distribution 
which was about 1/3 the width of the calculated normal energy distribution, or 
as narrow as 0.14 eV. The older agreement with the incorrectly calculated dis­
tribution was then realized to have been fortuitous due to poor instrumental 
resolution. 

Total agreement of experiment and theory did not prevail. Energy distribu­
tions measured in the W<110>, <Ill>, <112>, <116>, and <130> directions agreed 
with theoretical distributions, but measurements in the W<100> direction gave 
anomalous results [13.82,83]. An anomalous shoulder, or hump, was found at 
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about 0.35 eV below the Fermi level. This was due to features of the W elec­
tronic structure and could not be predicted by the F-N theory which was based 
on an ideal free-electron model. Further theoretical development ensued 
[13.84], and the measurements of field emission energy distributions (FEEDs) 
have continued to be usef.ul. In particular, they have provided interesting in­
formation relating to adsorbed gases and metals. This application of FEEM was 
enhanced when it was pointed out by Duke and ALferieff [13.85] that simply 
describing the effect on electron emission of adsorbed atoms and molecules in 
terms of worR function changes could be a serious error. They impressed upon 
the field emission researchers the importance of possible resonance tunneling 
effects. This certainly expanded the theoretical horizon in FEEM, explained 
some earlier "anomalous" work function results and, of course, led to further 
experimental work, which has confirmed the theory. 

The phenomenon of anomalous energy distribution for the <100> direction of 
W [13.82] is rather interesting in relation to the clean-surface reconstruction 
of W (001) which will be addressed in Sect. 13.4.2b. Measurements of FEEDs are 
excellently suited to the investigation of surface states, responding only to 
the electronic structure of the surface [13.84]. Consequently, the anomalous 
hump has come to be accepted as evidence for a surface state, although the 
detailed description of th~s state has had a controversial history. Results 
of FEED measurements have demonstrated also that, whereas a single adsorbed 
Ca atom does not remove the hump [13.86], a monolayer of adsorbed active or 
inert gas certainly destroys it [13.87]. 

As FEED measurements have progressed, they have evolved into a limited, but 
powerful kind of surface spectroscopy, a near-Fermi-level spectroscopy. 

13.4 Field-Ion Microscopy 

13.4.1 The Microscopy 

a) The Microscope 

As originally conceived [13.3], the FIM was simply an FEEM with reversed tip 
voltage (+) and some added hydrogen or, later, helium as the ambient gas. With 
field strengths about ten times greater than those used for FEEM, an image was 
projected by streams of positive ions, instead of electrons, from the tip to 
the screen. These modifications were made to overcome the limitation of FE EM 
resolution due to the tangential velocities of the field electrons. The suc­
cessful development of FIM in its early stages is a tribute to the experimental 
skill of its inventor, E.W. MUller; in the first approximation, the early im­
ages were almost too faint to be seen by the unaided eye - a dim view indeed. 
Even after the importance of a low temperature for the specimen was recognized 
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and implemented in 1955 [13.4,80,88], long exposure times, up to 45 min, using 
high-speed photographic film and optics were necessary to record FIM images. 
This difficulty was removed about 15 years ago with the availability of micro­
channel-plate image intensifiers, so that the FIM image can now be made suffi­
ciently intense to be seen clearly in ordinary room light. 

The outward appearance of the FIM has never been standardized. One can find 
in use today various sizes of mostly glass or mostly metal, bakeable, or non­
bakeab1e microscopes with or without a specimen quick-change facility, having 
various configurations of cryogenics systems, vacuum and gas-handling appara­
tus, and various kinds of electrical and/or electronic accessories. The essen­
tial elements, consisting of a pointed specimen raised to voltages of about 
2-25 kV positive relative to an image detector and display, remain the same 
as when originally introduced. However, most instruments utilize internal 
microchannel plates or external image intensification to intensify the FIM 
image by a factor of some 102-106. 

bJ The Image 

Image formation in the FIM is initiated by ionization of a gas or vapor with­
in a few ~ngstroms of the specimen surface under the influence of an electric 
field [13.16,89,90]. The field-ionized atoms or molecules are then accelerated 
by the electric field and impinge directly onto a phosphor screen detector or 
onto an image intensifier. A detailed description of the surface-electronic 
and gas-field-adsorption and diffusion effects which may enter into the image 
formation process is outside the intended scope of this brief review; instead, 
an operational viewpoint will be adopted. The parameters which are commonly 
available to the microscopist to control the imaging process are specimen tem­
perature, image gas, and field strength or voltage. 

Specimen temperature influences image resolution, intensity, and contrast, 
all of which improve, generally, with lower temperatures. Also, surface sta­
bility increases with lower temperatures, due to less energy being available 
for activation of atomic displacements, whether partial or complete. Most FIMs 
are equipped to cool the specimen to at least 78 K, and often 20 K or lower, 
and FIMs which are intended to be used for surface science investigations have 
the capability to heat the specimen to hi~her temperatures and to measure 
specimen temperature. 

Although it is not strictly necessary to avoid the use of thermal cleaning 
methods, almost all FIM studies have used field evaporation instead. By in­
creasing the positive field strength, the potential barrier for evaporation of 
a surface atom can be sufficiently lowered to allow escape of the atom in the 
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Fig.13.2. Field-ion micrograph of hafnium. Imaging conditions: voltage: 16.8 kVj 
temperature: about 35 Kj Ne imaging gas. Diameter of image corresponds to 
about 100 nm 

form of a positive ion, even at low temperatures [13.16]. The process, which 
is uniquely controllable in FIM, is termed field desorption, for the removal 
of foreign atoms, and field evaporation, for surface atoms of the primary spec­
imen. The net result of low-temperature field evaporation is a very smooth and 
generally clean (as discussed earlier) surface. Figure 13.2 shows a typical 
FIM image from a low-temperature field-evaporated surface. 

Various gases and vapors are usable and have been used for FIM imagingj inert 
gases, such as helium, neon, and argon as well as hydrogen are most common, 
with mixtures also finding use [13.91,92]. The first ionization potential of 
the imaging gas atoms or molecules determines the field strength necessary 
for imaging; for the gases just mentioned, helium field-ion imaging requires 

a field strength of about 4.4, neon 3.5, argon 2.2, and hydrogen 2.2 V/~ 
[13.16]. Thus, the choice of image gas significantly affects the (negative 
hydrostatic) stress on the specimen. The image contrast is also affected by 
the imaging gas in complicated ways, and in the case of hydrogen can be in-
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fluenced through chemical interactions with various parts of the surface. It 
should be noted also that the choice of imaging gas determines a low-tempera­
ture limit to imaging due to formation of ljquid on the specimen surface. 

The imaging field strength, which is adjusted by setting the applied vol­
tages (approximately, F = V/5r), is usually variable over a few percent; thus, 
the voltage for sharpest image, the so-called best image voltage, is well de­
fined [13.16] for metals. The voltage range for semiconductor imaging is usu­
ally much broader due to field penetration. A criterion which must be met for 
stable imaging in the FIM is that the field strength for imaging must be less 
than the field strength for disrupting the surface. For a given imaging gas, 
this condition is met more easily as the specimen size increases; that is, 
the ratio of imaging field/evaporation field decreases with increasing tip 
size. 

The projected image displays a one-to-one correspondence with those surface 
atoms over which the field-ionization probability and gas supply are suffi­
cient to cause a significant rate of ionization. The projection geometry de­
pends, in detail, on the specimen shape and the detector shape, but usually 
is approximately orthographic or stereographic. Due to the various local atomic 
geometries, so abundant and varied on curved surfaces, there is a variety of 
local magnifications ordinarily present in an FIM image and these are under­
stood, at least for crystalline materials [13.91]. In terms of the local ra­
dius of curvature, magnification is as given in Sect. 13.3.2b for the FEEM. 

Considering the image of Fig.13.2, it is apparent that the only surface 
atoms that generally contribute to the image are those at steps and in the 
lower-index crystal planes (other areas appear dark). There are techniques, 
i.e., using mixtures of imaging gases or carefully adjusting the field strength, 
for increasing the percentage of atoms that image on some planes, but for crys­
talline specimens in general it is never possible to image all of the surface 
atoms in a single image. Sequences of images taken during a slow field-evapo­
ration sequence can, in favorable cases, depict all of the atoms of some sur­
face region, but this is a difficult procedure. 

Surface resolution in FIM is theoretically described in terms of the dis­
tribution of transverse velocities of the emitted ions and their spreading due 
to magnification [13.16]. The transverse velocities may be limited by diffrac­
tion, described by Heisenberg uncertainty, or by the kinetic energy of the gas 
atoms just prior to ionization. Thus, one derivation for temperatures which 
are not too low [13.93] gives the resolution 0 as 

o = [0.6 r (3kT + aF2)/eF]1/2 (13.7) 

where a is the gas-atom polarizability and e is the electron charge. To image 
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a specimen of average radius 50 nm using He imaging gas in an FIM, the field 
strength required would be about 4.5 x 108 V/cm (11 000 V would accomplish 
this), and the theoretical lateral resolution would be 0.12 nm for the speci­
men at 21 K and 0.23 nm at 78 K. For smaller specimen radii, the resolution 
improves, so that for a specimen with 1-nm average radius, the theoretical 
resolution for He FIM at 21 K is about 0.04 nm [13.93]. 

Practically achieved lateral resolution for lattice atoms are lar~er than 
predicted, as usual in a real microscope, and are generally between 0.2 and 
0.3 nm for the most favorable conditions. It is interesting to note that in­
dividual W atoms resting on a W(Oll) plane can easily be "seen" even though 
the surface lattice resolution of the He-FIM for large-radii specimens at 
room temperature was determined to be about 0.5 nm [13.12]. 

The direct vertical resolution of the FIM has not been quantitatively de­
fined. However, it is abundantly clear that surface steps of height as small 
as 0.05 nm can be resolved [13.94]. The vertical resolution in practical cases 
is probably limited by the available contrast. 

c) More About Field EVaporation 

The high-field effect of field evaporation has been investigated elaborately 
by FIM and continues to be the second most important feature of the microscopy, 
after the imaging feature. Several theoretical treatments of the phenomenon 
have appeared and it is still not fully understood. Nevertheless, field eva­
poration is used, generally at low specimen temperatures, in most FIM work to 
prepare a surface for surface science experiments by removing contamination 
layers and surface roughness, for the controlled removal of surface atoms for 
chemical analyses in the atom-probe FIM, or to explore internal atomic struc­
tures. One formulation [13.16] describing field evaporation of an atom in 
nth charge state is 

(13.8) 

where Qn is the field-dependent evaporation activation energy, AO is the zero­
field binding energy, In is the nth ionization potential and P(F) represents 
all polarizability effects. The rate, R, of field evaporation is then 

(13.9) 

Field evaporation of W at 77 k, for example, begins at (5.6-6.7) x 108 V/cm 
[13.16]. 

It is always found experimentally that increasing the field strength causes 
an increased rate of field evaporation, making it apparent from (13.8) that 
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the polarization effects are not dominant and field evaporation should be 
more probable for surface atoms which experience the greater local field 
strengths. This provides a basis for understanding the ordinarily experienced 
field-evaporation sequence for surface atoms of a crystalline material. When 
a crystalline FIM specimen is field evaporated, by application of either a 
steady or a pulsed field, the surface atoms generally evaporate in an orderly 
sequence, the outer edge atoms of net planes evaporattng before the next row 
in, etc., resulting in the appearance of collapsing rings of atom images. 

Field evaporation can, of course, be carried out over a wide range of tem­
peratures. In recent years, field evaporation by a steady field with heating 
by a pulsed-laser beam has become a useful technique [13.95], particularly in 
connection with atom-probe mass analysis. This is an aspect of FIM which is 
currently being actively investigated in several laboratories, and its full 
range of applicability is still to be elucidated. 

dJ The Specimen 

In order to be imaged in an FIM, the specimen must have a shape that includes 
one, and only one, single point with a sufficiently small average radius to 
produce a field strength high enough for copious field ionization of some im­
aging gas, given the conductivity of the specimen at an available applied 
voltage. Additionally, the specimen material must have sufficient tensile 
strength and atomic binding energy to remain intact under the applied field. 
In practice, these conditions have been met by a wide range of materials hav­
ing a wide range of initial morphologies. 
In fact, the time is long past when a complete list of specimens ima~ed by 
FIM could be set down on paper by this author in a finite time. However, some 
indication of approximate limits is evident. Tensile strength as little as 
that of pure Al or Be suffices, and resitivity as high as 5 x 105 0 cm has 
not been an impediment. Most of the metallic and several of the semiconduc­
ting elements and numerous compounds and alloys have been imaged. 

Other factors, however, determine how well or poorly a given specimen ma­
terial can be imaged, that is the FIM image quality. These factors include 
ductility, melting temperature, atomic structure, and, in the case of com­
pounds and alloys, the specific combination of elements. In any case, it is 
clear that the days of tungsten needles as the only practical FIM specimens 
are past. (This is not meant to imply that W is no longer useful to the field­
ion microscopist.) Furthermore, FIM is still a developing discipline, and in­
novations in specimen preparation are probably yet to come. 
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13.4.2 Selected Field-Ion Microscopy Research 

a) Surface Diffusion 

The outstanding application of FIM in surface science research is undoubtedly 
the observation and measurement of atomic surface diffusion, where the power 
of the microscope is directly brought to bear on a phenomenon in its ultimate 
dimensions. MUller raised the possibility of using the FIM for surface diffu­
sion studies [13.96], and subsequently Ehrlich and Hudda reported [13.97] the 
first successful measurement and analysis of single-atom diffusion on well­
characterized crystal planes. This attracted several others to the use of the 
FIM for such work, and a steady stream of credible information has been forth­
coming (e.g. [13.98-100]). From the beginning, the intention was to make ob­
servations and measurements which could be compared with theory, and, there­
fore, rather stringent experimental conditions were considered to be essential. 
Thus, FIM has been developed into a very useful technique for determining the 
kinetics and energetics of atoms moving on near-ideal surfaces, and for ex­
ploring the nature of interatomic forces at surfaces. 

Field evaporation is used to prepare a surface which has facets, one of 
which is selected for the measurements. Such facets are atomically smooth. In 
those instances when all of the associated atoms have been images, the atomic 
structures have been perfectly or nearly perfectly formed. Field evaporation 
can be easily continued until a perfectly formed, atomically smooth plane is 
realized. When an atomically close-packed plane such as W(Oll), for example, 
is used, the interior atoms of the plane are not imaged and, therefore, could 
contain defects.unknown to the experimenter. However, repeated measurements 
on several of these planes guard against such hidden problems. 

Elaborate care is usually exercised to ensure that the thermal vapor source 
used for depositing atoms for the diffusion measurements and the FIM tip are 
outgassed thoroughly, and that no adsorption of ambient gas occurs on the 
plane of interest during the course of a set of measurements. After one or 
more atoms are deposited onto the plane with no applied field, their initial 
positions are recorded, usually by introducing an imaging (inert) gas and 
photographing the FIM image. The field then is removed again and the specimen 
temperature, which is kept low (often about 21 K) for imaging purposes, is 
raised to some temperature T for some time t to allow surface migration to 
occur. The specimen is then cooled and the field once again applied for low­
temperature FIM imaging. This cycle is repeated at various temperatures using 
the same heating time interval. The set of FIM micrographs is used to deter­
mine the positions of each adatom relative to the underlying surface plane, 
following each heating interval. The net atomic displacements which occured 
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in each interval are measured from the micrographs from which the mean square 
displacement <R2> is calculated. Then the diffusivity D is 

(13.10) 

where d is 1 or 2 for atomic motion in one or two dimensions, respectively. 
The activation energy and preexponential factor can then be obtained using 
(13.6,10) . 

The technique has been used to study the migration of single atoms and 
dimers [13.101] on a few metals; unfortunately, it has not been applicable 
to the interesting problems of gas/solid adsorption and surface diffusion, 
since the high field used during imaging would cause desorptions. Investi~a­

tions of atomic self-diffusion have been reported for W, Ir, Pt, Rh, and Ni 
and for Re atomic diffusion on W [13.102]. 

The results of Ehrlich and Hudda [13.97] illustrate well the kinds of in­
formation obtained. For W on W, they found that measurable atomic migration 
occurred at surprisingly low temperatures, 288-337 K for random movement on 
the central (011) plane, and 224-288 K for migration along channels in the 
{112} plane; diffusion required less energy on the {112} plane than on the 
{OIl} plane. Mobility was least on {Ill} and increased in the order {Ill} ~ 
{013} < {OIl} ~ {112}. Atoms were found frequently to be reflected at the 
boundaries of {OIl}, {112}, and {123} planes, and migration took place pref­
erably along the natural atomic rows of the {112} and {113} planes rather 
than across the rows. Interesting edge effects were indicated by the finding 
that diffusion was significantly easier along {112} rows than along the sim­
ilar rows of a {123} plane. Their diffusion data gave for {OIl}, D = 3 x 10-2 

exp (-22/kT), for {123}, 1 x 10-3 exp (-20/kT) and for {112}, 2 x 10-7 exp 
(-13/kT), and some estimates of the entropies of activation. 

This FIM technique has developed into a very fruitful area of study rela­
ted to the fundamental understanding of the growth of crystalline layers and 
crystals, as well as to an understanding of interatomic forces at the smooth 
and stepped parts of clean metal surfaces. In addition to quantitative infor­
mation on atomic migration, a considerable amount of qualitative information 
has been obtained [13.103] about the atomic geometry of metal adsorption 
sites. 

bJ Clean-Surface bcc {OOl} Atomic Structure 

In the investigation of atomic migration, the surface probe is really the mi­
grating atom 'or atoms; the microscope is used only for recording images. Field 
evaporation is another type of probe which can give information about the in-
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teratomic forces on surface atoms, and the research discussed in this section 
illustrates this point. 

The atomic structure of a crystal surface plane is not necessarily identi­
cal to what is expected on the basis of a simple termination of the bulk atom­
ic structure. Most planes which have been examined thus far, however, have the 
expected lateral atomic structures. Interestingly, a few crystal planes have 
been found to be anomalous, that is they have structures which are not simply 

terminations of the bulk structure; these are said to be reconstructed sur­

faces. Among the fcc and bcc metal surface planes so far found to be recon­
structed, FIM has been applied rigorously only to the bcc metals W [13.104] 
and Mo [13.105]. 

With regard to clean metal surface reconstruction, certainly the W{OOl} 

plane has been the most extensively investigated plane studied by FIM. Two of 
the most obvious features commonly observed during low-temperature field evap­

oration of Ware the anomalously irregular appearance of the {001} planes and 
the frequent appearance of small c(2x2)-oriented clusters of 3-5 atoms during 

the final stage of evaporation of a {001} plane. 
Research by LEED on reportedly clean W{OOl} surfaces, with only small 

amounts of reported contamination, has let to different reconstruction models 
[13.106-109] to account for the diffraction observations. The most widely ac­

cepted model, due to Debe and King [13.108], describes the IH100} surface as 
a (lx1) structure which undergoes a high-order structural phase transition 
at about 370 K as the temperature decreases. The model originally included a 
prohibition of reconstruction for parts of the surface within ±20 A from any 
monoatomic step. Atomic displacements of the reconstruction were determined 
to be 0.32 A diagonally in alternating <11> directions; more recently, the 
amplitude of the displacements was reduced to 0.16 ~ [13.110]. Small amounts 
of gaseous contamination of the surface were shown to destroy the reconstruc­
tion [13.107,108]. 

Two FIM investigations came to opposite conclusions. Tsong and Sweeney 

[13.111] reported finding no evidence for reconstruction of W{OOl} in their 
low-temperature (21 K) FIM images; that is, within the resolution of their 
microscope, the images were consistent with a (lx1)-symmetric atomic struc­

ture. Melmed et al. [13.112], however, and Tung et al. using results of FIM 

imaging and careful field evaporation, concluded that W{OOl} is reconstructed 

in a subtly complicated way, including vertical components to the atomic dis­
placements, over a wide range of temperature from about 15 K to at least about 

580 K, and that this is almost always not evident from the FIM images alone. 

The field-evaporation results were used to derive indirectly information about 
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the zero-field atomic structure. Additionally, Tung et al. concluded that 
monoatomic steps do not prevent the occurrence of reconstruction. Later LEED 
work [13.113] confirmed this, and other LEED work [13.114] also confirmed the 
existence of reconstructed W{OOl} at temperatures up to about 700 K. Tung et 
al. also found the structurally related W{013} plane to be similarly recon­
structed. 

A large amount of activity by several experimental and theoretical tech­

niques has been devoted to the question of the geometric and electronic struc­
ture of W{OOl} and related planes in other bcc metals during the past six 
years. Focusing on the relatively small role of FIM, it is clear that in the 
W{OOl} case it provided new information. Regarding the related Mo{OOl} plane, 
FIM results [13.105] again indicated reconstruction, differing in detail from 
the W case, over a wide range of temperature with no prohibiting effect of 
monoatomic height steps. Using FIM Nb{OOl} and Ta{OOl} were found to have nor­
mal, that is not reconstructed, structures [13.114]. 

Both the Mo and Nb results were predicted by LEED investigations that found 
Mo{OOl} to be reconstructed, and Nb{OOl} to be unreconstructed. The structure 
of Ta{OOl} was found to be unreconstructed, first by FIM [13.104] and then by 
LEED [13.115]. Thus, the question of whether a surface is reconstructed or 
normal has been answered by FIM and LEED with consistent agreement. The de­
tailed description of atomic displacements by the two techniques is different, 
however, and this may be due to the different probe characteristics of each 
technique [13.116,117]. The reconstruction atomic displacements are extremely 
small, and theoretically are affected by very small driving forces. 

The application of FIM techniques to the study of clean-surface reconstruc­
tion seems, with the present capabilities and limitations of FIM, to be limi­
ted. While it is feasible to produce large crystal planes (that is, perhaps 
90-100 nm in diameter) in some cases [13.12], it is also true that the speci­
men treatment necessary to achieve such large planes (heating with field) may 

well cause specimen contamination from the bulk or the shank. Additionally, 

the visibility contrast for atoms in the interior of such large planes is usu­

ally nonexistent. In practice, only simple small-scale reconstructions can be 
identified. Probably the most important role for FIM would be to survey vari­

ous materials for the occurrence of reconstruction. This can be done quickly 

and under credibly clean surface conditions. Controversies that might arise 

over the details could then be accumulated for later, more leisurely argument. 
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13.5 Summary and Future Outlook 

Following the early stages of FEEM, during which the techniques of microscope 
design, specimen preparation, and measurement procedures were developed and 
evaluated, the capabilities and limitations of FEEM were known and the micro­
scopy settled into use for various surface studies. The high current density 

and narrow energy distribution of electrons supplied from a field-electron 
emitter began receiving attention from workers with practical application in 
mind; significant and widespread use for the field emitter ultimately became 

a reality. Within surface science, the major thrust of FEEM research was the 
study of gas-metal interactions, that is adsorption, surface diffusion and 

desorption of inorganic gases on clean metal surfaces. Considerable effort 
was put into the study of metallic deposits on clean metal surfaces. Investi­
gations by FEEM of the electronic structure of metals and the effects of ad­
sorption on the electron energy distribution, that is field-electron spectro­

scopy, were appearing with increasing frequency. However, at least two causes 
together resulted in a substantial reduction in the ranks of surface scientists 
maintaining active interest in FEEM. Macroscopic surface investigations be­
came more attractive, and for those surface scientists who maintained an in­
terest in curved-surface microscopy, FIM burst onto the scene and promised 
the attainment of the microscopist's goal of atomic resolution. 

Field-ion microscopy developed rather slowly due to initial difficulties 
with the instrumentation. In the effective absence of commercialization of the 
microscope, individual research laboratories faced considerable time-consuming 
problems merely to begin successful imaging. Ultimately, after the advent of 
convenient UHV-compatible image intensification, the microscopy became more 
popular. Surface science applications have been in the areas of surface atomic 
structure, field ionization and field-ion appearance spectroscopy, field evap­
oration, atomic polarizability, surface diffusion, metallic overlayer adsorp­
tion and corrosion. However, FIM has always had more applicability to metal­
lurgy and materials science than to surface science. This is, perhaps, even 
more so now, with the rapid development of the atom-probes. As with the field­
electron emitter, the field-ion emitter has the properties of high brightness 

and very small spread in beam energy, and this has made it attractive for ap­

plications as a point source of positive ions. Liquid ion source developers, 

in particular, have been exploiting these properties. 
Normally, it is not possible to predict, even approximately, the events of 

the future in the world of science, which is so replete with innovation. At 

most times, it seems certain that all of the major innovations have been made 
already and that not much further first-order change is possible. These state-
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ments are contradictory, of course. If no further innovations are reasonably 
to be expected, then the prediction of future events is easy - business as 
usual, or simply an extrapolation from a knowledge of what has already happend. 

Based on past and presently perceived trends in FEEM, it seems reasonable 
to expect a constant (low) level of activity to continue along traditional 
lines. There are still many adsorption systems to be explored, for example. 
Also, in view of the continued widespread interest in heterogeneous catalysis 
and the expanding interest in various aspects of very thin films on solids, 
there will be further FEEM activity related to these areas. 

The field (of study) will mature to the realization that a wealth of infor­
mation can be obtained using contaminated field-electron emitters as substrates 
for careful surface science investigations, and this will enhance the level 
of activity in both the experimental and theoretical aspects if FEEM. 

Ultimately, lower-field FIM should be feasible, allowing the investigation 
of gaseous adsorption with possibly somewhat less resolution. This and other 
advances in specimen preparation techniques, will enable very realistic inves­
tigation of adsorption on metallic and semiconducting catalyst particles. 
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The scanning tunneling microscope (STM) -developed by Binnig and Rohrer-has 
recently appeared as a new instrument for surface structure investigations 
with atomic resolution. This chapter is intended to give a general overview 
of the current status of the STM and to illustrate its potential and perfor­
mance with typical examples, supplemented by an updated listing of previous 

STM work. It is subdivided into the following parts: First we provide a short 
general introduction to scanning tunneling microscopy, then we list the ex­
perimental problems, give an overview of the different instrumental concepts, 
and discuss some typical problems of STM measurements related to the instru­
ment. The next section is concerned with the current understanding and mo­
deling of the correlation between the tunnel current and the shape and size 
of the tunnel barrier, which also includes the question of the resolution of 
the STM. The following section then deals with different applications and 

examples of surface microscopy. It also contains a brief look at other appli­
cations of the STM. In the fifth section we focus on spectroscopic data, 
i.e., results on the electronic structure of the surface. The conclusions in 
the last section summarize these features and give a brief perspective of 
some future uses of the STM. 

14.1 Introduction 

In 1981 Binnig and Rohrer reported first results which demonstrated that the 
STM really performs vacuum tunneling [14.1,2J, in 1982 the first image of 
a surface on an atomic scale was presented [14.3J, and further progress is 

demonstrated by several articles on scanning tunneling microscopy [14.4-11J. 

The SH1 probes su rface structures and el ectroni c properti es by movi ng a 

tip in close (a few angstroms) proximity to a surface along the surface. The 
tunnel current between surface and tip serves as the actual probe, and thus 
the instrument works nondestructively. It produces real-space images of the 

surface investigated. Within a few years of development, a resolution of 
2-5 A laterally and better than 0.1 A vertically has been achieved [14.7,12J. 
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The tunnel effect, a well-known quantum mechanical effect, is the physi­
cal basis of the microscope. It describes the finite probability for a par­
ticle to penetrate ("tunnel through") an energy barrier which is higher than 
the energy of the particle. This probability depends sensitively on the 
height and width of the barrier. In the STM, the probing electrons tunnel 
through a vacuum gap from the sample to the tip or vice versa. A vacuum gap 
as used in the STM represents the simplest possible barrier. The first ex­
perimental observations explained by a tunneling process -the autoionization 

of hydrogen [14.13] and the emission of electrons from a cold metal surface 
[14.4], both induced by a strong electric field-consequently referred to 
this situation. Tunneling through a vacuum gap between two metal electrodes 
was also treated theoretically as early as 1930 [14.15], but experimentally 
verified only in 1976 [14.16]. In 1981 Poppe reported on vacuum tunneling in 
a study of the energy gap in superconductors (Sects.14.5.1,5.3) [14.17]. 
These experiments were performed in an apparatus very similar in design to 
the STM except for the scanning capability [14.17]. In 1965 Young and co­
workers first tried to exploit the tunneling effect for surface structural 
studies [14.18,19]. Mainly problems associated with the stability of the 
feedback control prevented them from operating their instrument in the tun­
neling mode [14.20]; its topographic resolution was not better than 25 A 
vertically and several thousand angstroms laterally [14.18]. In contrast, 

tunneling spectroscopy, using mainly thin oxide layers as insulating tunnel 
barriers, has with time developed into a powerful spectroscopic probe 
[14.21-23]. Electron tunneling is also the basis of field emission and field 
ion microscopy the development of which is connected with the name of E.W. 
MUller [14.24]. Since these techniques are topics of separate chapters in 
this (Chaps.12,13) and the preceding volume [14.25], they are mostly not 
mentioned throughout this chapter although they are in many respects closely 

related to and of direct relevance for STM work. The same holds for high­
resolution electron microscopy which is also dealt with in this volume 

(Chap.15). 
Figure 14.1 schematically depicts the setup of an STM. The sample S is 

faced by a sharp tip at a very close distance of only a few angstroms. The 

tip is moved in three mutually perpendicular directions by a tripod of piezo­

electric ceramics, with the tip motion typically limited to 1 ~m in each 

direction. The sample is transported over large distances (a few millimeters 

to one micrometer) by a carrier, in this case a small piezoelectric ceramic 
device, referred to as the "louse" L. Once it is sufficiently close to the 
tip, alternately the tip and the sample move slowly towards each other until 
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Fig.14.1a-c. The physical principle and technical realization of STM. a Apex 
of the tip (Zeit) and surface (right) at a magnification of about 108. The 
circles indicate atoms, the dotted lines electron density contours. The path 
of the tunnel current is given by the arrow. b Scaled down by a factor of 104, 
the tip (Zeit) appears to touch the surface (right). c STM with rectangular 
piezoelectric drives X, Y, Z of the tunnel tip (length of each leg ~5 cm) at 
left and "louse" L (electrostatic "motor") for rough positioning (11m to cm 
range) of sample S. (After [14.7]) 

a tunnel current is measured, in order to avoid accidental mechanical contact. 
During tunneling the sample remains in its place while the tip is moved. 

A "tunnel voltage" of a few millivolts to a few volts is applied between 
tip and sample. The resulting tunnel current of typically 1-10 nA is recor­
ded either as a function of tunnel voltage or sample distance, or it is used 
for a feedback loop to control the vertical position of the tip. These modes 
also indicate the different ways the STM can be operated to detect different 
surface properties. To record the surface topography, the tunneling current 
and, to a zero-order approximation, the sample-tip distance are kept con­
stant while the surface is scanned. The motion of the piezoelectric ceramics 
then provides a real-space image of the surface. In other modes, the relation 
between tunnel current and distance (~ barrier height) or tunnel voltage 
(~ density of states.) is investigated. These measurements can either be per­
formed at a fixed position or -in a modulated measurement -during a two-di­
mensional (2D) scan. In this wayan image of the local barrier height (local 
work function) or of the spatial distribution of electronic states [scanning 
tunneling spectroscopy (STS)] is obtained. 
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14.2 Experimental Considerations 

The operation of the STM depends on the ability to reliably keep tip and 
sample a distance of five to ten angstroms apart without touching each other. 

Since good lateral resolution is also desired, the basic requirement for 
building and operating an STM is to keep the tip mechanically stable with 
respect to an arbitrary reference point on the sample surface. The respective 
application of the instrument can lead to additional restrictions in con­
struction details or the choice of materials. Again, we want to emphasize 
general features while construction details can be obtained from the refer­
enced original literature. 

The system of sample and tip can be regarded as an oscillator which can 
be excited externally (e.g., by external vibrations) or internally (e.g., by 
the movement of the piezoelectric drives). The transmission of outside vib­
rations must be greatly reduced by vibrationally decoupling the tunnel unit 
from its surroundings. A rigid design of this unit reduces internal vibra­
tions and the impact of residual vibrational amplitudes from the environment. 
Because of these requirements, the motion of sample and tip with respect to 
each other has to occur indirectly, i.e., without mechanical contact to the 
outside, at least during the tunnel measurements. For technical reasons, 
this motion is split up: a well-controlled motion over short distances (in 
the Angstrom to micrometer range) is achieved by moving the tip via piezo­
electric ceramics, while larger distances are covered by an independent 
(coarse) drive which in most cases moves the sample. These problems will be 
discussed separately in the following part. Since most STMs currently used 
or planned are intended for work in an ultra-high-vacuum (UHV) environment, 
we will also deal with the implications of UHV compatibility. 

In their first microscope, Binnig et al. achieved vibrational decoupling 
by magnetic levitation, i.e., a plate with permanent magnets floated on a 
helium-cooled, superconducting lead bowl [14.2]. In subsequent designs by 

this and other groups, a three-stage system coupled via two sets of springs 

yielded good results. Additional eddy-current damping leads to suppression 

of the vibrational eigenmodes of the system. It is achieved by strong per­
manent magnets close to massive copper blocks which are mounted on the dif­

ferent stages. Transmission of high frequencies is effectively damped by the 

use of Viton connectors and spacers. The damping properties of Viton in fact 
are so good that in their most recent design -the "pocket size STM" -the IBM 
group has used only Viton damping and still achieved good stability [14.26]. 
Decoupling in this way rules out any solid connections to the sample, which 
is particularly desirable for cooling. In order to avoid this drawback, 
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Willis et al. vibrationally decoupled their entire vacuum vessel, including 
the cooling connections, from the surroundings [14.9]. In other designs for 
low-temperature STMs, the tunneling unit hangs in a cooled Dewar [14.27-29] 

or even in liquid N2 [14.30]. 
A wide variety of different methods have been devised to bring sample and 

tip close enough together to be within reach of the piezoelectric drives 
(-1 pm). The original design, the "louse", used a combination of piezoelec­
tric elongation/contraction and electrostatic clamping [14.5]. Subsequent 
groups slightly modified this concept by using frictional [14.31] or magnetic 

[14.32] clamping instead. Other drive mechanisms have been based on piezo­
electric bending elements [14.33,34], or on magnetic [14.35-37] or electro­
static [14.27-29] propulsion. 

In a completely different approach, sample and sampleholder are moved by 

direct mechanical drive [14.8,9,38]. The necessary sensitivity is obtained 

by simple mechanical transmission, for example, by a differential screw or a 
reduction lever system. The instrument of Demuth et al. was demonstrated 
to lead to a very stable tip-sample arrangement [14.38]. The design of Cole­

man et al. [14.31,39] comprises elements of an STM and a squeezable tunnel 
junction, which had previously been successfully used by Moreland et al. to 
measure tunnel characteristics in the form of current-voltage curves 

[14.39-42J. 
The precise movement of the tip (against a fixed sample) is always per­

formed via piezoelectric drives, which are arranged in three mutually per­
pendicular directions. Two of them serve for lateral scanning, while the 
third provides the motion vertical to the surface. Minor differences within 
this general concept concern only the type and shape of the piezoelectric 
material, which determines (via the conversion factor) the drive voltages 
and the maximal scan range. The conversion factors of different piezoelec­
tric materials were precisely calibrated with a capacitance dilatometer at 
different temperatures down to 4 K by Vieira [14.43J. 

In the topographic mode, the z-piezo is part of a feedback loop, which 
is shown in more detail in Fig.14.2. A PID regulator (in fact, an integrator 

is sufficient) [14.44J maintains a constant tunnel current by controling 

the z-piezo and thus also the gap width. The response time of the feedback 

system limits the scan speed and should therefore be as short as possible. 

To prevent instabilities, however, the gain must be sufficiently low at the 

frequencies of the eigenmodes of the tunnel unit [14.44J. Typical values for 

these modes are 1-1.5 kHz, which necessitate cutoffs at time constants above 

1 ms [14.45-47J. 
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A.C. 

Comp 

Fig.14.2. Schematic of the tip position control: The output of the high vol­
tage amplifiers (HV) determines the expansion of the piezoelectric drives 
X, V, Z and thus the position of the tip T with respect to the sample S. The 
tunnel current, It -resulting from the tunnel voltage Vt -is transformed in­
to a voltage (I-V), its logarithm (Log) is compared in a PID controller with 
a preset value (10). The output controls the z-piezo and is recorded either 
on an XV recorder (XZ) or in a computer (Comp). Ramp generators or the com­
puter drive the lateral motion of X and V 

The determination of surface distances from the voltages applied to the 
piezoelectric drives can lead to geometric distortions in the measured pat­
tern. All deviations from a linear voltaqe-expansion correlation, such as 
those caused by thermal changes, hysteresis, or creep effects, result in 
such distortions [14.43]. Hysteresis and creep effects become evident, for 
example, from the considerable drift that can be observed after large move­
ments of the piezoelectric bars or at the turnaround points of the scans. 
Thermal drift, however, is by far the most significant contribution, parti­
cularly in experiments which do not permit sufficient thermal equilibration. 
Rather small changes in the temperature of the sample and also the tunnel 
unit can cause corresponding movements over even wider distances than those 
the tip drive can compensate for, making measurements on an angstrom scale 
impossible. Van de Walle et al. designed a composite tip drive within which 
temperature effects cancel out, but there is still sufficient material be­
tween sample and tip drive to allow thermal drifts on an appreciable scale 
[14.46,47] . 
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The earlier tunneling tips were prepared mechanically, e.g., by grinding 
tungsten wires [14.7]. Though these tips are very rough on a microscopic 
scale and certainly do not resemble a sharp needle with a small tip radius, 
lateral resolutions of ~10 A were easily achieved. The most plausible ex­
planation is that the tunnel current depends so strongly on the gap distance 
that only the tip region closest to the sample (the "minitip") contributes 
effectively to the tunnel current. In contrast to field emission, the in­
fluence of the tip curvature on the maximum current density can be neglected. 
Later, it was shown that chemically etched tips provide higher resolution 
and, especially, are more stable with respect to whisker formation [14.38,48]. 
The tips are further processed in vacuum, applying standard procedures as 
used in field ion microscopy, like field desorption/evaporation, sputtering, 
and annealing of the tip. Direct measurements of the tip size on a scale 
relevant for tunneling are not yet available. Scanning electron microscopy 
(SEM) pictures gave an impression of the overall shape of the tip, but they 
could not resolve the tunneling region itself [14.26,31,49]. Since the in­
terpretation of highly corrugated surfaces depends strongly on the tip size, 
this motivated two groups to set up a combined field ion microscope (FIM) 
and STM in order to define the tunneling tip by field ion microscopy [14.50, 
51]. First FIM pictures of tunnel tips have already been presented [14.50]. 
They demonstrate that a tip prepared by chemical etching, sputtering, and 
annealing from a single crystalline W wire exhibits a spherical tip end and 
a regular shape over several hundred angstroms [14.52]. 

The two main advantages of working in UHV are the possibility of prepar­
ing clean surfaces and the potential combination with other surface-sensi­
tive techniques. While the STM itself can operate in air-although the stab­
bility is reduced by coupling to acoustic vibrations -the operation of most 
other techniques is limited to low pressures. To fully exploit these advan­
tages, the STM design is required to be UHV compatible and to permit easy 
access to these techniques without complicated sample transfers. The direct 
comparison of STM measurements with results from other methods, however, 
suffers from the fact that i) most of the other techniques analyze and, 
therefore, average over a much wider surface area and ii) they may measure 
a different area on the surface than the STM. Therefore, it must be verified 
that the STM measurements are representative of the surface area under in­
vestigation. Considerable improvement came from a recent construction of the 
group at IBM ZUrich, which combined a STM and a SEM in such a way that SEM 
pictures can be taken in situ from the sample region measured by STM as well 
as from the tip itself [14.26]. The SEM can provide a larger-scale overview 
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of the area around the scan region. Its variable magnification makes it an 
ideal supplement to the STM which has a rather limited scan range (~1 ~m) 

and thus only little "zoom" capability. 

14.3 Tunnel Current and Tunnel Barrier 

14.3.1 Basic Model Calculations and Approximations 

Tunneling was first described in 1928 for the ionization of a hydrogen atom 
in an electric field [14.13] and for field emission from metals [14.14]. 
While tunneling from hydrogen is a one-electron problem, tunneling of elec­
trons out of a larger atom, out of a solid material or between two solid 
electrodes represent many-body problems, which are properly described by 
a many-body Hamiltonian. Earlier approximations, however, used the "inde­
pendent electron model" in which many-body interactions are neglected. On 
this basis a variety of different theoretical treatments were developed. All 
of them describe tunneling either from a free-electron metal plane into va­
cuum or between two parallel planes with distinct shapes of the barrier po­
tential. The tunneling probability was derived by exact solutions including 
numerical integration, within the WKB approximation or using further approxi­
mations (an overview of different methods is given in [14.23]). The Fowler­
Nordheim equation [14.14] represents an "exact" solution for tunneling of 
independent electrons through a triangular barrier into vacuum. Simmons 

[14.53] in turn introduced an average (square) barrier to describe tunneling 
(between two planar electrodes) through a trapezoidal barrier, which is a 
more approximate description than the WKB method [14.23]. 

Although the problem of solving the Schrodinger equation for the many­
body Hamiltonian is still too complex, more rigid treatments have been de­
signed which include the many-body character of the tunneling process. In 
general, its description is divided into the following parts [14.10]: 

(1) Treatment of the effective bulk potential and the resulting band struc­
tures and wave functions of the electrodes; 

(2) Formulation of the same properties close to the surface region, which 
are influenced by the fast variation of the electron density; and 

(3) Characterization of the tunneling process through the potential Barrier 
given by (2) and the respective tunnel voltage. 

Bardeen introduced the "transfer Hamil toni an" concept whi ch bas i ca lly a 1-
lowed him to evaluate the tunneling current from the eigenfunctions of the 
separate systems and a tunneling operator without the need to calculate the 
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ei genfuncti ons of the enti re system [14.54]. In this method, the tunnel cur­
rent is calculated from the overlap of the tails of the wave functions of 
the two electrodes in the region of the tunnel barrier. 

The correlation between tunnel current and distance represents a direct 
measure of the barrier height (which is related but not identical to the lo­
cal work function, see [14.55]). We have therefore listed current-voltage 
relations resulting from some of the above calculations in Table 14.1, 
adapted to the limiting cases of low bias voltage ("tunneling") and high 
bias voltage ("field emission"). Obviously, the different models do not 
cause a difference in the exponential part of this relation for the respec­
tive limits. 

Table 14.1. Calculated current-voltage relations adapted to the limiting 
cases of low and high bias voltages 

Model Ref. 

Fowler-Nordheim equation [14.14] 

WKB model 

"Average barrier" 

A - 2V2m - ---n 

[14.22] 

[14.55] 

Current-voltage relation 
Low bias High bias 
(Tunneling) (Field emission) 

k 
I '" V exp ( -Aop 2S) 

k 
I '" V exp ( -Aq, 2S) 

I '" exp( -M 3/2 V) 
I ",exP(_Aq,3/2 V) 

14.3.2 Calculations for Nonplanar Tip-Surface Geometries 

With one exception [14.56], the earlier theoretical work had been restricted 
to planar electrodes. The recent success of the STM, however, has stimulated 
calculations for other geometries, specifically, for other tip-sample surface 
arrangements. Basically, two completely different approaches have been used 
to investigate the physical background of STM measurements, i.e., to clarify 
which properties of a surface are actually measured in an STM scan and to 

answer questions concerning the resolution and sensitivity of the STM and 
the shape and size of the tunnel barrier. 

Using the concept of the transfer Hamiltonian described above, Tersoff 

and Hamann calculated STM traces obtained from scanning a Au{110} surface 
[14.57,58]. Feuchtwang et al. also used this method for a general consider-

369 



ation of tunneling in the STM [14.59]. A second approach was to determine 
the tunneling conductance by calculating the transmission of incident elec­
trons across the tunnel gap using a coupled channels method with periodic 
boundary conditions ("transmission model") [14.60). We will concentrate here 
on some main aspects of these calculations and give a brief evaluation of 
their characteristics. More details are presented in the original litera­
ture [14.57-62] and in brief reviews of the theory [14.9,10,59,63,64]. The­
oretical aspects related to the resolution of the STM are dealt with in 
Sect.14.3.4. 

Te~soff and Hamann modeled the tip-sample surface system with a thin 
slab and a hemispherical tip [14.57,58]. The surface wave functions were 
calculated using a local density potential, and an s-wave function (1 =0) was 
used for the tip. In these limits, they obtained for the tunneling conduc­
tance cr, 

(14.1) 

where rO defines the pOSition of the center of the tip and R is its radius 
(Fig.14.3a), k =h-l(2m~0)~is the inverse decay length of the wave functions 
in vacuum, ~O is the work function and p(ro,EF) determines the charge densi­
ty in states at the Fermi energy EF and at the position rOo The charge den­
sity is determined by the wave functions of the surface via 

their decay into vacuum is assumed to follow 

(a) (b) 

w 
\ 
'----, 

~L 
, 
'--­.... 

" .. " I 

Metal 

sample 

(14.2) 

Fig.14.3a,b. Tunneling geometry. (~Calculation by Tershoff and Hamann: probe 
tip is assumed locally spherical where it is closest to the surface (shaded). 
R: radius of tip curvature, d: distance of closest approach, rO: center of 
curvature of tip (After [14.571). (b) Transmission calculations: Lateral pro­
file of the tip sample system. The tip is repeated with period L large enough 
to decouple the tips. rt: Radius of tip curvature, rs: radius of surface cur­
vature, d: distance tip-surface plane) (After [14.60J) 
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(14.3) 

Therefore (14.1) also predicts 
J,: 

a co exp(-A<POd) (14.4) 

where d is defined in Fig.14.3a and A =2V21TI/h ~1.028 A-1eV-~, which is iden­

tical to the results presented in Table 14.1. In this model, the tip thus 
scans the surface following a line of constant density of states at EF at 
the center rO of the tip sphere1 • 

In the transmission calculations introduced by Garcia et al. [14.60] and 
also used by Stoll et al. [14.61,62], the sample surface is represented by 
a corrugated potential with an amplitude hs ; the tip is replaced by an arti­

ficial array of tips to achieve periodic boundary conditions (Fig.14.3b). 
The tips are, however, sufficiently distant from each other to be decoupled. 
The interface potential is approxima'ted by an abrupt potential step at the 
jellium edges of the tip and sample surface as shown in Fig.14.4. The trans­
mission and reflection of single electrons approaching the tip surface and 

8 

w 
Au 

o -----1--------

-4 EF 

-8 

-8 -4 o 4 8 
---z[A] 

Fig.14.4. Potentials for a W-Au vacuum tunnel junction with s =6 A. Vel(z): 
electrostatic potential, Vim(z): image poten~ial, Vxc(z): loc~l exchang~ 
and correlation potential, V(z): tunnel barrler, <Pd and s: helght and wldth, 
respectively, of approximate square tunnel barrier (After [14.55]) 

1 This does not mean that the charge density at the center of the tip is 
of any physical relevance, it is merely a result from the integration over 
the entire tip surface area. 
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tunneling to the sample were calculated by numerical techniques developed 
for atom scattering on surfaces, such as the so-called GG and GR methods 
[14.65,66]. The total intensity and the current density are obtained by in­
tegrating over all electrons in a spherical shell representing the Fermi 
surface of the tip with an energy window of 0.01 eV. The energetic parame­

ters are chosen to simulate tunneling associated with the s-wave functions 
of both metals, which is assumed to be the dominant contribution [14.67]. 
Analyzing different types of corrugation, tunnel distance, etc., they found 
a rather similar expression for the tunnel conductance [14.60] 

eh ~ 
IT = Tm°N(EF)G(Reff)exp{-A[(l + SHO]2d} (14.5) 

where G is a function of the effective radius Reff , 

-1 -1 -1 
Reff = r t + r s (14.6) 

with r t the tip radius and rs the radius of the surface corrugation (Fig. 
14.3b). Over a wide range of different values of Reff , G is proportional 
to Reff , in which case the tunnel conductivity a is also proportional to 

Reff · This differs from the results of Tersoff and Hamann, who found IT xR2. 
The introduction of S accounts for the fact that the average barrier height 
is virtually increased because the dominant contribution to the tunnel cur­
rent comes from electrons tunneling at an angle of 20°-30° from the surface 

normal, for which Ek" <EF [14.60]. In earlier work, the factor A(1 +S) In,z 
was replaced by its numerical analogue of 2. 14V2ffi/h. 

In conclusion, both methods yield similar a-d dependences and roughly 
identical estimates of the resolution (Sect.14.3.4). The principal differ­
ence between the two approaches is that in the first method (using the trans­
fer Hamiltonian) the electronic corrugation of the sample surface as seen 
by the STM is calculated self-consistently, while in the transmission calcu­
lations the surface corrugation (for the states at EF) and its amplitude hs 
represent an assumed parameter and the tunnel current is calculated subse­

quently. For smoothly corrugated metal surfaces, the amplitude can be esti­
mated from results of other techniques (e.g., atom scattering), but for sur­

faces exhibiting more abrupt changes or local electronic states this is not 

possible. In these cases, the scattering calculations lose the advantage of 
fast computation since the surface corrugation at EF has to be calculated as 

well. The scattering calculations themselves have the advantage of being 
rather fast and transparent. They are well suited to gaining information 
about current densities and their spatial distribution, the resolution of 
the STM, etc. Some apparently open questions are the effect of the 1 =0 
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limitation on the tip wave function and the quality of the calculated sur­
face wave functions at rather large distances from the surface (10-15 A) 

in the first scheme, the effects of the potential step approximation and of 
coupling between the tips and the correct choice of the surface corrugation 
in the second method. As a consequence of treating tunneling as a perturba­
tion, the transfer Hamiltonian method is limited to low transmissivities, 
which, however, is no serious restriction. 

To reduce the computational efforts and to expand the application to 
larger unit cells, Tersoff and Hamann proposed to (a) use the contour lines 
of the total charge density rather than of that at EF and (b) construct 
these from a superposition of atomic charge densities [14.57,58]. The latter 
method of constructing charge density contours has already been used to de­

scribe atom scattering, since the repulsive scattering potential for the 
neutral auoms could be directly related to the local charge density [14.68]. 
Despite rather reasonable results for Au{110} (Sect.14.3.4), the method 
proposed by Tersoff and Hamann cannot be expected to be generally valid. 

The states at EF can exhibit a spatial distribution quite different from 
that of the total charge. This method also ignores all electronic effects 

such as localized states, etc. [14.64]. The interpretation of atom scatter­
ing data based on this approximation for the local charge density, which was 

quite successful, is less affected, since differences between actual local 
charge densities and those computed from superposition of atomic charge den­
sities become more important at larger distances from the surface. The turn­
around point for He scattering, however, is mostly closer to the surface 
than the center of the tunneling tip. It typically follows charge density 
contours of ~10-5 au-3eV-1 at ~5 A from the atomic cores of the surface as 
compared to 10-13_10-17au-3eV-1 and 10-15 A for the tip center. As a conse­

quence, the corrugation evaluated from the scattering experiments should be 
larger than that observed with the STM. 

14.3.3 The Effect of the Image Potential 

A charged particle in front of a metal surface creates an image charge within 

the metal which produces an attractive image potential Vim =-e2/4r seen by 
the particle at a distance r from the image plane [14.55]. In the case of 
tunneling through a narrow vacuum gap, the potential contains contributions 

from the image charges in both electrodes, which cause considerable devi­
aitions from a square or trapezoidal barrier shape. 

Using an "average" square barrier as an approximation, the effect of the 

image potential was treated within the quasi-classical WKB theory for tun-
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neling between two planar "free electron metal" electrodes [14.23,53,69]. 
Feuahtwang et al. [14.59,70,71] and Bono and GOod [14.72] performed WKB 
calculations and estimates of the electric fields for tunneling between a 
planar electrode and a planar electrode plus a spherical protrusion; they 
emphasized the contributions of multiple images in the two planes. 

These examples and also the following one are based on the assumption of 
a "static" image potential, i.e., that at all times the tunneling electron 
sees the image charge corresponding to its instantaneous position. This as­
sumption was justified recently by Battiker and Landauer, who calculated 
that the rearrangement of the (image) charge within the metal is much faster 
than the tunneling process itself [14.73,74]. Weinberg and Hartstein in con­
trast claimed the image force to be absent for electron tunneling [14.75]. 

Binnig et al. investigated the influence of the image potential on STM 
measurements, applying the transmission method outlined above [14.55]. They 
described the potential contribution from the image and contour image in the 
two (jellium) electrodes by 

Vim F:j - ~ [ln2 - 1 + (~)2 + 1 1 ] 
- 4(z/d)2 

(14.7) 

where d =s-I.5 A is the distance between the image planes, s the distance 
between the jellium edges as indicated by Lang and Kohn [14.76] and z is 
measured from the middle point of the two surfaces. The actual potential 
V(z) suggested by these authors merges into the exchange-correlation poten­
tial Vxc plus the electrostatic potential Vel inside and very close to the 
surface (matching point at EF), while at larger distances it approaches the 
sum of the image potential Vim plus Vel (Fig.14.4). The image potential thus 
rounds off the potential edges and reduces the central height of the barrier 
for d <15 A, which represents typical tunneling distances in the STM. At 
larger distances, the barrier height saturates into the macroscopic work 
function ~O. The reduction in barrier height by the image potential was 
suspected to be responsible for anomalously low values of the barrier height 
~exp found in STM measurements (Sect.14.5.4). Also, it was not clear whether 
the distance dependence in the barrier height still permits a linear rela­
tionship between In(I t ) and d. The study of Binnig et al. aimed to evaluate 
the contribution of the image potential and tip-sample surface geometry to 
the observed correlation of tunnel current with distance [14.55]. 

In that study, the actual barrier was replaced by a square barrier to­
gether with a distance-dependent barrier ~d =~O -a./d. In order to account 
for the tip geometry effects as described in (14.5), an effective barrier 
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height ~eff is used 

~eff = (1 + 8)(~O - %) (14.8) 

The term aid, with a ~9.97 eV A, describes the barrier lowering due to the 
image force [14.55]. Using this approximation, the authors computed straight 
lines for plots of In(I t ) versus d over wide ranges of d that closely re­
semble the experimental findings (dashed lines in Fig.14.5). This result 
can also be rationalized by forming the logarithmic derivative of It(d) from 
(14.5). One finds 2 

d(ln It) 
did) ~ -A(l h h( a 1) + 8) 2~ 2 1 + ~ + 0""3 ' 

8~ d d 
(14.9) 

i.e., the first-order term in lid, although present in ~d' cancels for the 
slope of In(I t ) versus d. Only at higher conductances do the dashed lines 
in Fig.14.5 bend upward. Since dIt/d(d) =dI/ds we will for simplicity use the 
latter term henceforth. 

To demonstrate the effects of (a) the image potential and (b) the square 
barrier approximation, Fig.14.5 also contains the calculated conductance 
for a tip-sample surface geometry using a constant square barrier with 
~eff =~O (dash-dotted lines). Finally, in order to distinguish between (a) 
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Fig.14.5. Calculated conductances as functions of electrode separation for 
a barrier height ~d (soZid curve at right) and a spherical tip of radius 
R = 5 A (the two curves denoted by P are for planar junctions of area 1TR2). 
The numbers with the curves give the values of ~O used. Dashed curves are 
for ~eff according to (14.8), dash-dotted ones for ~eff =const =~O' and 
for the soZid Zine the "real" barrier V(z) was used. The inset shows the 
lateral resolution Leff of the STM for a tip radius of 5 A (After [14.55]) 

2 There is an algebraic error in [Ref.14.49, Eq. (8)]. 
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and (b), the conductance of a planar junction was also calculated, once 
using the square barrier approximation and once a numerical integration of 
the potential V(z) (indicated by P in Fig.14.5). The distance dependence of 
the effective tunnel barrier is also displayed in this figure. The most ob­
vious effect resulting from considering the image potential is the overall 
increase in conductance or the shift of the In(It)/d curves to larger dis­
tances by 2-3 A. In all cases, these curves are linear over very wide ranges 
of It' thus confirming that the consideration of the image potential in the 
tunneling process is compatible with the experimental observation of linear 
In(It)/d curves [14.55]. 

Inspection of the slopes of the calculated In(It)/d curves reveals that 
the square barrier approximation leads to a considerable increase in the 
slope, as is evident from the comparison of the two lines labeled P: the 
dashed line (square barrier approximation) and the solid line [numerical 
integration of V(z)]. If we evaluate the curves in Fig.14.5 in the same way 
as experimental ~ata to obtain the experimental barrier height ~exp from 
d(ln It)/dSRj-M~xp-see Table 14.1-we notice that for curve P the size of 
~exp is comparable to the macroscopic work function ~O used for the computa­
tion, while the square barrier approximation gives even higher values for 
~exp as compared to ~O' These results suggest that the image force only 
slightly lowers the slope of the In(It)/d curves, although it reduces the 
barrier height drastically. Therefore, reasonable values for ~exp on flat 
metal surfaces, as determined by this method, are expected to be of the 
order of 3-5 eV [14.9], see Sect.14.5.4. 

In this model, the influence of surface and tip roughness on the image 
potential was neglected, but it is not expected to contribute substantially 
[14.55]. Also, this calculation was performed for a constant, low bias po­
tential. Using the WKB approximation for planar electrodes [14.53], Paynes 
and Inkson computed recently that different effective barrier heights are 
obtained if the distance-dependent tunnel conductance is determined via cur­
rent or bias variation [14.9,69]. For standard current densities of ~106 
A_cm-2, they saw an appreciable reduction of the observed barrier height 
~exp from 4.5 to 3.2 eV by going from the first to the second mode 
(~O =4.5 eV) [14.69]. 

14.3.4 Resolution of the STM 

a) Lateral Resolution. On rather flat surfaces, the tunnel current can be 
modeled to flow between the (spherical) front region of the tip and the 
sample surface. In these limits, the resolution of the STM can be described 
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by the diameter of the area over which tunneling occurs, in accord with the 
standard definition of the resolution L of scanning electron microscopes 
(L =2Vd, where d is the diameter of the electron beam) [14.70,77]. 

Garcia et al. defined the area covered by the tunnel beam and its dia­
meter, the effective beam diameter Leff , in terms of the ratio of total tun­
nel current It to the maximum component of the current density in the tunnel 

current distribution around the tip jmax: n(Leff/2)2 = It/jmax [14.60]. The 
ratio It/jmax depends on the tip shape and surface corrugation. It turned 
out, however, that in the limits of rt,rs >max(d,k- 1), the resolution can 
also be described by [14.9,60,63] 

(14.10) 

k 
Tersoff and Hamann gave [2(rt +d)] 2 as a rough estimate of the resolution 
[14.57,58]. Applying formulas for tunnel currents between two planar elec­
trodes, Willis et al. obtained a comparable relation for the current spread 
between a hemispherical tip and a planar electrode [14.9]. 

More physical insight is provided by the calculations of Tersoff and Ha­
mann. In their model, the tip follows the line of constant charge density 
at EF at the center of the (spherical) tip [14.57,58]. The sharpest tip pos­
sible would consist of a single localized orbital. In this case the tip would 
basically follow the contour line at the front end of the tip, which can be 
defined as the highest attainable or intrinsic resolution of the STM [14.57, 
58,64]. It is worthwhile noting that even at closer distances this line does 
not completely reflect the corrugation of the centers of the atomic ion 
cores. This is documented in Fig.14.6, which gives the charge density at EF 
for the (1 x2) and the (1 x3) reconstructed Au{110} surface (from [14.57,58]). 
The corrugation in these contour lines, and thus also the observed corruga­
tion, decays exponentially with the distance of the contour line (i.e., tip 
center) from the surface. 

Stoll et al. quantitatively investigated the influence of tip radius and 
sample-tip separation on the observed corrugation of the same surface using 
the GR method [14.61,62]. In the limit of very weakly corrugated surfaces 

(jellium corrugation amplitude hs ~0.1 A due to restrictions in the GR me­

thod) the observed normalized corrugation was found to decay exponentially 
with increasing tip radius or tunneling distance (Fig.14.7) [14.61,62]. 

The two theoretical treatments described in Sect.14.3.2 thus predict si­

milar trends and differ only with respect to the absolute numbers for the 

resolution of the STM. For the same experimental result, the corrugation of 
the (1 x2) and the (1 x3) reconstructed Au{110} surface, Garcia et al. and 
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Fig.14.6. Calcul~ted p(r,EF) for AuDIO} (2 xl) (left) and (3 xl) (right) 
surfaces. The (110) plane through the outermost atoms is shown. Positions 
of nuclei are indicated by solid circles (in plane) and squares ~out of 
plane). Contours of constant p(r,EF) are labeled in units of au- eV-l (note 
break in distance scale). Peculiar structure around the 10-5 contour of 
(3 xl) is due to limitations of the plane-wave part of the basis in describ­
ing the exponential decay inside the deep troughs. Center of curvature of 
probe tip follows dashed line (After [14.57]) 
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Fig.14.7. Ratio of observed to 
real corrugation for different 
tip radii rt versus minimum tip­
sample separation d. The tip 
consists of a spherical cap of 
hei ght ht = 3 A protruding from 
a plane base. The sample pro­
file has a sinusoidal corruga­
tion with amplitude hs =0.1 A 
and period a =8.15 A(solid lines) 
and a = 12.23 A(dashed lines) cor­
res pond i ng to the (2 xl) and 
(3 xl) reconstructions on Au{110}, 
respectively. The Fermi energy, 
5.53 eV, and the work function, 
5.22 eV, are also representative 
of Au. The results shown are 
based on computa ti ons with L = 5a 
and N =30 (After [14.62]) 

Stoll et al. calculated a tip radius of r t =3.5 A and a surface-tip distance 
of 4A[14.55,60-62]. Tersoff and Hamann, in contrast, get values of 9 A and 
6 A, respectively [14.57,58]. This means that the center of the tip moves 
along the 7.5 A contour line in the first case and along the 15 A line in 
the latter case. Based on these numbers the STM is seemingly ascribed a 
higher resolving power by Tersoff and Hamann than by Garcia et al., since 
identical corrugation is seen for (slightly) larger distances and (signifi-
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cantly) larger tip radii. Considering the approximations used in both cal­
culations (e.g., the assumption of the actual surface corrugation hs in the 
latter model), this is still fairly good agreement. (In the transmission 
calculations [14.60], the tip-surface distances are quoted with respect to 
their jellium edges, which are 1/2 lattice spacing outside the position of 
the ion cores. The above values for the tunnel distance should strictly 
speaking be corrected by that amount for comparison with data from Tersoff 

and Hamann [14.57] who refer to ion core positions). A more detailed account 
of these differences of resolution in both models is given in [14.64,70]. 

In the atom superposition approximation, Tersoff and Hamann calculated 
about 30% less corrugation for either of the two reconstructed Au{110} sur­
faces than they obtained in their slab calculations for similar distances. 
Correspondingly, the corrugation of both reconstructions could be fitted 
with a tip radius of r t =4 A at a fixed surface distance of d =6 A as com­
pared with r t =9 A in the slab calculations. 

All of these calculations, however, do not include effects of the image 
potential. As pointed out by Binnig et al., the latter tends to additionally 
smooth the observed corrugation [14.55], such that for metals no measurable 
degradation of the resolution is expected in a range of 5-10 A (see the shal­
low minimum of Leff in Fig.14.5). [14.55]. Significant effects of localized 
states leading to enhancement of the spatial resolution have not been repor­
ted yet for metals, but were found for semiconductor surfaces like Si{111} 
[14.38,78,79] (see also Sect.5). 

b) VerticaZ ResoZution. The vertical resolution of the STM describes its abi­
lity to detect a vertical modulation within the first layer. For relatively 
open surfaces, where deeper lattice planes are also "visible" to the tip, 
structural information concerning these planes as well might be expected. 

For demonstration, two different geometries of the (1 x3) Au{110} surface 
will be used. In one of them, Au atoms only in the first layer are missing, 
in the other one, second-layer atoms are also removed, which leads to the 
formation of {Ill} microfacets [14.80]. The charge density contour lines 
from atom superposition [14.58] show markedly different profiles close to 
the surface (He scattering), however, at a distance of 10 A (STM) the corru­
gation amplitudes differ by only 15% at a total value of 1.4 A (Fig.14.8). 
Thus, STM measurements will effectively not distinguish whether or not the 
second layer is changed in such a case. The larger corrugation observed ex­
perimentally for the (1 x3) structure (1.4 A), as compared to the (1 x2) 
phase (0.45 A), is entirely due to the greater surface lattice constant 
which permits clearer resolution of the peaks and troughs [14.58]. 
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Fig.14.8. At§m superposition charge 
density (au- ) for two possible 
geometries of Au{110} (3 xl). SoUd 
lines are for the same geometry as 
in Fig.14.6. Dashed lines are for 
the geometry with no atom missing 
in the second layer. The triangle 
shows the site of an atom (out of 
plane of figure) present only in 
the latter case; squares show po­
sitions of other out-of-plane atoms 
(After [14.58]) 

c) Rough Surfaces. When considering large scale roughnesses, one can no 
longer use the concept of the spherical tip end anymore. The entire tip sur­
face can potentially serve as a probe for tunneling. For deep trenches or 
steep protrusions one effectively measures a convolution of the tip shape 
and the sample surface. Such effects were reported by Gimzewski et al. for 
the topography of silver films deposited at low temperature [14.81,82]. The 
exact determination of the topography of rough surfaces thus requires an 
detailed knowledge of the overall tip shape. 

14.3.5 Sample Conductivity 

The preceding discussion of the tunnel current was based on the assumption 

that it is limited by the tunnel resistance. In the case of metallic samples 

and tips this is certainly correct. But semiconductors also exhibit suffi­

cient conductivity to enable STM measurements. Recently, Miranda et al. even 
reported STM patterns on insulators like Ti02 films (3000 A thickness) 

[14.83]. Evidently, the conductivity due to lattice defects in these insu­
lators is sufficiently large to make the tunnel resistance, rather than the 

substrate conductivity, the current-limiting process. 
Although tunneling is possible on semiconductor surfaces as well, the vol­

tages required are often much higher than for metals. Depending on the do­
pant concentration, threshold potentials of up to a few electron volts are 
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necessary, compared to milli-electronvolts for metals. This potential drops, 
however, almost entirely in a space-charge region within the sample and not 

at the tunnel junction as described recently by Flores and Garcia [14.84]. 

The electric field applied by the tip spreads into the semiconductor and 
leads to band bending and also to an accumulation of charge carriers in a 
region near the contact. The size of this region ("spreading resistance re­
gion") is given by the mean free path of the carriers in the sample. 

The charge density at the surface, and therefore also the tunneling cur­
rent, is strongly affected by the electric field. The loss of surface charge 
due to tunneling is compensated by diffusion of charge carriers (electrons 
or holes) from a "diffusion region" into the spreading resistance region. A 
more quantitative description, which also treats the effect of dopants, is 
given in [14.84]. 

A second point concerns the question of energy dissipation in the tunnel­

ing area. Tunnel currents of the order of nanoamperes result in rather high 
current densities (~106 A/cm2) in this region. Nevertheless, this converts 
to a total number of only ~1011 electrons/so The intermediate times are long 

compared to relevant transit times [14.73,85] and to phonon vibration and 
relaxation times. The electrons may therefore be viewed as tunneling one at 
a time and effects such as space charge (on metals) and sample heating should 

be negligible. 

14.3.6 Effect of Adsorbates 

From geometric arguments, one would expect protrusions in the STM graphs 
corresponding to the size of the adsorbate, whenever the tip is moved over 
an adsorbed particle. From the preceding discussion, however, this picture 
is clearly incorrect. Rather than sensing the topography, the STM will re­
flect the local variation in the tunnel current induced by the adsorbate. 
According to the Bardeen approximation, it will show how the adsorbate af­
fects the density of states and the shape of the wave functions at EF, for 
tunneling from the sample, or the respective empty states, for tunneling 
into it. 

In the case of tunneling from the sample into the tip, the two extremes 

are represented by (a) an adsorbate that leads to an effective reduction in 

the density of states N(E) at EF and also does not provide orbitals close 

to EF and by (b) an adsorbate that increases N(E) at EF or that has orbitals 
close to EF which extend into the vacuum. In the first case, the local tun­
nel current is reduced, in the second one, it is increased. In the topogra­
phic mode, the STM will respond to the adsorbate by an indentation or a pro-
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Fig.14.9. Response of STM scans 
(upper tines) to adsorbates lead­
ing to an increase (left) and to 
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Fig.14.10. Current density for the case in which a Na atom is adsorbed on 
the left electrode. Length (and thickness) of arrow is proportional to 
In(eoj/jo) evaluated at the spatial position corresponding to the center of 
the arrow. x: direction along electrode surface, z: distance normal to the 
electrode surface (After [14.87]) 

trusion, respectively (Fig.14.9). Comparable arguments can be made for tun­
neling into the sample, in which case the variation in the empty states/ 
orbitals above EF is tested. Consequently, we expect little correlation be­
tween the geometric size of an adsorb.ate and the form of the local STM pat­
tern. 

These qualitative arguments are supported by recent calculations by Lang 

[14.86,87]. Using the transfer Hamiltonian formalism, he calculated the tun­
nel current density between two planar jellium electrodes, one of them car­
rying an adsorbate atom. For an adsorbed Na atom, this in fact leads to an 
enhancement of the current density in the vicinity of this atom by up to a 
factor of 20 (Fig.14.10). An adsorbed S atom, in contrast, results in almost 
no increase of the local tunnel current, leading to an almost flat STM re­
sponse [14.87]. 

First experimental evidence for these effects was seen for CO adsorbed 
on Pt{lOO}. The presence of COad , which was proven indirectly from the ad­
sorbate-induced phase transformation, did not cause a significant change in 
the STM traces at a variety of different tunneling voltages [14.88]. This 
would indicate that the COad is essentially invisible to the STM, comparable 
to the calculated behavior of Sad [14.87]. 
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14.4 Surface Microscopy 

The information about the microscopic topography that is extractable from 
STM measurements depends strongly on the respective roughness of the sur­
face. This can vary on a wide scale between atomically flat, single-crystal­
line surfaces and macroscopically rough surfaces. Therefore, such surfaces 
are dealt with separately in this section. 

14.4.1 Topography of Flat Surfaces 

In the standard picture, which is based on the results of many techniques, 
single-crystalline, flat surfaces consist of large terraces separated by 
well-defined steps. In addition, periodic structures can, in some cases, be 
resolved. Early STM images of such surfaces did not at all resemble this 
picture but displayed rather round and hilly structures for various metal 
surfaces (Pd [14.35-37,89], Pt [14.8,32], Au [14.3], Ag [14.46,90]), in 
strict contradiction to the description given before. However, later STM 
results were in better agreement, as is evident from an image of the Au{100} 
surface taken by Binnig et al. which displays exactly such flat terraces 
separated by distinct steps (Fig.14.11) [14.91]. On other areas of the same 
sample, small flat areas (clean as concluded from the presence of the re­
construction) coexisted with little hills which the authors assigned to 

Fig.14.1l. STM picture of a clean (1 x 5) reconstructed Au{100} surface. Di­
visions on the crystal axes are 5 A with approximately 1.5 A from scan to 
scan. The second inset shows the LEfD pattern of the predominant (1 x 5) re­
construction taken in situ. (After [14.91]) 
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Fig.14.12. Sharply structured 
carbon islands on the reconstruc­
ted Au(100) surface (smooth parts). 
Division on the crystal axes are 
5 A apart. Owing to strong thermal 
drifts, the scale along the [011] 
axis and the direction of the 
[Oxy] axis (in toe picture roughly 
600 from the [011] axis) are not 
well determined. (After [14.91]) 

carbon (Fig.14.12) [14.91]. For Pt{100} it was found that following exten­
sive cleaning and annealing cycles, the surface forms large flat terraces 
which extend over several hundred to thousand angstroms, and are separated 
by mostly mono- and biatomic steps (Fig.14.13) [14.92,93]. 

These data provide good evidence that well-cleaned and annealed single­
crystal close-packed metal surfaces will form flat terraces of at least 
several hundred angstroms width, in good agreement with common models. For 
more open metal surfaces (e.g., Au{110} [14.80]) and for semiconductor sur­
faces, extensive scans exhibiting an equally flat surface area have not been 
published yet. The correlation between chemical cleanliness and topographical 
regularity observed on Pt{100} in turn also indicates that metal surfaces 
that are not free of contamination in the near-surface region will also ex­
hibit round and crested rather than flat surface structures [14.88,92,93]. 

14.4.2 Periodic Structures of Single-Crystalline Surfaces 

The exact determination of atomic positions in periodic structures is a 
measurement domain of various scattering and diffraction techniques, which, 
however, yield only indirect information on the large-area averaged struc­
ture. In addition to the fascination of a direct view of a surface on an 
atomic scale, the STM can provide very valuable contributions in the case of 
structures that, for various reasons, are still too complex to be resolved 
by the other methods. This includes surface structures that contain either a 
large number of structural parameters and/or large unit cells or surface 
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Fig.14.13. Relief of the rotated hexagonal reconstructed Pt{100}surface ob­
tained from a two-dimensional STM scan, which displays two domains with dif­
ferent rotational orientation separated by a monatomic step (scales as indi­
cated). (After [14.93]) 

structures which exhibit a significant degree of disorder. In all of these 
cases, the corrugation pattern determined from STM scans can serve to either 
confirm or rule out existing models, or at least to narrow down the number 
of possible structures. The other techniques can then concentrate on these 
possible structures. 

The periodic structures investigated by STM so far are listed in Table 
14.2. They all involve a reconstruction of the respective metal or semi con-
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Table 14.2. Periodic structures investigated by STf1 so far 

Surface Structure References 

Au{110} (1 x2),(1 x3) [14.80] 
Au{100} (5 xl) [14.91] 
Pt{100} rot. hexagonal [14.88,92] 
O/Ni{ IlO} (2 xl) [14.94] 
SHl11} (7 x 7) [14.38,78,79] 
SHIll} (2 xl) [14.48,95] 
SHlOO} (2 xl) [14.96] 
GaAs{110} (1 xl) [14.95,97] 
Ge/SH1Il} (7 xl), (2 x2) [14.98] 

c(4 x2) ,c(2 x8) 
graphite basal plane [14.12] 

ductor surface, and most of them also form rather large unit cells. How 
structure information may be gained from STM measurements is briefly dis­
cussed below by examining three characteristic examples. 

An STM study of the Pt{100} surface, which in its most stable state is 
known to be reconstructed, gave a clear impression of the reconstruction­
induced surface modification, regardless of the large unit cell [14.99]. A 
model composed of a two-dimensional scan of the surface exhibits a surface 
corrugation formed by parallel furrows (Fig.14.13). The furrows are rotated 
by ~5° with respect to the substrate lattice. The amplitude and wavelength 
(corrugation length) of this corrugation amounts to 0.4 A and ~14 A, respec­
tively. The corrugation length is identical to five lattice constants, which 
also represents the char.acteristic periodicity in LEED patterns of this sur­
face. In addition, Fig.14.13 also reveals the existence of a second, much 
weaker corrugation (amplitude ~0.1 A, length -35 A) normal to the first one. 
These observations could easily be rationalized [14.88]: For the thermody­
namically stable, rotated hexagonal structure, the formation of a hexagonal 
topmost layer of Pt atoms was predicted [14.100], leading to [:i ~] units 
which are rotated by 4.80 with respect to the substrate lattice [14.101]. 
The corrugation results from the mismatch between the hexagonal dense top­
most layer and the second layer of Pt atoms with square symmetry. Similar 
arguments are also possible for the other surfaces exhibiting close-packed 
topmost layers, for example, Au{100}. In STM scans of Au{100}, additional 

structure within the corrugation could be resolved, implying a very large 

unit cell which is approximately [:~ 4~] [14.91]. 
The Au{110}-(1 x2) reconstruction represents an example of a periodic 

structure exhibiting much local disorder, which is indicated by streaked 
extra beams in the diffraction pattern [14.102]. The STM scans of this sur-
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face displayed two distinctly different corrugation features of double and 
threefold lattice spacing, which were assigned to (1 x2) and (1 x3) units. 
coexisting on the surface [14.80]. From the amplitude and shape of the cor­
rugation, a missing row structure, rather than the recently proposed sawtooth 
model [14.103], was favored. The existence of the missing row structure was 
confirmed by recent grazing-incidence X-ray [14.104] and LEED [14.102] 
measurements. 

This study also illustrates the limits of STM-based structure determin­
ations. Clearly, the lateral and vertical changes in the atom positions in 
the second and deeper layers as determined by diffraction methods [14.102, 
103], cannot be sensed by the STM. As described in Sect.14.3.4b, it was de­
monstrated that due to its larger corrugation length, the observed amplitude 
in the (1 x3) unit should be considerably larger than that of the (1 x2) 

structure. The distinction between {Ill} faceting with second layer atoms 
missing as well [14.80] and a order-disorder transition with only the top 

layer modified [14.9,105]), therefore, is hardly possible on the basis of 
the STM data. 

Using diffraction techniques, the structure determination of reconstructed 
semiconductor surfaces is generally impeded by their large number of vari­
able structural parameters. The "classic" (7 x7) reconstructed Si{lll} sur­
face was the first semiconductor surface to be investigated by STM with 
atomic resolution. A very pronounced two-dimensional structure was found 
[14.78,79]. In the model of this surface in Fig.14.14, which is derived from 

STM scans, a variety of different features are clearly resolved. The (7 x7) 
unit cell exhibits deep holes ("missing atoms") at its respective corners. 
Along each side of the cell perimeter three local maxima stand out, which 
-using the nomenclature common to current models of the (7 x7) structure 
[14.106] -were assigned to adatoms. In a subsequent investigation of the 
same surface, but using a heavily p-doped instead of an n-doped sample, the 
ZUrich group essentially confirmed its earlier findings [14.79]. Demuth et 
al. also characterized this surface by STM measurements and found a corru­
gation pattern exhibiting similar features [14.38], see Fig.14.15. Smaller 

differences in the absolute elevation of some details are related to the 

different tunnel voltages applied [14.38,79] (Sect.14.5). The rather high 
tunnel voltages and the observation of threshold voltages reported in these 
studies are typical for tunneling on semiconductors surfaces. In many cases, 

however, only a small fraction of that voltage drop actually occurs over the 

tunnel gap; the major decay of the potential is in a space-charge region 

within the sample, as described in Sect.14.3.5. 
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Fig.14.14. Relief of two complete (7 x 7) unit cells, each with nine minima 
and twelve maxima, taken at 300°C. Heights are enbanced by 55%, the hill 
at right grows to a maximal height of 15 A. The [211] direction points from 
right to left, along the long diagonal. (After [14.78]) 

On the basis of the initial STM results of Binnig et al. [14.78], a large 
number of structure models formerly proposed for the Si{111}-(7 x7) surface 
could be ruled out. Subsequent proposals for this structure [14.106-110], 
based on, for example, TEM results [14.107] or medium energy ion scattering 
data [14.106], reproduced the essential features of this corrugation pattern. 

Especially for the structure determination of periodic surfaces, an in­
structive (two-dimensional) representation of the one-dimensionally measured 
data and, if necessary, the removal of characteristic instrumental artifacts 
is required. The different levels of applicable data processing range from 
a simple display of the surface in a gray scale or color map (where color 
corresponds to local height) involving corrections of apparent lattice dis­
tortions(e.g., due to thermal drift), up to more complex operations like 
the removal -of specific noise frequencies by Fourier filtering. An overview 
is given in [14.111]. Examples can also be found in [14.38,79,94]. The dif-
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Fig.14.15. Processed tunneling image of the Si01H - (7 x 7) surface. The 
full range of the gray scale corresponds to changes in the z distance of 
1.5 A. (After [14.38]) 

ferent representations of the Si{111}-(7 x7) surface in Figs.14.14 and 15 
illustrate the effect of simple methods of image processing. 

14.4.3 Surface Defects 

The high local resolving power of the STM is exploited more directly for the 
observation of local features, especially of nonperiodic features in perio­
dic surroundings. This includes all sorts of lattice defects like steps, do­
main boundaries, and point defects. While all of these features contribute 
to the overall intensity distribution in diffraction techniques, it is ex­
tremely difficult to extract specific local correlations from diffraction 
data. In the following, we demonstrate the capability of the STM not only to 
identify and characterize such surface defects but also to describe their 
respective correlation. 

The hexagonal reconstructed Pt{lOO} surface is known from LEED studies to 
form four different rotational domains. These could be identified in the 
STM images by their different corrugation direction [14.88]. It could be 
demonstrated directly that on a well-annealed, 'clean Pt{100} surface, boun­
daries between rotational domains are confined to step edges between differ­

ent terraces, i.e., there exists only one rotational domain on a given ter­
race [14.93]. In the same study and under similar conditions, exceedingly 
wide terraces with step distances of 500-2000 A were found. In a thermody­
namic picture, such measurements on an equilibrated surface can thus serve 
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to estimate interaction energies or energy differences between certain struc­
tural elements such as, for instance, the potential (free) energy contained 
in domain boundaries and steps. 

On semiconductor surfaces, Demuth observed the transition between trans­
lational domains on the (7 xl) reconstructed SH1l1} surface. In Fig.14.15, 
one can clearly resolve a shift between the (7 x7) unit cells in the left 
and center parts and those in the right part of the displayed surface area 
[14.38]. Upon closer inspection, this figure reveals a second type of lat­
tice defect, namely missing adatoms in the upper left and upper right hand 
corners. Such defects had previously been seen by Binnig et al. [14.79] and 
were initially assigned to dopant atoms (boron) at or close to the surface, 
implying a surface concentration of dopant atoms enhanced by four orders 
of magnitude over that expected from the bulk doping [14.79]. Recent EELS 
results gave strong evidence for a depletion of carriers and dopant atoms 
at the surface [14.112], therefore the nature and origin of the missing 
features is still unclear [14.38]. Beeker et al. proved the existence of 
(2 x2) and c(4 x2) domains together with c(2 x8) reconstructed areas for 
Ge{lll} [14.98]. These structures were not detected by previous diffraction 
experiments because the diffraction pattern coincides with that of the 
c(2 x8) related beams. Point defects like missing atoms, as described above, 
were also observed [14.98]. 

Information about the interaction between steps and the reconstruction 
in the adjoining surface area is of special interest for the mechanistic 
understanding of surface reconstructions. Contradictory results about a 
step-related local inhibition of the c(2 x2) reconstruction on W{100} were 
reported in two recent LEED studies [14.113,114]. The corrugation pattern 
of the Pt{100} surface in Fig.14.13 provides clear evidence that the corru­
gation, and therefore also the reconstruction, extends up to the step, 
which rules out a long-range inhibition and favours a local rather than a 
long-range mechanism for the reconstruction [14.115]. 

In the above mentioned studies, native structural defects on an otherwise 
ideal single-crystalline surface in its thermodynamically stable state were 
primarily investigated. These defects are to be contrasted with metastable 
defects, which in general can be studied equally well by STM. Sputter-induced 
surface modifications represent one example of this type. Feenstra and Oehrlein 

characterized a heavily ion sputtered silicon <100> oriented wafer and found 
a mean roughness of 4 A; the surface was covered with characteristic hillocks 
of 50 A diameter [14.116]. The initial stages of the sputter process become 
more clearly visible in an experiment on an atomically flat Pt{100} surface. 
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Fig.14.16a,b. Sets of two-dimen­
sional STM scans of Pt{100} slight­
ly contaminated with carbon follow­
ing annealing to 1100 K (Ts = 550 K, 
scales as indicated. (a) Survey 
scan with low z-sensitivity. (b) 
High-resolution scan exhibiting 
clean reconstructed area in the 
middle surrounded by carbon-indu­
ced Pt islands and an nonrecon­
structed (1 x 1) area. (After 
[14.117] ) 

Following a brief sputter treatment (~30 s, 1 ~A/cmL, 1 kV Ar+ ions) at 
550 K the STM image of this surface is characterized by small terraces of 
30-50 A extension, which is different from the atomically rough surface 
one might have expected. The formation of terraces indicates that Pt surface 
atoms are already sufficiently mobile at 550 K to heal out local (point) de­
fects and condense into small islands [14.117]. 

Finally, chemical contaminations or additives can also be considered as 
lattice defects. Due to their interaction with the underlying substrate, 
they can in fact also lead to geometric changes. Comsa et al., for instance, 
reported the stabilization of double steps on Pt{111} in the presence of ad-
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sorbed oxygen [14.118]. The Pt{100} surface likewise provides a good example 
of such an effect: STM measurements revealed that well-annealed surfaces 
(~1100 K) that contained small amounts of adsorbed carbon «10% of a mono­
layer) exhibited many small islands on an otherwise flat background (Fig. 
14.16a) [14.117]. They were assigned to small Pt clusters which are formed at 
high temperatures at enhanced Pt mobility, and are pinned together by in­
corporated carbon atoms, since their height always resembled multiples of 
the Pt{100} interlayer spacing. This is illustrated in a high-resolution 
image in Fig.14.16b. While the center part of the surface is still chemical­
ly clean, as indicated by the corrugation of the reconstructed surface, the 
corrugation is removed in the surrounding area and a variety of islands with 
a height identical to one, two, or three Pt layers are shown. (The spikelike 
shape is due to a much higher sensitivity in the z-scale of this figure.) 

In view of these results, the carbon islands reported by Binnig et al. 
on the Au{100} surface might also be due to carbon-pinned gold clusters rather 
than to carbon clusters [14.91]. The observation of round structures on 
single-crystalline metal surfaces rather than of flat terraces, as noted in 
Sect.14.4.1, is probably also due to a stabilization of those surfaces by 
incorporated/adsorbed foreign atoms. 

14.4.4 Reactivity and Stability of Surfaces 

The STM is not only well suited for the characterization of static surface 
defects but is also extremely useful for monitoring dynamic effects of local 
surface structure elements during reactions on/of surfaces. This permits 
(a) direct determination of the local activity of surfaces and (b) observa­
tion of changes in the surface structure inflicted by reactions on/of these 
surfaces. The information described in (a) is normally obtained indirectly 
from comparative measurements on differently stepped surfaces, for example. 
Surface processes as mentioned in (b) include, for example, corrosion pro­
cesses. Adsorbate-induced surface phase transitions also belong to this ca­
tegory. 

There has long been disagreement about what mechanism can lead to the 
formation of smooth surfaces following a structural transition of a surface 
at lower temperatures, where the surface mobility of metal atoms is believed 
to be small. Figure 14.17 illustrates the change in surface topography dur­
ing the CO-induced removal of the hexagonal reconstruction on Pt{100}. Due 
to the different densities of the two Pt surface phases, the hexagonal 
~ (1 xl) transformation produces a surplus of Pt atoms in the topmost layer 
(~20% of a monolayer) [14.119]. These STM observations demonstrate that 
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Fig.14.17a,b. Structural transition, rotated hexagonal --- (1 x 1) phase, 
on Pt{!OO}, induced by CO adsorption. (a) Series of STM scans over the clean 
reconstructed surtace (Ts = 460 K). (b) Similar scans following exposure to 
CO at PCO=5x10- mbar (Ts=460 K). (After [14.119]) 

at temperatures of 300-450 K the resulting nonreconstructed (1 xl) surface 
is flat only over rather short distances (30-70 A) and that the extra atoms 
are accommodated in small islands on top of the otherwise flat surface. In 
this way the mass transport is reduced to single atom diffusion over distances 
of at most 30-40 A. (This was shown to be readily achievable by Pd atoms on a 
W tip at 400 K using FIM [140251). Upon annealing to T~420 K for a clean 
surface or to the respective higher desorption temperature for an adsorbate­
covered surface (e.g., 480 K for CO), the surface reconverts into the hexa­
gonally reconstructed phase. Simultaneously, the characteristic Pt islands 
disappear and are almost entirely dissolved upon annealing to ~500 K [14.1171. 
The second example concerns the decomposition of ethylene on Pt{100} which 
can be considered as being representative of hydrocarbon decompositions 
[14.120-1221. The decomposition is known to occur more efficiently on stepped 
surfaces and therefore it was concluded that the fragmentation process is 
initiated at steps [14.121,122]. This conclusion was recently verified by 
direct observations with the STM [14.117]. The presence of decomposition 
products was detected again by the adsorbate-induced transition of the re­
constructed surface layer and by the subsequent surface roughening. During 
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C2H4 exposure at 450 K, the roughening process was shown to proceed from a 
step edge over the flat terrace. 

14.4.5 Non-Surface-Science Applications of the STM 

In the preceding part we discussed mainly the use of the STM in problems of 
"classic" surface science exploiting particularly its atomic resolution. 
There are, however, a variety of potential applications for which other 
conceptual and instrumental features of the STM are attractive. These in­
clude the ease of direct and nondestructive imaging and its dependence of 
a special environment such as UHV. Consequently, no decoration techniques are 
necessary and -of special interest for biological studies -specimens can be 
investigated in their natural state. 

Experiments on more practical surfaces aim mostly at resolutions in the 
nanometer rather than the angstrom range. In these cases, the STM images are 
dominated by structural effects and electronic contributions playa minor 
role. Aside from possible distortions due to the finite tip size [14.811, 
these images thus reflect the topographical structure of the sample. The re­
quirement of a certain sample or surface layer conductivity has not proved 
to be a limitation as yet, not even for studies on biological matter [14.1231. 

The first published results of studies belonging into this category deal 
with the topology of metal glasses [14.35-371, of condensed or epitaxially 
grown thin films -e.g., Ag [14.81,82,124-1261 and GaAs [14.1271 -and of sili­
con wafers [14.116]. Also, on a silicon surface, individual crystallites 
were resolved and. their shape and size were found to be in good agreement 
with results of other structure-sensitive methods [14.1281. In other studies, 
the influence of different preparation techniques on the surface structure 
under "real-life" conditions (ambient pressure, room temperature) was inves­
tigated [14.124,1291 and new standards for the microroughness of technolo­
gical surfaces were proposed [14.1301. Finally, work is in progress on the 
topological characterization of biological matter also under real-life condi­
tions and promising first results have been published [14.123,1241. For these 
experiments, the respective samples were suspended on a pyrolytic graphite 
substrate which had been shown before [14.12,1291 to fulfill the requirements 
of being flat, conducting, and structureless in comparison to the structural 
features of the specimen. 

Other applications of the STM exploit its capability to serve as a very 
precise position control. This has been used, for example, for driving an 
optical microscope ("near field optical scanning microscopy") [14.1311 and 
for monitoring the spatial decay of an electrical potential applied exter­
nally to the sample ("scanning potentiometry") [14.132]. This latter method 
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is expected to give valuable insight into the electrical behavior of small 
surface structures and is therefore of considerable technological interest. 
Finally, the STM can also be used for mechanical (by elastic [14.133] or 
inelastic effects [14.46,47]) or chemical [14.89] (e.g., by local decompo­
sition of hydrocarbons) modifications of the surface to facilitate surface 
lithography on a nanometer scale. 

14.4.6 Surface Diffusion and Surface Mobility 

The capability of the STM to detect surface diffusion processes was demon­
strated recently by Binnig et al. [14.134]. During measurements on an oxy­
gen-covered Ni{ lID} surface, they detected many bri ef "spi kes" in the tun-
nel current on an otherwise very stable and flat current signal. They as­
signed these features to oxygen atoms which moved intermittently into the 
tunneling area and thus lead to a variation in the tunnel current. The width 
of these pulses is related to the time the adsorbed atom spends within the 
tunneling area. Measurements at different temperatures indeed yielded reason­
able numbers for the preexponential factor and the activation energy [14.134]. 
Another method for determining diffusion constants was proposed by Gomer and 
is based on an evaluation of the fluctuations in the tunnel current caused 
by fluctuations in the respective adsorbate layer seen by the STM [14.135]. 

In considering experimental artifacts which might contribute to such 
measurements, it should be noted that in a first approximation both models 
neglect any influence of the electrical field between tip and surface upon 
particle mobility. The resulting "normal" values for the diffusion rates of 

D/Ni{11D} in turn indicate that the Dad is not trapped in the field gradient 
between tip and surface but can freely diffuse over the surface. Similar ef­
fects of course would happen if particles adsorbed on the tip diffused into 
the tunneling area (on the tip), but there is experimental evidence that this 
process can be neglected in this case [14.134]. Tunneling of an adsorbed 
particle from the surface onto the tip was proposed recently to occur only for 
short tip-surface distances of 2-4 A [14.136]. 

14.5 Tunneling Spectroscopy 

This final chapter focuses on the use of the STM to characterize the elec­
tronic properties of a surface. In addition to the three spatial dimensions 

x, y, and z, also the tunnel current It, the tunnel voltage Vt , and the gap 
width s represent parameters of an STM measurement. Including them as vari­

ables allows various experiments which give information concerning the elec­

tronic properties of the surface on a local scale. 
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Table 14.3. Main techniques of tunneling spectroscopy arranged according to 
their constant and variable parameters and their observable quantities 

Variable parameters (Constant parameters) 
Observable V V I X,Y 
quanti ty (X,Y,I) (X,Y,s) (X,Y,V) (I,V) 

z V-s I-s Topography 
I I-V 

(M) LTS LTS STS (distorted) 

(*) ~ = f(V) ~ = f( s) ~-images 

(d2I) Inelastic Inelastic 
~ tunneling images 

LTS: local tunneling spectroscopy; STS: scanning tunneling spectroscopy 

To give an overview, the main techniques are organized in Table 14.3 ac­
cording to their respective constant and variable parameters and to their 
observable quantities. Columns 1-3 list measurements of electronic properties 
at a fixed and freely selectable position on the surface. These experiments 
are performed by sweeping the respective variable and monitoring the corres­
ponding observable quantity. For the measurements in the derivative mode 
(rows 3-5), a small modulation voltage is superimposed on Vt or on the z­
piezo voltage (gap width modulation) and the AC component of the modulated 
signal is monitored by a lock-in amplifier while the feedback loop keeps the 
DC component of the tunnel current constant. The modulation frequency and 
the sweep velocity of the I-V curves have to be much faster than the band­
width of the feedback loop, to avoid simultaneous compensating changes in 
the gap width. In all other cases, the sweep velocity must be smaller than 
this bandwidth in order to maintain constant tunnel current. 

Column 4 refers to two-dimensional STM images. Depending on the observ­
able quantity, these are topographical images (z), spectroscopic images 
(dI/dV) or "Work function" (dI/ds) images. In all of them, It' and thus the 
gap width, is kept constant, i.e., the electronic properties are probed 
along equicurrent lines. 

For a qualitative understanding of the physical quantities probed in 
these experiments it is most instructive to use the Bardeen picture [14.54], 
in which the tunnel conductance is determined by the overlap of the wave 
functions of the tunnel electrodes in the gap region. Consequently, the 
tunnel current probes the densities of filled states in the cathode and of 
empty states in the anode and their respective extension into the gap region. 
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Fig.14.18. Energy diagram: The left (right) junction corresponds to a nega­
tive (positive) bias on the sample so as to permit tunneling from occupied 
states on the sample (tip) into empty states on the tip (sample). Only 
states within the energy window ~E can contribute. The associated density 
of states Ns (E) of the sample is sketched (solid line: occupied states, 
broken line: empty states), the arrows indicate the barrier-dependent tun­
neling probability. ~s' ~t: work function of sample and tip, respectively, 
s: gap wi dth 

Only states within the energy gap ~E are considered, which is illustrated 
in Fig.14.18. The energy gap ~E is determined by the applied tunnel voltage 
Vt . For conducting materials, ~E =Vt (Sect.14.3.5). The contribution of 
each of these states is weighted exponentially by their respective barrier 
height. The latter reflects the total charge density at the surface, among 
other properties. For the interpretation of the spectroscopic data, it is 
important to note that the tunnel conductance is dominated by those states 
that extend far out into the barrier region, that are at the top of the ener­
gy window (close to EF for the cathode), and that exhibit a high density 
of states and of course the proper symmetry for overlap. 

The density of states is tested by the voltage dependence of the tunnel 
current. Depending on the polarity of the applied voltage, either empty 
or filled states of the sample are detected (Sect.14.5.1). Resonances in the 
tunnel current observed at higher voltages are discussed in Sect.14.5.2. 
The correlation between tunnel current and distance yields information 
about the barrier height ("local work function"), since the decay of the 
contributing wave functions at the surface into vacuum is determined by 
the respective tunnel barrier (Sect.14.5.4). Specific applications of the 
STM to spectroscopic problems include the local detection of superconduc­
tivity (Sect.14.5.3) and the yet-to-be-realized resolution of vibrational 
modes via inelastic tunneling. The voltage-dependent spectroscopy of elec­
tronic states, tunneling studies of superconductivity, and inelastic tun­
neling for the detection of vibrational modes have already been widely ap­
plied in classic oxide junctions [14.21], however, without achieving local 
resolution. 
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Spectroscopic measurements of comparatively small variations in the tun­
nel current require a rather stable gap width. Because of the exponential 
dependence of It on s, the current signal will otherwise be dominated by 
those instabilities. (For typical values, It changes by an order of magni­
tude over 1 A.) The use of modulation techniques as mentioned above, how­
ever, can considerably reduce the impact of instabilities, especially if 
the modulation frequencies are much higher than the eigenfrequencies of 
the system. The upper limits for these frequencies are given by the band­
width of the I-V converter (Vt modulation) and of the power supplies for 
the z-piezo (gap width modulation). 

14.5.1 Valence Band Spectroscopy 

For small bias potentials, the barrier height is independent of the applied 
voltage, and the tunnel probability of an electron is given by dI/dV, 
while the (measured) tunnel conductance also includes the density of states 
at the anode and cathode the term. (dI/dV) is measured on one particular 
position of the surface as Vt is swept through the spectral range [local 
tunneling spectroscopy (LTS)]. In this mode, a peak in (dI/dV)-V, correspond­
ing to a sudden change in the I-V curve, will always result if a new state 
enters (or leaves) the energy window at its high-energy side (Fig.14.18). 
Measuring at a constant tunnel resistance Rt rather than at constant tun-
nel current It' will minimize distortions of the spectra due to distance 
variations so that (dI/dV)R-V curves directly reflect the density of states 
at the respective upper edge of the energy window ~E [14.33,34]. 

In an investigation of the electronic structure of Pd{lll} and Au{lll}, 
distinct structures in the tunnel conductance spectra were found on charac­
terized flat parts of these surfaces [14.33,34]. On Pd{lll}, three peaks 
are clearly resolved at -1.4 eV, -0.4 eV, and + 1.0 eV, and a weak feature 
shows up at -2.1 eV (Fig.14.19). They can be correlated with, respectively, 
the position of the d-band edge (-1.4 eV) [14.137], the L saddle point at 
+ 1.0 eV, and surface states at -0.4 eV and -2.1 eV, which were also seen 
by UPS on the clean surface [14.138]. 

Similar spectroscopic measurements on an oxidized Ni{100} surface revealed 
an extremely strong feature at ~0.6 eV above the Fermi level, which was at 
least one order of magnitude more intense than those observed typically on 
clean metal surfaces [14.139]. The authors attributed this peak to a d-elec­
tron state in the oxide layer and judged its low energy as confirmation of 
a band-structure model rather than a localized model (Mott insulator [14.139, 
140]) as a proper description for NiO. Based on their calculations, Garcia 
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Fig.14.19. (a) Constant resistance 
conductance versus voltage spectrum 
for Pd{lll} taken with 200-mV peak­
to-peak modulation at room tempe-

> rature. (b) Sketch of the Pd{lll} 
(I) band structure where the s-d bands 

are prominent in this energy range 
and there is a forbidden gap ex­
tending above the saddle point at 
0.94 eV [14.136]. (c) Plot of the 
surface state peaks derived from 
UPS measurements. (After [14.33]) 
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et al. demonstrated that in such measurements the number of oxide layers 
strongly affects the tunnel conductivity and that, therefore, the former 
quantity can be extracted from the detailed shape of the low-energy peak 
[14.141]. 

In comparison with photoemission (UPS) and inverse photoemission (BIS), 
where surface sensitivity results from the mean free path of the electrons 
in the sample material, the STM measurements have an inherently high sur­
face sensitivity: The tunnel electrons can proceed only into or out of states 
with an appreciable amplitude at and outside the surface to achieve overlap 
of the wave functions of the electronic states in the two electrodes. 

As mentioned above, measurements of I-V curves and of the differential 
conductance in order to characterize the energy gap in superconductors were 
reported in 1981 by Poppe et al. [14.17]. Similar recent measurements to­
gether with two-dimensional images of the local superconducting character of 
the surface by Elrod et al. are discussed in Sect.14.S.3. 

In several laboratories, efforts are being made to exploit inelastic 
tunneling in the STM as a means to detect locally resolved vibrational ex­
citations, but results are still awaited. This measurement suffers from two 
experimental problems. First of all, because of the very small changes in 
tunnel current (~0.1% [14.21]), these measurements require an extremely stable 
gap width, even if modulation techniques (second derivative mode) are used 
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for noise suppression. This becomes even more of a problem because of the 
second limitation, the requirement to work at very low temperatures in order 
to reduce thermal broadening of the Fermi edge [14.142]. 

14.5.2 Resonant Tunneling 

A new phenomenon in addition to the structure in the (dI/dV)-V spectra de­
scribed above occurs in the high bias limit. In a variety of experiments 
now characteristic oscillations in (dI/dV) were reported at higher voltages, 
e.g., on Au{110} [14.4,143], Ni{lOO} [14.144], Si{lll} [14.145], and on 
Pt{100} [14.32]. Earlier, Gundlach had predicted oscillations in the tun­
neling probability at energies close to those of the bound states within a 
triangular potential defined by the top of the potential barrier in the tun­
neling gap in front of the cathode (e.g., the tip) and a partially reflecting 
boundary at the cathode (e.g., at the sample surface, see also the inset 
in Fig.14.20) [14.146]. Since their positions are extremely sensitive to 
small changes in the shape of the metal insulator boundary, it was also noted 
that they are not likely to be observed experimentally because of fluctu­
ations in the height and thickness of the barrier [14.147]. Indeed,only a 
few measurements on solid tunnel junctions showed evidence of such behavior 
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Fig.14.20. Distance-voltage tunnel characteristics exhibiting resonant tun­
neling. The "levels" shown on the left are obtained from the resonance con­
dition and give the distance for constructive inter~eren~e. The_ins~t shows 
schematically a metal (Ml)-vacuum-metal(M2) tunnel J_unctlon under fleld­
emission conditions (V>4>2) and the propagating wave in the "quasi-potential 
well" with corresponding decay in the triangular vacuum barrier (left) and 
the mismatch at the vacuum-M2 interface. (After [14.4]) 
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[14.148,149]. The STM results thus confirmed the correctness of these pre­
dictions and underlined the local character of STM tunneling, where these 
fluctuations are not expected to playa role. In accord, the intensity of 
these oscillations depends critically on the flatness of the surface. 

Near the vacuum level EV' and between EV and EF, the triangular potential 
is distorted by the contribution of the image potential, as described in 
Sect.14.3.3 and Fig.14.5. Consequently, bound states or resonances are pos­
sible even at rather low bias voltages where the triangular potential is 
effectively replaced by the image potential. Binnig et al. correspondingly 
attributed these oscillations in the I-V characteristics for tunneling into 
a Ni{100} surface to image states, as observed in inverse photoemission 
[14.150] or two-photon-photoemission [14.151]. This surface exhibits a large 
band gap in the projected bulk band structure right above EF [14.152] and 
the resulting high reflectivity of (low transmission into) the surface al­
lows the formation of rather long-lived states in front of the surface. 
Becker et al. performed extensive measurements on a Au{110} sample [14.143]. 
In this case, the lifetime of the electrons in front of the surface is al­
ways short since there is no comparable band gap [14.153]. Emphasizing these 
properties, they used the term "electron interferometry", but the features 
are equivalent to those described as resonances by Gundlach [14.146] and 
also by Salvan et al. [14.145] for STM results on Si{1114 also with no com­
parable band gap. 

The STM experiments were performed under feedback control, i.e., at con­
stant current rather than at constant gap width s. The resulting variations 
in s with V are directly correlated to oscillations in (dI/dV)s' which are 
observed in the standard mode for calculations or measurements on solid 
junctions. Therefore, the oscillations show up also in the gap width. For 
constant It' we can write 

dI = (~~) dV + nD ds = 0 , 
s v 

(14.11) 

(14.12) 

and from (14.12) it is evident that maxima in (dI/dV)s are accompanied by 
maxima in (ds/dV)I or steps in the s-V curves since (dI/dS)V is a smooth 
and structureless function [14.141]. These steps are clearly resolved in 
Fig.14.20, which also represents the first reported example of I-V oscilla­
tions in the STM [14.4]. 

In the STM, the electric field in the tunnel junction has the effect of 
continuously shifting and expanding the image state spectrum (Stark shift). 
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For comparison with results from other techniques, this shift has to be ac­
counted for. This was demonstrated by Binnig et al. who recorded (dI/dV)-V 
curves at different currents and thus also at different field strengths 
[14.144J. From these series they extrapolated the energies to zero field 
conditions. The resulting energies compared well with those found in inverse 
photoemission on this surface [14.154J. 

14.5.3 Scanning Tunneling Spectroscopy 

In this mode the surface is scanned at constant given DC values for It and 
Vt and thus at roughly constant gap width s, while (dI/dV)I is monitored. 
In essence, this is equal to looking at the difference in corrugation of 
two topographical images taken at slightly different voltages [14.155J. In 
the framework of this more general definition, topographic images dominated 
by specific voltage-dependent features may also be included in this section. 

In scanning tunneling spectroscopy (STS) , mainly the corrugation of the 
states at the lower energy boundary of the window in Fig.14.18 is probed, in 
contrast to topography, which is sensitive to the electronic charge in the 
entire energy window (Sect.14.5.3). Therefore, STS is ideally suited to de­
tecting the spatial distribution of localized states associated with d-bands 
or directed covalent bonds (dangling bonds), surface states, resonances, 
etc., and to their correlation to the topographical image taken simultaneous­
ly [14.64]. Spectroscopy and topography, although emphasizing different 
features, are not completely decoupled. This is mostly due to finite bias 
effects which cause It to slowly change from the low bias approximation 
into the high bias limit (Table 14.1). Here It loses its ohmic behavior and 
the exponential term for It becomes voltage dependent. Including the contri­
bution of the image potential as well, this leads to a general expression 
for the tunnel current of 

ln It ~ -A·h($(V,s,))·f(V,s) (14.13) 

Only in the low bias limit, with f(V,s) =s and neglecting the image poten­
tial h($(V,s)) =$~, will this yield a constant value for the observed deri­

vative (dI/dV)I or (dlnI/dV)I' Therefore, only under these conditions will 
spatial variations in the topography not affect the spectroscopic signal 
while the tip follows the equicurrent line over the surface. In general, 
i.e., at higher voltages, the spectroscopic signal will also reflect changes 
in the topography since both terms in (14.13) are now energy dependent and 
contribute to the derivative. 

In connection with their LTS measurements on an oxidized Ni{100} surface, 
Binnig et al. followed the process of surface oxidation by STS [14.139]. 
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Utilizing the extreme intensity of the peak at -0.6 eV in the (dI/dV)-V 
spectra, they were able to monitor the associated nucleation and growth 
process by scanning the surface at this particular energy while hardly any 
changes were detectable in the topographical images taken simultaneously. 
These measurements thus provide an impressive demonstration of the potential 
of STS for monitoring chemical changes on a surface. 

In their original studies on p- and n-doped Si{lll} Binnig et al. noted 
slight differences in the apparent topography which were attributed to the 
different tunnel voltages [14.78,79]. Subsequent results of a detailed study 
of the correlation between topographic and spectroscopic images and their 
variation with the tunnel voltage indeed revealed a strongly state-selective 
corrugation on this surface [14.155]. Feenstra et al. performed a systematic 
STM investigation on the Si{111}-(2 xl) reconstructed surface at a variety 
of different tunnel voltages between -2 and +2 eV [14.48,95]. From the vol­
tage dependence of reconstruction-induced corrugation and defect-related 
features, they deduced the presence of (a) a band gap for the (2 x1)-related 
surface states at IVtl ~0.4 eV, and (b) defect states with energies in or 
near this band gap. 

In the following examples as well, the corrugation observed in topogra­
phic images was clearly dominated by electronic effects: Coleman et al. 
showed STM images that, in addition to resolving single atoms, directly re­
flected superlattices due to the formation of charge density waves on a 
IT-TaS2 surface [14.30]. In agreement with calculations [14.156], the STM 
image on a 2H-TaSe2 surface in contrast was dominated by the lattice modula­
tion. On a graphite surface, Binnig et al. could distinguish between two 
electronically different carbon atoms at low voltages (50 mV) while at high 
voltages (1.5 V) these differences disappear because of the integration 
over the density of states in a much wider energy window [14.12]. The STM 
image seen at low voltages thus represents a corrugation of states close 
to EF which is very different from that of the total charge density. 

These examples underline the potential of the STM for studies of semicon­
ductor surfaces. While perhaps impeding pure structure determination, the 
state selectivity of the STM measurements is extremely helpful for a more 
comprehensive understanding of the correlated electronic and geometric sturc­
tureof these surfaces. Correspondingly, in all of these cases, the charge­
density approximation proposed by Tersoff and Hamann [14.57,58] to model STM 

scans would be invalid (Sect.14.3.4). 
Elrod et al. imaged the spatial variations in the superconducting charac­

ter of a niobium-tin sample at 6.2 K [14.27-29]. Using a modified modulation 
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Fig.14.21. Repeated spectroscopic scans (normalized zero bias conductance 
line scans) over a region of a Nb3Sn sample showing a continuous spatial 
transition between normal (II) and superconducting fI) behavior. The nor­
malized value (dI/dVn at the ordinate represents (d /dV)V=O/(dI/dV)V»O 
(After [14.28]) 

technique, this was quantified by essentially measuring (dI/dV) at zero bias 
and then normalizing this to the average value outside the superconducting 
gap. {For a superconduction-insulator-normal (SIN) junction within this gap, 
(dI/dV)O ~O [14.28]}. Figure 14.21 displays repeated spectroscopic scans over 
an area of the sample that shows a continuous spatial transition between 
superconducting (I) and nearly "normal" (II) regions. Two-dimensional scans 
were also published reflecting the correlation between topographic roughness 
and super superconducting character. 

Inelastic images when they become measurable will provide another mode in 
addition to STS to detect chemical changes or adsorbed species spatially re­
solved on a surface. 

14.5.4 The Work Function and Work Function Images 

The correlation between the slope of I-s curves, the (distance-dependent) 
tunnel barrier, and the macroscopic work function, as well as the barrier­
lowering effects of the image potential and surface roughness «Rt ) in the 
STt1 were treated in Sect.14.3.3. For flat metal surfaces, barrier heights 
of 3-4.5 eV seem to be typical [14.2,8,9,88]. This was demonstrated for a 
Pt{100} surface which was previously characterized as chemically clean by 
the presence of the "hex" reconstructi on and as topographi ca lly fl at [14.88]. 
Rougher surfaces tend to exhibit lower tunnel barriers, but anomalously 
low values of a few tenths of an electronvolt must have other sources [14.157]. 
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In addition to its distance dependence, the tunnel barrier was also predic­
ted to be voltage dependent [14.69] in agreement with preliminary results 
[14.32]. Systematic experimental studies, however, have not yet been pub­
lished. 

The spatial variation of the tunnel barrier (work function image), moni­
tored in a comparable mode to STS, but by modulating the gap width instead 

of Vt , can stem from chemical or geometric heterogeneities on the surface. 
In practice, work function images have received less attention than spec­
troscopic images, despite their principcal sensitivity to chemical surface 
modifications: From considerations identical to those in 14.5.3, also the 
work function image and topography are not strictly decoupled. In addition, 
work function measurements are particularly sensitive to surface roughness 
and more susceptible to mechanical instabilities because of the mechanical 
modulation of the gap width. 

In a zero-order approximation, the electronic corrugation is assumed to 
decay with distance leading to a lower value for the tunnel barrier at to­

pographical minima (Smoluchowski effect [14.158]). The geometric surface 
heterogeneity, of course, also includes different sites within a large unit 

cell. This local sensitivity is demonstrated in Fig.14.22 by a work func­
tion scan over the hex reconstructed Pt{100} surface in which a modulation 
in the measured tunnel barrier of about 100 meV with the corrugation length 
identical to that of the topographic corrugation is exhibited [14.88]. 

The use of work function images as a technique for chemical distinction 
was demonstrated by Binnig et al. for gold deposits on a silicon sample 
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Fig.14.22. Tunnel barrier and topography in a line scan over the hex recon­
structed Pt{lOO} (After [14.88]) 
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where the gold clusters were clearly identified on the work function image 
and on the topographic image [14.6]. 

In the same way that STS is correlated to (inverse) photoemission measure­
ments, the locally resolved work function images also have a corresponding 
integrating technique: the photoemission of adsorbed xenon (PAX), which is 
a titration technique yielding a histogram of the local work function values 
on a surface [14.159J. A quantitative comparison of results from both me­

thods will be of particular interest with respect to the representative 
character of STM images. 

14.6 Conclusions 

Scanning tunneling microscopy has become a unique technique, mostly because 
of its capability to simultaneously image topographic and electronic struc­

tures with a local resolution on an atomic scale, with relatively few re­
straints on the experimental environment. This attractive combination ac­
counts for the wide applicability of the STM not only in surface science 
but also in a variety of other fields of scientific or technological interest. 

The STM benefits from and complements existing techniques for surface 
characterization, such as diffraction methods or direct imaging for struc­
ture determination, and photoemission or electron energy loss techniques for 
the investigation of electronic structures. The direct combination with al­
most any of these techniques really allows the full exploitation of the po­
tential of the STM as a local probe with very high resolution for surface 
science. 

The technological interest in the STM stems in part from its application 
as a writing or micropositioning tool, e.g., for the detection of local 
electric potentials. However, imaging in air with-for most technological 

and many scientific purposes -no significant loss in resolution is expected 
to find many future application for a variety of problems, including studies 

of biological specimens in their natural state. 

Acknowledgements. We would like to thank all colleagues who generously pro­
vided preprints of unpublished results, permitted the use of their figures, 
or contributed in other ways to this work. We wish to especially mention 
G. Binnig and H. Rohrer, who freely shared their expert knowledge, and Ch. 
Gerber, who gave always helpful technical advice. The authors also want to 
thank G. Ertl for his continuous interest and support. Finally, financial 
support by the Deutsche Forschungsgemeinschaft through SFB 128 is grate­
fully acknowledged. 

406 



Refurenc~ 

14.1 G. Binnig, H. Rohrer, Ch. Gerber, E. Weibel: Physica (Utrecht) 
1078+C, 1335 (1981) 

14.2 G. Binnig, H. Rohrer, Ch. Gerber, E. Weibel: Appl. Phys. Lett. 40, 
178 (1982) 

14.3 G. Binnig, H. Rohrer, Ch. Gerber, E. Weibel: Phys. Rev. Lett. 49, 
57 (1982) 

14.4 G. Binnig, H. Rohrer: Helv. Phys. Acta 55, 726 (1983) 
14.5 G. Binnig, H. Rohrer: Phys. Bl. 39, 16,176 (1983) 
14.6 G. Binnig, H. Rohrer: Surf. Sci. 126,236 (1983) 
14.7 G. Binnig, H. Rohrer: Surf. Sci. 152/153, 17 (1985) 
14.8 M.D. Pashley, J.B. Pethica, J. Coombs: Surf. Sci. 152/15S, 27 (1985) 
14.9 R.F. Willis, M.C. Payne, J.B. Pethica, M.D. Pashley, J.H. Coombs: 

In Festkorperprobleme XXV, ed. by P. Grosse (Vieweg, Braunschweig 
1985) 

14.10 E. Stoll: In conference handouts of 26. Cours de Perfectionnement 
de 1 'Association Vaudoise des Chercheurs en Physiques, "Physique 
des Surfaces", Saas Fee, Switzerland 1984, ed. by E. Bornand, A. 
Chapelain, P. Millet, pp.87-156 

14.11 G. Binnig, H. Rohrer: Sci. Am. 253, 40 (1985) 
14.12 G. Binnig, H. Rohrer, Chr. Gerber, H. Fuchs, E. Stoll, E. Tosatti: 

To be published 
14.13 J.R. Oppenheimer: Phys. Rev. 31, 66 (1928) 
14.14 R.H. Fowler, L. Nordheim: Proc. R. Soc. London, Ser. A119, 173 (1928) 
14.15 J. Frenkel: Phys. Rev. 36, 1104 (1930) 
14.16 W. Thompson, S.F. Hanrahan: Rev. Sci. Instrum. 47, 1303 (1976) 
14.17 U. Poppe: Physica 108B, 805 (1981) 

U. Poppe, H. Schroder: In Proc. 17th Int. Conf. Low Temp. Phys., 
Karlsruhe 1984, ed. by U. Eckern, A. Schmid, W. Weber, H. WUhl 
(Elsevier, Amsterdam 1984) p.835 
U. Poppe: J. Magn. & Magn. Mater. 52, 157 (1985) 

14.18 R.D. Young: Rev. Sci. Instrum. 37, 275 (1966) 
R.D. Young, J. Ward, F. Scire: Phys. Rev. Lett. 27, 922 (1971) 

14.19 C. Teague: Ph.D. Thesis, North Texas State University, Denton (1978) 
C. Teague: Bull. Am. Phys. Soc. 23, 230 (1978) 

14.20 R.D. Young: Private communication 
14.21 E. Burstein, S. Lundquist (eds.): Inelastic Phenomena in Solids 

(Plenum, New York 1969) 
T. Wolfram (ed.): Inelastic Electron Tunneling Spectroscopy, Springer 
Ser. Solid-State-Sci., Vol.4 (Springer, Berlin, Heidelberg 1978) 
E.L. Wolf: Rep. Prog. Phys. 41, 1439 (1978) 
E.L. Wolf: Principles of Electron Tunneling Spectroscopy (Oxford U. 
Press, Oxford 1985) 
P. Hansma (ed.): Tunneling Spectroscopy (Plenum, New York 1982) 

14.22 J.W. Gadzuk, E.W. Plummer: Rev. Mod. Phys. 45, 487 (1973) 
14.23 C.B. Duke: In Tunneling in Solids, Solid State Physics, Vol.10, ed. 

by F. Seitz, D. Turnbull, H. Ehrenreich (Academic, New York 1969) 
14.24 E.W. MUller: Phys. Z. 37, 838 (1936); Z. Phys. 106, 541 (1937) 

E.W. MUller, T.T. Tsong: Field Ion Microscopy (Elsevier, New York 1969) 
14.25 G. Ehrlich: In Chemistry and Physics of solid Surfaces V, ed. by 

R. Vanselow, R. Howe, Springer Ser. Chem. Phys., Vol.35 (Springer, 
Berlin, Heidelberg 1984) 

14.26 Chr. Gerber: IBM J. Res. Dev., in press 
14.27 S. Elrod, .A.L. de Lozanne, C.F. Quate: Appl. Phys. Lett. 45, 1240 

(1984) 
14.28 A.L. de Lozanne, S.A. Elrod, C.F. Quate: Phys. Rev. Lett. 54, 2433 

(1985) 

407 



14.29 S.A. Elrod: IBM J. Res. Dev., in press 
14.30 R.V. Coleman, B. Drake, P.K. Hansma, G. Slough: Phys. Rev. Lett. 55, 

394 (1985) 
14.31 S. Chiang, R.J. Wilson: IBM J. Res. Dev., in press 
14.32 W. Hasler, R.J. Behm: Unpublished results 
14.33 W.J. Kaiser, R.C. Jaklevic: IBM J. Res. Dev., in press 
14.34 W.J. Kaiser, R.C. Jaklevic: Bull. Am. Phys. Soc. 30, 309 (1985) 
14.35 M. Ringger, H. Hidber, R. Schlagl, P. Oelhafen, H.J. GUntherodt, 

K. Wandelt, G. Ertl: In Proc. 17th Int. Conf. Low Temp. Phys., Karls­
ruhe 1984, ed. by U. Eckern, A. Schmid, W. Weber, H. WUhl (Elsevier, 
Amsterdam 1984) 

14.36 M. Ringger, H.R. Hidber, R. Schlagl, P. Oelhafen, H.J. GUntherodt, 
K. Wandelt, G. Ertl: In The Structure of Surfaces, ed. by M.A. Van 
Hove, S.Y. Tong, Springer Ser. Surf. Sci., Vol.2 (Springer, Berlin 
Heidelberg 1985) p.48 

14.37 M. Ringger, H.J. GUntherodt, B.W. Corb, H.R. Hidber, P. Oelhafen, 
R. Schlagl, A. Stemmer, R. Wiesendanger: IBM J. Res. Dev., in press 

14.38 J.E. Demuth, R.J. Hamers, R.M. Tromp, 11.E. Well and: IBM J. Res. 
Dev., in press 

14.39 P.K. Hansrna: IBM J. Res. Dev., in press 
14.40 J. Moreland, S. Alexander, M. Cox, R. Sonnenfeld, P.K. Hansma: Appl. 

Phys. Lett. 43, 387 (1983) 
14.41 J. Moreland, P.K. Hansma: Rev. Sci. Instrum. 55, 399 (1984) 
14.42 J. Moreland, J. Drucker, P.K. Hansma, J.P. Katthaus, A. Adams, R. 

Kvaas: Appl. Phys. Lett. 45, 104 (1984) 
14.43 S. Vieira: IBM J. Res. Dev., in press 
14.44 U. Tietze, Ch. Schenk: HaZbZeiter-SchaZtungstechnik, 7. Aufl. 

(Springer, Berlin,Heidelberg 1985) 
14.45 D. Pohl: IBM J. Res. Dev., in press 
14.46 G.F.A. van de Walle, J.W. Gerritsen, H. van Kempen, P. Wyder: Rev. 

Sci. Instrum. 56, 1573 (1985) 
14.47 H. van Kempen: IBM J. Res. Dev., in press 
14.48 R.M. Feenstra, W.A. Thompson, A.P. Fein: Phys. Rev. Lett., in press 
14.49 S. Chiang,·R.J. Wilson: Private communication 
14.50 H.W. Fink: IBM J. Res. Dev., in press 
14.51 Y. Kuk: Private communication 
14.52 H.W. Fink: Private communication 
14.53 J.G. Simmons: J. Appl. Phys. 34, 1793 (1963). The effect of the image 

potential was overestimated by a factor of two in this work [14.23] 
14.54 J. Bardeen: Phys. Rev. Lett. 6, 57 (1961) 
14.55 G. Binnig, N. Garcia, H. Rohrer, J.M. Soler, F. Flores: Phys. Rev. 

B30, 4816 (1984) 
14.56 T.E. Feuchtwang, P.H. Cutler, N.M. Miskowsky, A.A. Lucas: In Quantum 

MetroZogy and FUndamentaZ PhysicaZ Constants, ed. by P.H. Cutler, 
A.A. Lucas, NATO ASI Series B, Vol.3 (Plenum, New York 1983) p.529 

14.57 J. Tersoff, D.R. Hamann: Phys. Rev. Lett. 50, 1998 (1983) 
14.58 J. Tersoff, D.R. Hamann: Phys. Rev. B31, 805 (1985) 
14.59 T.E. Feuchtwang, P.H. Cutler, N.H. ~1iskovsky: Phys. Lett. 99A, 167 

(1983) 
14.60 N. Garcia, C. Ocal, F. Flores: Phys. Rev. Lett. 50,2002 (1983) 
14.61 E. Stoll, A. Baratoff, A. Selloni, P. Carnevali: J. Phys. C17, 3073 

(1984) 
14.62 E. Stoll: Surf. Sci. 143, L411 (1984) 
14.63 N. Garcia, F. Flores: Physica 127B, 137 (1984) 
14.64 A. Baratoff: Physica 127B, 143 (1984) 
14.65 N. Garcia: J. Chern. Phys. 67, 897 (1977) 
14.66 N. Garcia, N. Cabrera: Phys. Rev. B18, 576 (1978) 
14.67 N. Garcia, J. Barker, I.P. Batra: J. Electron. Spectrosc. Relat. 

Phenom. 30, 137 (1983) 

408 



14.68 N. Esbjerg, J.K. N~rskov: Phys. Rev. Lett. 45, 807 (1980) 
14.69 M.C. Paynes, J.C. Inkson: Surf. Sci. 159,485 (1985) 
14.70 T.E. Feuchtwang, P.H. Cutler, E. Kazer: J. Phys. (Paris) C9, 111 

(1985) 
14.71 A.A. Lucas, J.P. Vigneron, J. Bono, P.H. LUtler, T.E. Feuchtwang, 

R.H. Good, Jr., Z. Huang: J. Phys. (Paris) C9, 125 (1985) 
14.72 J. Bono. R.H. Good, Jr.: Surf. Sci. 151,543 (1985) 
14.73 M. BUttiker, R. Landauer: Phys. Rev. Lett. 49, 1739 (1982) 

M. BUttiker: Phys. Rev. B27, 6178 (1983) 
14.74 M. BUttiker: IBM J. Res. Dev., in press 
14.75 Z.A. Weinberg, A. Hartstein: Solid State Commun. 20, 179 (1976) 
14.76 N.D. Lang, W. Kohn: Phys. Rev. B3, 1215 (1971) 
14.77 D.C. Wells: Scanning Electron Microscope (McGraw-Hill, New York 1974) 
14.78 G. Binnig, H. Rohrer, Ch. Gerber, E. Weibel: Phys. Rev. Lett. 50, 

120 (1983) 
14.79 G. Binnig, H. Rohrer, F. Salvan, Ch. Gerber, A. Barb: Surf. Sci. 157, 

L373 (1985) 
14.80 G. Binnig, H. Rohrer, Chr. Gerber, E. Weibel: Surf. Sci. 131, L 379 

(1983) 
14.81 J.K. Gimzewski, A. Humbert, J.G. Bednorz, B. Reihl: Phys. Rev. Lett. 

55, 951 (1985) 
14.82 A. Humbert: IBM J. Res. Dev., in press 
14.83 R. Miranda: Private communication 
14.84 F. Flores, N. Garcia: Phys. Rev. B30, 2289 (1984) 
14.85 T.E. Hartmann: J. Appl. Phys. 33, 3427 (1962) 
14.86 N.D. Lang: Phys. Rev. Lett. 55, 230 (1985) 
14.87 N.D. Lang: IBM J. Res. Dev., in press 
14.88 R.J. Behm, W. Hosler, E. Ritter: To be published 
14.89 M. Ringger, H. Hidber, R. Schlogl, P. oelhafen, H.J. GUntherodt: 

Appl. Phys. Lett. 46, 832 (1984) 
14.90 P.A.M. Benistant, G.F.A. van de Walle, H. van Kempen, P. Wyder: To 

be published 
14.91 G.K. Binnig, H. Rohrer, Chr. Gerber, E. Stoll: Surf. Sci. 144, 321 

(1984) 
14.92 R.J. Behm, W. Hosler, E. Ritter, G. Binnig: J. Vac. Sci. Technol., in 

press 
14.93 R.J. Behm, W. Hosler, E. Ritter, G. Binnig: Phys. Rev. Lett., in press 
14.94 A.M. Bara, G. Binnig, H. Rohrer, Chr. Gerber, E. Stoll, A. Baratoff, 

F. Salvan: Phys. Rev. Lett. 52, 1304 (1985) 
14.95 R.M. Feenstra: IBM J. Res. Dev., in press 
14.96 R.M. Tromp, R.J. Hamers, J.E. Demuth: Phys. Rev. Lett. 55, 1303 (1985) 
14.97 R.M. Feenstra, A.P. Fein: Phys. Rev. B32, 1394 (1985) 
14.98 R.S. Becker, J.A. Golovchenko, B.S. Swartzentruber: Phys. Rev. Lett. 

54, 2678 (1985) 
14.99 See, e.g., P. Heilmann, K. Heinz, K. MUller: Surf. Sci. 83, 487 (1979) 
14.100 D.G. Fedak, N.A. Gjostein: Surf. Sci. 8, 77 (1967) 
14.101 W. Moritz: Habilitationsschrift, Universitat MUnchen (1984) 
14.102 W. Moritz, D. Wolf: Surf. Sci. 163, L655 (1985) 
14.103 H.P. Bonzel, S. Ferrer: Surf. Sci. 118, L263 (1982) 

S. Ferrer, H.P. Bonzel: Surf. Sci. 119,234 (1982) 
14.104 I.K. Robinson: Phys. Rev. Lett. 50, 1145 (1983) 

I.K. Robinson, Y. Kuk, L.C. Feldman: Phys. Rev. B29, 4762 (1984) 
14.105 H. Jagodzinski, W. Moritz, D. Wolf: Surf. Sci. 77, 233 (1978) 

J.C. Campuzano, M.S. Forster, G. Jennings, R.F. Willis, W. Unertl: 
Phys. Rev. Lett. 54, 2684 (1985) 

14.106 R.M. Tromp, E.J. van Loenen: Surf. Sci. 155, 441 (1985) 
R.M. Tromp: Surf. Sci. 155,432 (1985) 

14.107 K. Takyanagi, Y. Tanishiro, M. Takahashi: J. Vac. Sci. Technol. A3, 
1502 (1985) 

409 



14.108 D.J. Chadi: Phys. Rev. 830, 4470 (1984) 
14.109 L.C. Snyder: Surf. Sci. 140, 101 (1984) 
14.110 E.C. McRae, P.M. Petroff: Surf. Sci. 147,385 (1984), and references 

therein 
14.111 E. Stoll: IBM J. Res. Dev., in press 
14.112 J.A. Stroscio, W.H. Ho: Phys. Rev. Lett. 54, 1573 (1985) 
14.113 M.K. Debe, D.A. King: Surf. Sci. 81, 193 (1979) 
14.114 J.F. Wendelken, G.C. Wang: J. Vac. Sci. Technol. A3, 1593 (1985) 
14.115 R.F. Willis: In ~oc. Many Body Phenomena at Surfaces, ed. by D.C. 

Langreth, D. Newns, H. Suhl (Academic, New York 1984) 
14.116 R.M. Feenstra, G.S. Oehrlein: Appl. Phys. Lett. 47, 1136 (1985); 

J. Vac. Sci. Technol. B3, 1136 (1985) 
14.117 W. Hosler, R.J. Behm, E. Ritter: IBM J. Res. Dev., in press 
14.118 G. Comsa, G. Mechtersheimer, B. Poelsema: Surf. Sci. 119, 159 (1982) 
14.119 W. Hosler, E. Ritter, R.J. Behm: Ber. Bunsenges. Phys. Chern., in 

press 
14.120 See, e.g., S.M. Davis, G.A. Somorjai: In The Chemical Physics of 

Solid Surfaces and Heterogeneous Catalysis, ed. by D.A. King, D.P. 
Woodruff (Elsevier, Amsterdam 1982) 

14.121 A.E. Morgan, G.A. Somorjai: J. Chern. Phys. 51, 3309 (1969) 
14.122 K. Baron, D.W. Blakely, G.A. Somorjai: Surf. Sci. 41, 157 (1974) 
14.123 A.M. Barb, R. Miranda, J. Alaman, N. Garci~, G. Binnig, H. Rohrer, 

Ch. Gerber, J.L. Carrascosa: Nature (London) 315, 253 (1985) 
14.124 A.M. Barb, R. Miranda: IBM J. Res. Dev., in press 
14.125 A. Humbert, J.K. Gimzewski, B. Reihl: Phys. Rev. B32, 4252 (1985) 
14.126 H. Raether: Surf. Sci. 140,31 (1984) 
14.127 H.J. Scheel, G. Binnig, H. Rohrer: J. Cryst. Growth 60, 199 (1982) 
14.128 J.K. Gimzewski, A. Humbert, D.W. Pohl, S. Veprek: Surf. Sci., in 

press 
14.129 R. Miranda, N. Garcia, A.M. Baro, R. Garcia, J.L. Pena, H. Rohrer: 

Appl. Phys. Lett. 47, 367 (1985) 
14.130 N. Garcia, A.M. Barb, R. Miranda, H. Rohrer, Ch. Gerber, R. Garcia 

Cantu, J.L. Pena: Metrologia 21, 135 (1985) 
14.131 U. DUrig, D.W. Pohl, F. Rohner: IBM J. Res. Dev., in press; and to 

be published 
14.132 P. Muralt, D.W. Pohl, W. Denk: IBM J. Res. Dev., in press 

P. Muralt, D.W. Pohl: To be published 
14.133 H.H. Farell, D.M. Levinson: Phys. Rev. B31, 3593 (1985) 
14.134 G. Binnig; H. Fuchs, E. Stoll: To be published 
14.135 R. Gomer: IBM J. Res. Dev., in press 
14.136 R. Gomer: To be published 
14.137 F.J. Himpsel, D.E. Eastman: Phys. Rev. B18, 5236 (1978) 

N.E. Christensen: Phys. Rev. B14, 3446 (1976) 
14.138 J.E. Demuth: Surf. Sci. 65, 369 (1977) 
14.139 G. Binnig, H. Fuchs, J. KUbler, F. Sal van, A.R. Williams: To be 

published 
14.140 N.F. Mott: Metal Insulator Transitions (Taylor and Francis, London 

1974) 
14.141 R. Garcia, J.J. Saenz, N. Garcia: To be published 
14.142 R.C. Jaklevic: Phys. Rev. 165, 821 (1965) 
14.143 R.S. Becker, J.A. Golovchenko, B.S. Swartzentruber: Phys. Rev. Lett. 

55, 987 (1985) 
14.144 G. Binnig, K.H. Frank, H. Fuchs, N. Garcia, B. Reihl, H. Rohrer, 

F. Salvan, A.R. Williams: Phys. Rev. Lett. 55, 991 (1985) 
14.145 F. Salvan, H. Fuchs, A. Baratoff, G. Binnig: Surf. Sci., in press 
14.146 K.H. Gundlach: Solid-State Electron. 9, 949 (1966) 
14.147 M.E. Alferieff, C.B. Duke: J. Chern. Phys. 46, 938 (1967) 
14.148 J. MaSerijan, N. Zamani: J. Appl. Phys. 53, 559 (1982) 

410 



14.149 T.W. Hickmott, P.M. Solomon, R. Fischer, H. Morkorc: Appl. Phys. Lett. 
44, 90 (1984) 

14.150 See, e.g., V. Dose, W. Altmann, A. Goldmann, U. Kolac, J. Rogozig: 
Phys. Rev. Lett. 52, 1919 (1984) 
N. Garcia, B. Reihl, K.H. Frank, A.R. Williams: Phys. Rev. Lett. 54, 
591 (1985) 

14.151 K. Giesen, F. Hage, F.J. Himpsel, H.J. Riess, W. Steinmann: Phys. Rev. 
Lett. 55, 300 (1985) 

14.152 P.O. Johnson, N.V. Smith: Phys. Rev. B27, 2577 (1983) 
14.153 H. Eckardt, L. Fritsche, J. Noffke: J. Phys. F14, 97 (1984) 
14.154 D.F. Woodruff, N.V. Smith, P.O. Johnson, W.O. Royer: Phys. Rev. 

B26, 2943 (1982) 
14.155 G. Binnig, H. Fuchs, F. Salvan: Verh. Dtsch. Phys. Ges. (VI) 20, 

898 (1985) 
14.156 N.J. Doran, A.M. Woolley: J. Phys. C14, 4257 (1981) 
14.157 J.H. Coombs, J.B. Pethica: IBM J. Res. Dev., in press 
14.158 R. Smoluchowski: Phys. Rev. 60, 661 (1941) 
14.159 K. Wandelt: J. Vac. Sci. Technol. A2, 802 (1984) 

411 



15. High-Resolution Electron Microscopy 
in Surface Science 

D.J. Smith 

Center for Solid State Science and Dept. of Physics, 
Arizona State University, Tempe, AZ 85287, USA 

A wide variety of diffraction, spectroscopy, and microscopy techniques are 
now available for the characterisation of surfaces, but only the microscopical 
methods, primarily using electrons, are able to provide direct real-space in­
formation about local inhomogeneities such as surface steps, terraces, do­
mains, and defects. As a consequence of technical improvements, high-resolu-

" 
tion electron microscopes in particular are nowadays capable of atomic imag-
ing, and electron microscopists are already starting to utilise this capabi­
lity in their studies of surfaces. Subnanometer surface detail can be resolved 
in the reflection imaging mode and atomic-scale features are visible in the 
transmission and profile imaging modes. The results already available indicate 
that these high-resolution electron microscopy (HREM) techniques should be 
indispensable to obtaining a detailed understanding of many surfaces and their 
macroscopic properties. 

Our objective is to provide a comprehensive review of the applications of 
high-resolution electron microscopy in surface science. We exclude, for ex­
ample, scanning electron microscopy (SEM) and scanning Auger microscopy (SAM) 
which are generally capable of moderate resolution (2-10 nm), and the inter­
ested reader is referred to recent reviews [15.1,2] for details of the rele­
vance of these techniques in surface science investigations. Critical reviews 
of scanning tunneling microscopy and field emission microscopy, techniques 
which are complementary to HREM, are found in Chaps.13,14 of this volume. 
We begin here by describing various HREM approaches, in particular discuss­
ing their respective advantages and shortcomings in relation to surface 

imaging. The body of the review concentrates on the different materials and 
the particular surface features which have been studied. The desirability 
of generally improved (ultra-high) vacuum and the usefulness of certain ac­
cessories are stressed. Finally, the future outlook for applications of the 
technique is briefly discussed. 
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15.1 Imaging Methods 

A detailed description of HREM imaging theory and applications is beyond 
the scope of this chapter and reference should be made to reviews and mono­
graphs elsewhere for further information [15.3-5]. For the uninitiated, and 
for later reference, a list of common acronyms is provided in Table 15.1. 
Reference to this list indicates that there is a multiplicity of HREM sur­
face imaging modes but, as will become apparent, each of these has a differ­
ent sensitivity for particular surface features so that there is often little 
choice in practice about which is the most appropriate mode to use when imag­
ing a given surface or material. 

The geometries for the different imaging modes can be understood by re­
ferring to the line drawings in Fig.15.1, which depict the electron micro­
scope only in the region of the objective lens. Note that for the scanning 
methods, STHl and SREM, the geometry is i denti ca 1 except that the di recti on 
of the electron beam is reversed and the objective aperture and lens actually 
precede the sample. 

Table 15.1. Common acronyms in electron microscopy 

BF 
DF 
HREM 
REM 
RHEED 
SAM 
SEM 
SREM 
STEM 
TED 
TEM 
WBDF 

Bright-Field 
Dark-Field 
High-Resolution Electron Microscopy 
Reflection Electron Microscopy 
Reflection High-Energy Electron Diffraction 
Scanning Auger Microscopy 
Scanning Electron Microscopy 
Scanning Reflection Electron Microscopy 
Scanning Transmission Electron Microscopy 
Transmission Electron Diffraction 
Transmission Electron Microscopy 
Weak-Beam Dark-Field 

15.1.1 Transmission Electron Microscopy 

There are two basic modes of TEM operation, namely the bright-field mode, 
where the transmitted (unscattered) beam contributes to the final image 
(Fig.15.1a), and the dark-field mode, where this beam is excluded (Fig. 
15.1b). In the BF case, the microscopist has the option of varying the ob­
jective aperture size over a considerable range. When the size is chosen so 
as to exclude the diffracted (scattered) beams, one has the configuration 
normally used by material scientists for so-called diffraction contrast. In 
this case, a (crystalline) specimen ;s tilted to excite a particular diff­
racted beam, or systematic row of reflections. This imaging mode is sensi­
tive to differences in specimen thickness, particularly in the vicinity of 
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Sample 

Lens 

Image -'----'- ..1. ___ --'-

Fig.15.la-c. Ray diagram showing 
the different geometries used for 
imaging surfaces in the electron 
microscope. (a) bright-field TEM; 
(b) axial dark-field TEM; (c) REM 

the first extinction thickness where, due to dynamic scattering within the 
crystal, the transmitted beam intensity has a minimum (not usually zero). 
Single-atom-height steps can be seen with acceptable contrast in this man­
ner [15.6], even under conditions where the effective (lateral) resolution 
of the same image, which is limited by the objective aperture size, might be 
only 0.5 nm or worse. A considerable contrast enhancement is sometimes pos­
sible by tilting the sample so that the incident beam direction is well away 
from the surface normal, whilst retaining the strongly excited systematic 
row of reflections [15.6,71. 

An interesting, and particularly effective, variant of this method has 
been employed to image surface monolayers with atomic resolution in the la­
teral direction as well [15.8]. In face-centered cubic (fcc) metals it is 
well known [15.9-11] that termination, for example, of a {Ill} foil with a 
thickness of 3N ±1 (N integer) atom layers corresponding to a partially 
filled unit cell, causes some weak scattering into normally forbidden diff­
racted beams. With an axial objective aperture large enough to allow pas­
sage of these beams, but still excluding the allowed diffracted beams of the 
bulk crystal, the BF image clearly reveals the surface lattice. A similar 
result, which again takes advantage of "forbidden" reflection to highlight 
thickness variations, also holds for the fcc <100> projection [15.8,12] and 
for molybdenum trioxide [15.13]. 

When the objective aperture size is increased to allow transmission of 
the bulk-diffracted beams through to the final viewing screen, the general 
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Fig.15.2. (a) Bright-field TEM image from a 40 A gold foil which shows 2.86 A 
periodicities due to {110}-type surface reflections. (b) Power spectrum (opti­
cal transform) of (a) showing the bulk {200} reflections as well as the surface 
{lI0} reflections. Reproduced with permission of Krakow [15.14] 

result is a lattice image. For a sufficiently thin sample, and at the cor­

rect objective lens defocus, the lattice image may become a structure image 
in which the positions of the atomic columns are directly visible. Whilst 
structure images can be invaluable as a means of characterizing crystalline 
imperfections in some materials, surface detail is not usually .visible ex­

cept under further restricted conditions. In one particular case, the perio­
dic 0.2 nm bulk lattice detail visible in micrographs of gold lattices was 
filtered out by a posteriori image processing [15.9,14] leaving the surface­
sensitive information due to the forbidden reflections referred to above 
(Fig.15.2) . 

The other situation corresponds to the so-called surface prOfile imaging 

mode. Under circumstances where the specimen is thin enough for structure 
imaging to be applicable, and provided that the surface is devoid of im­
puriti es, then the image shows the crystal profil e. If the mi croscope is 

capable of atomic resolution, then this profile image reveals the projected 
arrangement of atomic columns along the surface [15.15]. The information 

provided about the surface topography by the technique is direct, and often 

striking (see Sects.15.3.4 and 5) although, because the surface profile is 
projected onto the final image plane, no relative height discrimination is 

available. 
The OF imaging mode is necessarily limited in resolution by the objective 

aperture size since the final image is usually formed from only one diffrac­
ted beam. (Note that it is customary to tilt the incident beam as indicated 

in Fig.15.lb so that the required diffracted beam passes axially through the 

objective lens thereby avoiding off-axis chromatic aberration effects.) 
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Nevertheless, as was the case for the small-aperture SF image, there are 
imaging conditions which are particularly sensitive to thickness variations 
within the sample. For example, if the sample is tilted to bring a higher­
order diffracted beam to the Bragg condition, then the WBDF image formed 
from one of the lower-order reflections can show monolayer height differ­
ences [15.16]. For appropriate materials, such as fcc gold, an image formed 
with one of the forbidden reflections can also show atomic-level steps across 
the crystal, even though the lateral resolution might only be 1 nm [15.10]. 
A serious problem with this latter type of image, however, is that image in­
tensities are generally very low, necessitating very long exposure times, 
and this places very stringent demands on specimen stage stability. Nowadays, 
alternative methods of surface imaging are generally used. 

Finally, it is worth emphasizing that TEM images of surfaces, whether BF 

or OF, do not require changes from the normal operating procedures of the 
microscope and, in particular, the image magnification is unaltered. Imaging 

in REM is not quite so straightforward, and the image is foreshortened in one 
direction, but the extra effort is often justified by the detailed information 
and insight about many surfaces which can be provided only by this technique. 

15.1.2 Reflection Electron Microscopy 

The specimen configuration for the REM imaging mode is indicated schematical­
ly in Fig.15.1c. The incident electron beam is tilted through a considerable 
angle, typically 1.5 to 2°, strikes the steeply inclined surface of the sample 
at a glancing angle and gives rise to an electron diffraction pattern, usual­
ly called the Reflection High-Energy Electron Diffraction (RHEED) pattern, 
in the back focal plane of the objective lens. The REM image is then formed 
by passing one of these diffracted beams through the objective aperture, 
which is again usually arranged to be in the axial position in order to avoid 
off-axis chromatic aberration. In fact, obtaining a REM image is quite simi­
lar to obtaining a OF image. However, because of the different specimen-beam 
geometry, the REM image will be substantially foreshortened in the incident 
beam direction, typically being reduced by factors of 20 to 50, depending on 

such parameters as the diffracted beam used for imaging, the specific material 
and the operating voltage. A careful geometrical analysis is therefore neces­

sary in practice to establish this foreshortening factor for any particular 

REM image: the interested reader is referred to [15.17] for a detailed and 

lucid explanation of this process. 
The lateral resolution of the REM image, like the BF and OF TEM modes, is 

limited by the size of the objective aperture, and the only obvious restric­

tion on this is that other diffracted beams must be prevented from contribu-
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ting to the image (because the in-focus images occur at very different spe­
cimen heights). However, because of the usual compromise between resolution 
and depth of field, the best pOint-to-point resolutions are typically around 
1 nm [15.18]. On the other hand, monolayer details such as ledges, extended 
terraces, and pits can be readily distinguished in REM images of extended 

surfaces and this capability has resulted in the technique attracting a 
great deal of recent attention, see Sect.15.3.3. This extraordinary sensi­
tivity to near-surface detail arises from the use of the near-grazing inci­
dence angle of the incident beam. 

Recent work has shown that increased image contrast, and shorter exposure 
times, can be expected using a specific REM imaging condition which has been 
termed surface resonance [15.19]. This involves the use of an orientation 

where, as well as the Bragg reflection used for the REM image, another re­
flection parallel to the surface is also excited [15.19]. With any given 

material, it requires some extra manipulation of the incident beam and the 
specimen to reach this condition; a double-tilt specimen holder is essential. 

15.2 Instrumentation and Accessories 

A great advantage of all the techniques described above is that, in principle 
at least, surface images can be readily obtained from conventional TEM with­
out instrumental modifications. In practice, the addition of certain acces­
sories substantially increases the range of surface phenomena and types of 
materials which can be studied with useful and acceptable results. It is 
relatively straightforward, for example, to attach a TV camera and viewing 
screen to the base of a microscope column. Video recordings then enable dy­
namic events to be studied and analysed in detail [15.20]. A specimen heat­
ing cartridge makes it possible to investigate surface phase transitions 
[15.21], although stage drift and stability usually compromise the available 

resolution. Correction of image drift using on-line computer processing and 
higher speed electronic recording may, however, overcome this problem [15.22]. 

An energy-loss spectrometer can be used to investigate surface energy states 
[15.23,24] and to follow surface transformations induced by the electron 

beam [15.25]. 

Until recently, a major shortcoming of most tranmission electron micro­
scopes with regard to surface imaging was the comparatively poor vacuum in 
the region of the specimen chamber (10-5 Torr or worse). It seems more than 

circumstantial that the recent activity and rapid increase of interest in 
TEti su rface studi es has coi nci ded with a peri od when manufacturers have made 
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major efforts to improve the vacuum levels, and general cleanliness, of 
their latest TEM models. (Another factor has undoubtedly been the demands of 
many workers for convergent beam and microdiffraction facilities which re­
quire small probes). The transition to clean and dry pumping systems, for 
example with turbomolecular and ion sputtering pumps, has meant that, for 
many materials, it really does seem as though surface contamination arising 
from hydrocarbon cracking when the sample is in the electron beam is almost 
a relic of the past. The remaining, generally carbonaceous, overlayers can 
then be removed in several ways, depending on the material; by gentle heat­
ing; by etching during observation due to residual water vapour [15.26]; or 
by desorption processes induced by the electron beam [15.27]. 

In surface science terms, particularly if the interest is in metal or 
semiconductor surface reconstructions, these measures are still inadequate. 
Residual gas pressures at the specimen of 10-9 Torr or better are desirable, 
and it is also necessary to provide for specimen cleaning to remove the in­
trinsic surface contamination, as well as near-surface impurities. Attach­

ments have been added to microscopes which allow these heating/cleaning 
cycles to be carried out with the sample in the column ready for imaging. 
Though clearly workable [15.21,28], the addition of such facilities to 
existing microscopes is not entirely satisfactory and it seems preferable 
to design the microscope and specimen stage as an integral unit from the out­
set [15.29]. 

15.3 Survey of Results 

The results of high-resolution studies of surfaces are surveyed here, with 
separate subdivisions to highlight profile imaging (Sect.15.3.4) and the ob­
servation of dynamic processes (Sect.15.3.5); a further section (Sect.15.3.6) 
reviews the progress made with image calculations. For ease of reference, 
separate tables also summarise the surface imaging carried out under the 
various headings. In some cases, conference abstracts have been omitted where 
the same results appear to have been written up later in a journal publication. 

15.3.1 Bright-Field Transmission Electron Microscopy 

It seems remarkable, given the concurrent and widespread application of SEM 

to surface studies, that TEM was never seriously used to observe surfaces 
directly, except for a few isolated cases [e.g., 15.30,31], until within the 
last decade. Table 15.2 indicates that a wide spread of materials have 

since been observed in the BF TEM mode, more than half in the last few years. 

Most of the features observed have been related to local variations in the 
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Table 15.2 . Surfaces studied by bright-field TEM 

Surface 
MgO 
Si 
Graphite 
SiC 
Au 
Ag 
A920/ Au (I11) 
Diamond 
Au, Pd, Ag/MgO 

References 
[15.6,30-34] 
[15.35-37] 
[15.38] 
[15.39] 
[15.7,12,14,26,40-43] 
[15.8,44-46] 
[15.47,48] 
[15.34 ) 
[15.49-51] 

surface topography, namely surface steps in silicon [15.35,36) and several 
ceramics [15.30-33,38,39], surface roughness in Au [15.7,12,14,40-42] and 
Ag [15.8 ,44-46], and surface layer reconstructions in A9 20 [15.47,48], 

Au{111} [15.26,43] and Si {111} [15.37) - see also Fig .15.2. Morphological 
changes have been followed with this imaging mode only in the case of MgO 
[15.30,31] and diamond [15.34] and when noble metals have been deposited 
on MgO [15.49-51]. In general, this is probably. because the image contrast 
has been rather poor. 

Fig.IS.3. Bright-field image of a Au{111} film with a mean thickness of only 
3.5 monolayers. Specimen tilted by 47° into a <105> direction of incidence, 
with (200) systematics excited. Growth spirals emerge at screw dislocations 
(A) and atomic-height steps (B) are clearly visible . Reproduced with permis­
sion of Klaua and Bethge [15.7] 
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Low contrast is certainly not a problem with the striking micrograph shown 
in Fig.15.3 which is from an Au foil estimated to have an average thickness 
of only 3.5 monolayers [15.7]. The high contrast of this image is due to the 
enhancement process referred to in Sect.15.1.1 whereby the crystal normal is 
tilted well away from the incident beam direction (47 0 in the case of Fig. 
15.3) but with a systematic row of reflections still in the strongly diff­
racting condition. This particular result reinforces the view that it should 
prove worthwhile to search for similar imaging conditions with other materials. 

15.3.2 Dark-Field Transmission Electron Microscopy 

Image contrast is not a restriction with the DF TEM mode. particularly when 
advantage is taken of forbidden reflections to highlight variations in speci­
men thickness. However. because of the very low amplitude of the diffracted 
beams in this configuration [15.9.13]. image intensity then becomes a 
serious limitation. The original images of MgO [15.16] and Au [15.10] attrac­
ted considerable attention but the typical exposure times of 60 s or more 
seem generally to have discouraged others from adopting the technique. Dyna­
mic events clearly could not be followed in real time. Experimentation with 
the specimen-beam geometry can again lead to more favorable imaging conditions 
for particular materials. and an excellent example is the vJBDF image of an 
Si foil in a <110> orientation shown in Fig.15.4 [15.52]. 

Fig.15.4. Weak-beam dark-field micrograph of a Si{100} plate recorded at 1 MeV. 
Note the atomic steps. particular around the etch pits. Reproduced with per­
mission of LehmpfuhZ [15.52] 
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Table 15.3. Surfaces studied by dark-field TEM 

Surface 
MgO 
Au 
Pb/Ag/Au 
Si 

References 
[15.6,16,32,33 ] 
[15.7,10,11,53-60] 
[15.54,61-63] 
[15.52,64,65] 

The list of materials studied by DF T~M is comparatively short (Table 
15.3). Surface steps have been observed in MgO [15.6,16,32~33], Au{lll} 
[15.7,10,11,53-55], and Au{100} [15.56]. A detailed comparison has been made 
of metal/metal epitaxy and overgrowths involving Pb, Ag, and Au [15.54, 
61-63]. Surface reconstructions on Au{lll} [15.57,58] and Si{lll} [15.64,65] 

have also been investigated. Finally, a novel and interesting application 
to the characterization of exit-surface sputtering induced in thin gold foils 
by high-energy electron irradiation should be noted [15.59,60]. 

15.3.3 Reflection Electron Microscopy 

Despite the complications introduced by the unusual geometry and by the 
image foreshortening, there is no doubt that REM is the most versatile HREM 
method for studying surfaces, particularly since bulk samples may be used 

essentially without modification. The advantages were appreciated thirty 
years ago [15.66] but the method was not really taken up seriously until the 

mid-seventies when it was realized that the images formed from diffracted 
beams under glancing incidence geometry had such exceptional sensitivity to 
the surface structure [15.67,68]. The technique has been extensively used 
during the past five years -see Table 15.4. 

The characterization of surface topography has, in fact, been the most 
common application of REM and the materials studied include the ceramics 

Table 15.4. Surfaces studied by REM 

Surface 
Graphite 
Diamond 
MgO 
PbS (galena) 
Fe203 
Ti S1. 5 
Au 
Pt 
GaAs 
GaP 
GaxAll-xAs/GaAs 
Au/MgO 
Si 
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References 
[15.69] 
[15.70,71] 
[15.72] 
[15.71] 
[15.73] 
[15.73] 
[15.17-19] 
[15.17-19,69] 
[15.37,73,74] 
[15.75] 
[15.76-78] 
[15.49,79] 
[15.37,63,80-87] 



Fig.I5.5. A REM image of Pt{lll} surface showing atomic steps and a disloca­
tion (D) emerging at the surface. Arrows indicate the "downwards" step direc­
tion. Reproduced with permission of Hsu [15.69] 

graphite [15.69], diamond [15.70,71], and MgO [15.72], the minerals galena 
(PbS) [15.71] and hematite (Fe203) [15.73] as well as Au{lll} [15.17-19] and 
Pt{lll} [15.17-19,69] and the semiconductors GaAs{110} [15.37,73,74], GaP{110} 
[15.75] and GaxAl l _xAs/GaAs [15.76-78]. Gold deposited on MgO has also been 

observed [15.49,79]. The REM image of a Pt{lll} surface shown in Fig.15.5 
represents a good example of the technique. Reflection electron microscopy 
has been used for a comprehensive study of the Si{lll} surface [15.62] and, 
in particular, to study the transformation from the room temperature (1 xl) 
bulk lattice termination to the (7 x7) reconstructed surface [15.80-82]. 
The controlling influence of surface steps and dislocations [15.83] and the 
effects of Au deposition [15.62,84] have also been studied. The process of 
oxidation of the Si{lll} surface has been followed [15.85,86]. Another brief 
study of reconstructions on Si{111} and on GaAs{lOO} has also been published 
[15.37]. Different contrast at alternate steps in the layer compound Ti51. 5 
has been observed [15.73]. Perhaps the most significant result from the REM 
work has been the determination of the order of the 7 x 7 to 1 xI Si{lll} 
phase transition [15.83]. 

15.3.4 Profile Imaging 

Just as REM is clearly the most versatile surface imaging mode, likewise 

there is no question that profile imaging at atomic resolution is the most 
immediate and striking. Dramatic effects are also visible using video re­

cording (Sect.15.3.5). The work in this field is comparatively recent, hav­

ing been initiated with observations of CdTe less than five years ago [15.88] 

but a considerable number of other materials have since been studied-see 

Table 15.5. 
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Table 15.5. Surfaces studied by profile imaging 

Surface 
CdTea 

Aua 
Pb/Au 
A1 203 
lnFeCr04 
lr02 
y-A1 203 
U02 
Ti 2NblQ029 
W03 

References 
[15.88] 
[15.15,26,89-99) 
[15.100,101] 
[15.102,103] 
[15.104,105] 
[15.106) 
[15.107] 
[15.108] 
[15.27,108] 
[15.27,109] 

a Also includes some real-time dynamic processes 

Gold has attracted the most interest [15.15,26,89-99]. It is relatively 
inert, unlike other metals it does not develop an oxidation layer, and sur­
face contaminants are easily desorbed by electron irradiation. Small Au par­
ticles were first studied [15.15,89] and it was found that topographical 
features such as steps and terraces could be readily seen. Direct evidence 
for a "missing-row" (2 x 1) reconstruction of the 01O} surface was obtained 

[15.15] and careful image analysis indicated that the outermost atomic co­
lumns were relaxed outwards by about 20% [15.90,91]. Subsequent observations 
of extended Au foils failed to reveal a similar superstructure on {lID}, al­
though other interesting features were seen, including stacking faults on 
{Ill} [15.26], dislocations on {Ill} and {lOO} [15.26,92,93], and the deve­
lopment of a hill-and-valley morphology on {lll} [15.26',92]. Figure 15.6 
shows profile images of extended {lID}, {Ill}, and {100} Au surfaces. Other 
dynamic events occurring on Au surfaces and small particles [15.94-99] are 
described below. The effects of evaporating Pb onto Au particles has most 
recently been studied [15.100-101]. 

Attention has also been directed toward the surface morphology of various 

oxide particles [15.102-109]. The characteristics of a new type of alumina 
particle have been investigated [15.102,103) and the structure of a complex 

spinel catalyst has been studied both before [15.104],and after [15.105], 

the material was used in a catalytic reaction. A profile image of this ma­
terial indicating the presence of surface rafts, believed to be lnD, is 
shown in Fig.15.7. Other oxides studied include Zr02 [15.106], y-A1 203 

Fig.I5.? A <110> profile image of a lnCrFeD4 spinel crystallite showing sur­
face growths, believed to be lnO, on {Ill} faces as a result of prolonged use 
an an oxidation catalyst. Reproduced with permission of Hutchison [15.105] 
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Fig.15.6a-c. Surface profile images comparing the atomic arrangements visible 
on extended Au surfaces. (a) {llO}; (b) {IOO}; (c) {Ill}. Note the surface 
defects, believed to be dislocations, arrowed in (b) and the irregular hill­
and-valley topography in (c). [15.26,92,93] 

Fig.IS.7. Caption see oPPoslte page 
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[15.107], U02 [15.108], Ti2Nb10029 [15.27,108], and W03 [15.27,109]. Given 
the crucial role of surfaces and surface reactions in these and similar ma­
terials, many more studies can be anticipated in the near future. 

15.3.5 Dynamic Processes 

The earliest electron microscope observations of dynamic processes on sur­
faces, on the atomic scale, involved STEM in a DF imaging mode with signal 
manipulation being used to highlight the positions of single atoms, or clus­

ters, on thin, low-contrast supports. The diffusion of Ag atoms [15.110,111] 
and U atoms [15.110-113] between successive scans was noted and estimates of 
jump frequencies and diffusion rates were derived. The initial TEM profile 
imaging of surface rearrangements on CdTe [15.88] and Au [15.94] involved 
sequential micrographs, but later Au studies used real-time video recordings 
[15.95-99] and included images photographed directly from the viewing moni­
tor. Recursive filtering or image averaging were sometimes used but single 
TV frame images were often of adequate contrast and quality. 

An unfortunate "shortcomi ng" of still mi crographs, even those taken di­
rectly from the monitor, is that the impact of the dynamic events is somewhat 
lost. For example, Fig.15.8 shows images of a small Au particle and the hopp­
ing of Au columns between the surface sites is clearly visible. However, when 
viewed on the TV monitor, the effect is far more dramatic. One intriguing dy­
namic process recently observed in three separate laboratories, but not real­
ly understood, is the apparent presence of atom clouds just above, and inter­
acting with, certain faces of the small Au particles [15.98,114,115]. The ex­
tent to which this process is affected by such factors as the microscope's 
residual gases, the specimen support, and the electron-beam voltage and cur­
rent density remains to be determined. 

15.3.6 Image Contrast Calculations 

Electron microscopists have traditionally adopted a conservative attitude 

toward the interpretation of surface images. This is because, in common with 
photographic techniques, electron micrographs offer many possibilities for 

artifactual image detail. Accordingly, whenever the results of a novel ap­
proach to surface imaging have first appeared, they have, more often than 

not, been accompani ed by ca lculati ons of diffracted beam i ntens iti es or by 
image simulations. In the particular case of profile images of Au surfaces, 
a comprehensive analysis has been carried out which even determined the ac­
curacy (about 5%) with which the outward relaxation of the outermost {l10} 
surface columns could be measured in experimental images [15.91]. Further 
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Fig.15.8a-h. Surface profile images of a small Au cluster photographed di­
rectly from the TV monitor showing rapid column "hopping" (total elapsed 
time <0.55). The column marked 1 is changing position during the interaction; 
columns 2, 3 and 4 are new in (h). [15.98,99J 

BF TEM image calculations for Au{100} [15.12,14,40,41J and Au{111} [15.42, 
116] have confirmed that the electron micrographs really could be interpreted 
in terms of surface roughness, and simulations of A9 20 reconstructions on 
Au{111} have also been reported [15.47]. Image simulations for a Pb monolayer 
on Ag{lll}, and for a {100}Sn overgrowth on {100}SnTe, indicated that HREM 

imaging could provide information about the location of adsorbates under 

favorable imaging conditions [15.63J. Simulations also suggested that adatom 

sites on clean Si{lll} surfaces could be determined with high contrast (40%) 
using BF imaging when the bulk crystal reflections were excluded and also 
indicated that the multiple scattering of surface superlattice Bragg beams 

interacting with bulk reflections may be a small effect [15.117J. Recent 
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image simulations predicted that the profile imaging method should readily 
be able to distinguish between different models for the Si{lll} 7 x7 surface 
reconstruction [15.118]. As yet, these predictions regarding Si{lll} surface 

imaging have yet to be verified experimentally because of the difficulties 
involved in producing a clean surface. The appropriate absorption potential 
for use in profile imaging, where surface excitations are strong, remains to 
be determi ned. 

Further studies have generally concentrated on calculations of diffracted 
beam intensiHes, rather than images, and several workers have shown, for 
example, how partially filled unit cells in Au{lll} [15.9-11,53,55], in 
Si{111} [15.35], and in Mo03 [15.13], result in "forbidden" reflections. 
Calculations confirmed that the contrast differences visible in WBOF images 
of MgO corresponded to monoatomic steps [15.6], and later studies investi­
gated variati,ons in image contrast with crystal thickness and incidence angle 
in order to determine the optimum BF imaging conditions for observing atomic 
steps in silver [15.44]. 

Relatively few calculations have been reported for the REM technique. 
Images of dislocations have been calculated [15.119] using many-beam dynami­
cal theory, and similar computations were later compared with experimental 
micrographs [15.81]. The image contrast of surface steps has also been cal­
culated and compared with some existing REM micrographs [15.120]. 

15.4 Perspective and Outlook 

In order to judge the accomplishments of high-resolution electron microscopy 
with regard to surface science, it is useful and instructive to tabulate the 
various surface phenomena described above which have already been investi­
gated by the different imaging methods. Table 15.6 indicates that, as well 

as a range of topographical features, a wide variety of surface processes 

and reactions have been studied. In some cases, the studies are clearly only 

preliminary and, indeed, the majority have been published only within the 
past few years. It might thus seem premature to state, categorically, that 

the HREM will prove to be an indispensable tool to the sci.entist interested 

in surfaces. On the other hand, a wealth of atomic-level detail is clearly 

available that is not accessible by other techniques. Even the scanning 
tunneling and the field ion and field electron emission microscopy methods, 
despite their impressive achievements in certain restricted geometrical con­
figurations and highly specific materials, are not competitive with HREM in 
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Table 15.6. Surface features studied in HREM images 

Topography 

Surface rearrangements 
Dynamic processes 

Deposition 

Oxidation mechanisms 
Desorption processes 
Effect of annealing 

Steps 
Terraces 
Etch pits 
Adatoms 
Domains 
Defects (dislocations) 
Reconstructions 
Atomic diffusion 
Phase transitions 
Surface reactions 
Growth kinetics 
Mechanics of growth 
Influence of reconstructions 

terms of their ability to study surface irregularities and inhomogeneities 
in a whole host of materials: real-time evolutionary studies are the province 
of HREM. These techniques also lack the ability of the HREM to search rapidly 
for interesting or significant events, or to change magnifications so that 
processes can be studied on many scales. The obvious shortcoming of much HREM 
work so far undertaken has been the comparatively poor control of the local 
specimen environment, and hence the likely presence of unknown impurities. 
Both these factors could have a considerable influence of the results ob­
tained, particularly in the studies of dynamic processes. Nevertheless, the 

trend towards in situ treatments, coupled with true ultra-high vacuum in the 
specimen region, should soon settle any doubts about the validity of parti­
cular findings. It should also be appreciated that the "real" surfaces of 
many materials, which are so critical in many physical and chemical (parti­
cularly catalytic) processes, are usually not clean, regular, or homogeneous. 
It seems that HREM offers the best prospect for obtaining the vital, localized 
information required to explain the surface behavior and properties of such 
materials. 

15.5 Further Reading 

In this review of HREM in surface science, the objective has been to provide 

a general description of the methods, materials, and phenomena, including a 

comprehensive set of references to original studies. A number of review 
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papers are also available for those readers interested in pursuing particu­
lar aspects. Several describing the HREM technique and applications have al­
ready been mentioned [15.3-5]. Short overviews relating to surface imaging 
can be found in [15.121-124] and useful reviews of REM in [15.68,125,126]. 
Further papers which emphasize the value of in situ ultra-high-vacuum stu­
dies include [15.46,55,62,94,127,128]. Applications of scanning methods are 
summarized in [15.123,129,130]. Earlier volumes in the series "Chemistry and 
Physics of Solid Surfaces" have included articles reviewing the use of TEM 
methods to study small particles [15.131,132]. 
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16. Surface Electronic States 

F.J. Himpsel 

IBM T.J. Watson Research Center, Yorktown Heights, NY 10598, USA 

To characterize a surface completely, one needs to know the position and mo­
tion of atoms and electrons. In this chapter, we focus on the electronic part 

and assume that the atomic structure and atomic motion (e.g., surface vib­
rations) have been determined already by using techniques as described in 
several other parts of this series. To characterize an electron in a crystal­
line solid, it is sufficient to know its quantum numbers, i.e., energy, mo­
mentum, spin, and angular (point group) symmetry. For disordered solids, 

some of these quantum numbers become meaningless and it is useful to think 
in terms of a molecular picture where only the immediate neighborhood of an 
atom is considered, which exhibits short-range order. In this case, the cha­
racteristic quantities are energy levels, the coordination number, the oxi­
dation state, etc. 

In selecting the surfaces to study, one can follow two extremes. In basic 
physics, it is desirable to have a very simple system, e.g., a well-ordered 
surface with constituents of low atomic number (typical examples: hydrogen on 
"jellium" and the SHUl} 2 xl surface). For such systems, one can measure 
all quantum numbers and perform principles from first calculations which de­
termine atomic and electronic structure with the atomic number and crystallo­
graphic orientation of the surface as the only input. As a consequence, one 
has a detailed understanding of the electronic structure and can learn from 
the calculation how the surface structure is established by minimizing the 
energy of electrons and ion cores. Unfortunately, very few of these ideal sur­
faces are realized in nature and almost none of them are relevant to techno­

logy. Therefore, it is useful to go to the other extreme of mostly disordered 
surfaces and interfaces with inhomogeneous stoichiometry, such as dispersed 

transition metal catalysts and the Si/Si02 interface. The knowledge obtained 

from a model system can be transferred to a complex case by gradually increas­

ing the complexity of the problem. Such an example will be discussed for the 

etching of silicon surfaces by fluorine. 

To demonstrate the power of various surface spectroscopies, we will dis­
cuss a variety of surfaces, starting with the idealized Si{lll} 2 xl sur-
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face and moving to the more complex practice-oriented Si-Si02 interface. The 
methods developed here are applicable to many active fields of surface 
science, such as chemical reactions at transitiom metal surfaces and the for­
mation of semiconductor interfaces. Examples will be chosen from among semi­
conductor surfaces and interfaces which have been the author's principal re­
search area in recent years. There has been a long-standing interest in 

semiconductor surfaces stimulated by the increasing engagement of the semi­
conductor industry. The principal motivations for studying surfaces and 
interfaces come from the trend to ever smaller structures and from more and 
more sophisticated processing methods involving surface chemical reactions. 
The characteristic length scale of semiconductor devices [16.1] has been de­

creasing exponentially over the past decades, with a reduction by a factor 
of 2 every 7 years. Within the next decade, a new regime will be reached, 
where the device dimensions become comparable with several characteristic 
lengths (e.g., the Oebye screening length, the diffusion length, the de 

Broglie wavelength). As a consequence, the performance of the device is de­
termined by surface and interface properties. For example, charge carriers 
can freely cross the active volume of the device and be trapped at an inter­
face where they may get lost by recombination or stay and lead to charging. 
There is an increasing urge to understand chemical reactions at semiconduc­

tor surfaces because many essential processing steps have to be considered 
more an art than a science at the present time. Typical examples are oxida­
tion [16.2], reactive ion etching [16.3], chemical vapor deposition, and mo­
lecular beam epitaxy. In most applications, one knows from trial and error 
how to chose the process parameters to achieve a desired result. 

16.1 Experimental Techniques 

The experimental technique used to study electronic states at a surface de­
pends on the choice of the problem. For ideal surfaces, one gets the largest 

amount of information from valence states because they are involved in the 

chemical bonding. For complex surfaces, the information hidden in the valence 

electronic structure tends to be irretrievable and one has to use core levels 

which are simpler to analyze. They reflect the local order around an atom 

which remains for most systems in spite of long-range disorder. In narrowing 

down the choice of a surface spectroscopy it is useful to look at a scheme 
like Table 16.1 where various spectroscopies are classified according to the 
probing particles. Note that only techniques relevant to the electronic struc­
ture are shown; techniques giving the atomic structure are omitted. For gen-
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Table 16.1. Spectroscopies that can be used for measuring electronic states 
at the surface 

t: 
'" 0 +-' 
U 0 

~ ~ 
s-
Ol t: t: 

0.. 00 

Photon 

Optical Sp. 
Luminescence 
Raman Sp. 

bb Inverse Photoemission 
g' ~'Vi Appearance Pot. Sp. 
'E W ~ Positron Annhil ation 
o 
u 
t: t: § Chemoluminescence 

o+-' 
~.,; 

Outgoing Particle 
Electron 
positron 
Photoemission 
Auger Sp. 

Electr. En. Loss Sp. 
Auger Sp. 
Appearance Pot. Sp. 

Ion Neutralization Sp. 
Penning Ionization Sp. 

Ion 
atom 
Photon Stimulated 
Desorption 

Electron Stimulated 
Desorption 

Secondary Ion Sp. 

eral purposes one would prefer a spectroscopy that involves electronic tran­
sitions only and not atomic motion, i.e., the Franck-Condon principle should 
be valid. With atoms or ions in the incoming or outgoing channel, this is 
difficult to achieve. Therefore, we will focus on techniques involving pho­
tons and electrons, although atoms and ions do have advantages, such as sen­
sitivity to the outermost atomic layer only. Photoemission and its time-re­
versed counterpart, inverse photoemission, are special because of two features: 

(i) They are able to probe both energy and momentum of electrons. 

(ii) They measure absolute electron energies. Most other spectroscopies 
measure differences between energy levels and not their absolute position. 
Photoemission and inverse photoemission are complementary to each other since 
they probe occupied and unoccupied states, respectively (lower states in 
Fig.16.1). There is some overlap for states above the vacuum level (upper 
states in Fig.16.1) where the final state in photoemission corresponds to the 
time-reversed initial state in inverse photoemission. 

In core level spectroscopy one wants to optimize two parameters: the sur­
face sensitivity and the energy resolution. Using photoelectron spectroscopy, 
the surface sensitivity is determined by the mean free path of the photo­
electrons, which has a minimum (about 4 A) for kinetic energies of about 
50 eV [16.4]. For higher kinetic energies an electron becomes more penetrat­
ing due to its speed and for lower kinetic energies it cannot lose energy to 
the solid because excitations of the solid (e.g., plasmons) have a threshold. 
In order to achieve a certain kinetic energy for the photoelectron, we have 
to tune the photon energy to the binding energy of the core level. The opti­
mum tunable light source is synchrotron radiation [16.5]. It was used for the 
core level studies given in this article. In order to estimate the spectral 
range that is required for core level spectroscopy, one can pick the sharpest 
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diagrams for photoemission 
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Fig.16.2. The sharpest core levels for each element taking into account Auger 
lifetime broadening [16.6] and band dispersion [16.7], with their binding 
energies [eV] 

core level for each element, as done in Fig.16.2. The intrinsic lifetime 
broadening is determined by Auger decay (see the calculation in [16.6]). For 
shallow core levels this width is increased by band dispersion [16.7]. Many 
other mechanisms exist (e.g., phonon broadening) which tend to broaden all 
core levels of a given element by a similar amount. It turns out that the best 

choice is to use the 1sl/2' 2P3/2' 3dS/ 2' 4dS/ 2' 4f7/2' SdS/ 2' Sf7/ 2 levels 
after they move down from the valence shell to become core levels. To reach 
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the sharpest core level of each element with optimum surface sensitivity, it 
is sufficient to have photon energies from 50 eV to 1000 eV. This range can 
be spanned by state-of-the-art monochromators [16.8]. The energy range above 
200 eV is more difficult because a high relative energy resolution is needed. 
A new generation of dedicated synchrotron radiation sources will make work 
in this energy range more of a routine operation in the years to come. 

16.2 Valence Electronic States: Ideal Surfaces 

One of the simplest semiconductor surfaces is the metastable Si{l11} 2 xl 

surface, which can be obtained by cleaving in vacuo. This surface will be 
used to demonstrate how two-dimensional energy bands of surface states are 
mapped by angle-resolved photoemission and how calculations from first prin­
ciples are able to predict both the atomic and the electronic structure of 
a surface with the atomic number of silicon and the surface orientation as 
the .only input. 

The band structure, or energy versus momentum E(k) dispersion relation, 
for electrons in crystalline solids is one of the fundamental concepts in 
solid state physics. It combines the two principal quantum numbers of an 
electron in a solid. Conceptually, all properties relating to electrons in 
a solid (electrical conductivity), magnetism, optical properties, etc.) can 
be derived from the band structure. Band dispersions have been calculated 
theoretically for decades but could not be measured directly until the ad­
vent of angle-resolved photoemission (for a review see [16.9,10]). The way 
in which E(k) is determined experimentally is almost trivial for two-dimen­
sional energy bands at surfaces. One has conservation of energy E and of 
momentum parallel to the surface k", up to a reciprocal surface lattice 
vector. With photoemission in the ultraviolet, the photon momentum can be 
taken as negligible. Measurement of the photoelectron kinetic energy EK and 
its escape angle e with respect to the surface normal immediately yields an 
experimental value for k" via 

h 
O.51EK sine 

where k" is in gngstroms-1 and EK is in electron volts. 

(16.1) 

Figure 16.3 shows the angular distribution of photoelectrons emitted 
from a broken-bond-like surface state on silicon (after [16.11]). The photo­
electrons do indeed exhibit characteristic momenta. The momentum distribution 
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Fig.16.3. Momentum distribution [16.11] of photoelectrons emitted from the 
surface states on Si{111}2x 1. The rectangular unit cell in momentum space is 
distorted by the electron optics of the spectrometer 

depends on the kinetic energy of the emitted photoelectrons. At the top of 
the surface state energy band, the momentum distribution is centered around 
the short edge of the unit cell in k" space (i .e., the surface Brillouin 
zone). In order to measure energy bands, it is useful to plot energy distri­
butions versus momentum (Fig.16.4). The binding energy of electrons in sur­
face states is obtained by subtracting the photon energy fromthe kinetic 
energy of the emitted photoelectrons. By simply plotting binding energy 
versus momentum one obtains the two dimensional band dispersion [16.9,11-13] 
of the surface states (Fig.16.4). For the Si{lll} 2 xl surface one is in the 
fortunate position of having first-principles band calculations [16.14,15] 
for comparison. In these calculations, the atomic and electronic structure 
of the surface is determined by total energy minimization. Actually, the 
structural model for this surface was found by theory and not by experiment. 
The energy bands of the optimum structure agree qualitatively with the data, 
which is quite gratifying since there are no free parameters in the theory. 
In concert with the band calculation, one can draw several conclusions re­
garding the bonding at the surface. This band disperSion is almost one di­
mensional, i.e., along the fJ azimuthal direction there is strong variation 
of E with k", whereas in the perpendicular direction there is hardly any 
observable dispersion. This reflects the chainlike structure of the surface 
with strong overlap between orbitals of adjacent atoms within the chain but 
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Fig.16.4. Experimental determination [16.9,11-13] of two-dimensional energy 
bands for surface states on Si{111}2x 1. Peaks in the energy distribution 
curves are plotted versus momentum and compared with a band calculation from 
first principles [16.14] 

weak overlap between separate chains. Qualitative information about the ener­
getics of the rebonding at the surface can be derived from the binding energy 
of the surface states. For a truncated bulk structure, one has isolated bro­
ken bonds and expects half-filled orbitals located around the Fermi level. 
For the real surface the surface atoms rearrange in polyacetylene-like 
chains, such that ~-bonding between adjacent chain atoms becomes possible. 
Thereby, the borken bond orbitals split into bonding/anti bonding ~/~* pairs, 
one below the Fermi level, the other above. The energy lowering of the oc­
cupied state due to ~-bonding is about 1 eV (Fig.16.4) and makes up for the 
broken bond (0.9 eV for half of a broken bond in Si). Of course, this is not 
the complete energy balance. Electrons in back-bonding orbitals are adversely 
affected by the strain that accompanies the rearrangement of surface atoms. 
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The (calculated) net energy gain due to the formation of ~-bonded chains is 
only 0.4 eV per surface atom [16.14,15]. 

To reach a complete picture of the electronic structure, it is necessary 
to map out unoccupied states, e.g., the antibonding ~* band predicted for 
Si{111} 2 xl. With photoemission one can reach only states below the Fermi 
level and above the vacuum level. The time-reversed process, i.e., inverse 
photoemission (see Fig.16.1, Chap.18 and [16.16-19]) creates access to the 
forbidden energy region. Inverse photoemission is an extremely inefficient 
process, producing about 1 photon per 108 electrons integrated over the com­
plete emission solid angle and a typical energy spectrum, therefore, the 
technique has not been developed until recently and only a few results exist 
for semiconductor surfaces. In Fig.16.5, it is shown that there exist unoc­
cupied counterparts to the occupied surface states on various silicon sur­
faces. The position of the surface states is sensitive to the surface struc­
ture. 

So far we have considered clean semiconductor surfaces only. The same tech­
niques apply equally well to surfaces with adsorbates and to metal surfaces. 
Angle-resolved photoemission work on such systems has been reviewed rela­
tively recent [16.9,10]. Inverse photoemissions is progressing too fast to 

BROKEN BOIID STATES ON SUCON 

Si '1 OOI-I2x 1) 

I 
~~--~~--~~~~~~~ ; 

-3 -2 -1 VB 0 CB 1 LI 2 3 

ENERGY 'eV relative to Ef I 
Fig.16.5. Comparison between photoemission and inverse photoemission for sur­
face states (short, thick, vertical lines) on different Si surfaces [16.19]. 
Photoemission measures occupied states whereas inverse photoemission measures 
unoccupied states 
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have an up-to-date review, but good status reports exist (Chap.18 and 
[16.16-19]). The spectroscopy of electronic surface excitations is reviewed 
in [16.20]. 

16.3 Valence States: New Developments 

A natural development of valence state spectroscopy is towards higher energy 
and momentum resolution. With an order-of-magnitude improvement in momentum 
resolution,one would be able to tackle many of the more typical semiconductor 
surfaces with long-range surface reconstruction, e.g., the thermally stable 
Si{lll} 7 x7 and III-V surfaces grown by molecular beam epitaxy. Their unit 
cells in k" space are too small to be probed with the momentum resolution 
that is currently used in photoemission. Electron energy-loss spectroscopy 
(EELS) already achieves such high energy and momentum resolution routinely 
and shows promising results (Fig.16.6). In the work of Layet et al. [16.21], 
it is shown that there exists significant band dispersion of surface states 
within the tiny surface Brillouin zone of Si{lll} 7 x7. The energy loss at 
~E~I.5 eV has been assigned to a transition from one of the occupied sur­
face states to an unoccupied surface state (the long arrow in Fig.16.5). The 
fact that the energy transfer ~E depends on the momentum transfer ~k" shows 
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that either the occupied or the empty state exhibits band dispersion, i.e., 
E versus k" dependence. In order to establish which one disperses (or pos­
sibly both), it would be necessary to perform angle-resolved (inverse) pho­
toemission experiments with comparable momentum resolution. 

Improved energy resolution also promises new insights. In this case one 
has to focus on states near the Fermi level, which exhibit small lifetime 
broadening. With an order of magnitude better energy resolution, one will be 
able to resolve energy differences that are comparable with thermal energies. 
Such energies are involved in common transport phenomena like electrical con­
ductivity, magnetism, diffusion and in phase transitions. Again, EELS is 
showing the way. The result of Demuth and co-workers [16.22] in Fig.16.7 for 
Si{lll} 7 x7 shows that at low temperatures a new fine structure appears in 
the loss spectrum at low ~E. This must be due to transitions between pre­
viously unresolved surface states very close to the Fermi level, except for 
the loss at 63 meV which is due to a surface phonon. Their absolute position 
has yet to be established, e.g., by photoemission and inverse photoemission. 
Such states could be associated with a single odd electron in the 7 x7 unit 
cell. Being so close to the Fermi level these electrons will also easily re­
act with adsorbates to increase their binding energy. 

Angle-resolved photoemission experiments are underway with an energy and 
momentum resolution close to the EELS standard. Kevan and StoffeZ [16.23] 
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found a surface state near the Fermi level on the Ge{IOO} 2 xl surface which 
is very localized in k space. It is correlated with a surface phase transi­
tion from ordered c(4 x2) to disordered 2 xl. Such experiments help to make 
the promise come true that energy levels can be measured with the accuracy of 
thermal energies and that the energetics of phase transitions can be deter­
mined experimentally. 

Another new development is the spectroscopy of surfaces in an excited 
state. Powerful sources of laser radiation make it possible to lift enough 
electrons into higher levels to create an excited solid with an electronic 
structure that is completely different from the ground state. Well-known 
examples are the formation of exciton droplets in semiconductors and the 
formation of an excited phase of silicon with metallic reflectivity during 
laser annealing. Recently, Haight and co-workers [16.24] have observed the 
formation of an excited electron gas at the surface of a semiconductor using 
two-photon photoemission (Fig.16.8). A combination of two lasers is used to 
first pump electrons into a normally unoccupied surface state with 2.3 eV 
photons and to probe the surface with 10.5 eV laser photons. In the photo­

electron spectrum, one can see photoelectr9ns at high kinetic energy that 
originate from the excited electron gas in the surface state. At lower kine­
tic energy, the normal photoemission spectrum from electrons in the ground 
state can be seen (both surface and bulk). A substantial density of electrons 
in the excited state is achieved (2 x1019cm-3 in the bulk). This can be con­
jectured already from the intensity ratio of excited-state versus ground­
state photoemission and is confirmed by measuring the width of the filled 
portion of the excited surface state band. 

It is more difficult to build up a significant excited-state population 
for metals than for semiconductors because the lifetimes of the higher-lying 
states are very short. There is always the possibility of creating an elec-
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tron-hole pair in a metal, whereas in a semiconductor this process does not 
occur for electrons less than two band gap energies above the conduction 
band minimum. Nevertheless, there exists a class of surface states on metals, 
namely the image potential states [16.25-28], that have lifetimes one or two 
orders of magnitude longer [16.29] than bulk states at the same energy. The 
reason for this long lifetime is the small overlap of the image potential state 
wave function with the solid. Essentially, the electron is bound outside the 
surface. These states are formed in the attractive Coulomb potential of the 
image charge and exhibit a hydrogenic series of energy levels converging to­
wards the vacuum level. The equivalent Rydberg constant, i.e., the binding 
energy of the n =1 image state, is 16 times smaller than for the hydrogen 
atom since the image potential has an extra factor of 1/4 compared with the 
hydrogen potential. These states have been observed with inverse photoemis­
sion (Fig.16.9 and [16.26-28]). A recent experiment [16.30] shows that one 
can optically pump a large number of electrons into image potential states 
and create a two-dimensional electron gas just outside the surface. A second 
photon is used to probe the excited electrons in a two-photon photoemission 
experiment (Figs.16.9,10). For Ag{111} there exists a sharp occupied sur-
face state just below the Fermi level, which is used as the starting level. 
If the optical excitation energy hv is tuned properly, one reaches an image 
potential state as intermediate level and ionizes from there with a second 
photon. The intensity of the resulting two-photon photoemission is given in 
Fig.16.10 versus photon energy. A strong resonance is observed at hv =3.84 eV 
when the photon energy matches the difference between the occupied surface 
state and the n =1 image state. A 40-times weaker resonance occurs for the 
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Fig.16.10. Resonance curves for two-photon photoemission from Ag{111} via im­
age potential states as intermediates. See Fig.16.9. After [16.30] 

n =2 image state because the overlap of the wave functions is poorer. The 
high energy resolution achievable with a tunable dye laser as a light source 

makes it possible to resolve the n =2 image state for the first time. Ac­
tually, the resolution of this experiment (80 meV FWHM for the resonance 
curves) is neither limited by the laser nor by the intrinsic width of the 
states but by inhomogeneous broadening due to work function inhomogenities. 
The starting level is tied to the Fermi level but the intermediate level is 
tied to the vacuum level, i.e., the difference varies across the sample sur­
face. To obtain the optimum lifetime-limited resolution, it will be necessary 
to observe transitions between image states. Such experiments promise excit­
ing two-dimensional electron-gas physics in a very simple holding potential. 
Previous work on electrons held above the surface of liquid helium by their 
dielectric image has already revealed an interesting phase transition from 
a fluid to a two-dimensional hexagonal solid [16.25]. The image states on 
metals are bound three orders of magnitude more strongly than on helium. This 

strong holding potential should allow one to reach much higher densities than 
on liquid helium (2 x109cm-2 maximum) and get into the regime of the quantum 

Wigner lattice [16.31]. 
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16.4 Core Levels: Surfaces and Interfaces in Technology 

The structure and composition of surfaces (interfaces) encountered in tech­
nology is much more complex than we would like to have it for perfomring ba­
sic studies and obtaining an understanding from first principles. Therefore, 
one has to resort to simpler probing techniques and must concentrate on de­
termining the short-range order and the local properties (e.g., coordination, 
valence, oxidation state) that are left when the long-range order is lost. 
Core levels are well-suited for this purpose. They are not affected by the 
loss of long-range order because of their localiezd nature. The core level 
binding energy has a simple relation with chemical properties, e.g., charge 
transfer and oxidation state. It is shown in Fig.16.11 that for some model 
compounds of C and Si the levels shift proportional to the number of fluorine 
ligands [16.32]. This is caused by charge transfer towards the F atoms. A po­
sitively-charged C or Si atom pulls all electronic levels down in energy. 
In the model compounds there is hydrogen to saturate all remaining bonds 
without significantly affecting the core level energies because the elec­
tronegativity of hydrogen is close to that of carbon and silicon. These con­
cepts have been developed extensively for molecules and bulk compounds by 
Siegbahn and co-workers [16.34] in their Nobel prize winning work. It is our 
aim, to apply this method to surfaces. Thereby, we use the advantage of syn­
chrotron radiation as a tunable and very bright light source. The tunability 
allows one to excite the core electrons at about 50 eV above their ionization 
threshold where their mean free path has a minimum (about 4 A or 3 atomic 
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Fig.16.11. Linear relation between core level shift [16.32J and oxidation 
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tion states that varies with the surface structure. At high exposure, where 
the surface is etched, one finds predominantly SiF. indicating that the remo­
val of SiF. from the surface is a bottleneck of the etching reaction 

layers [16.4]). The brightness of synchrotron radiation [16.5] makes it 
easier to obtain highly monochromatic photons and, thus, to resolve smaller 
core level energy shifts. Figure 16.12 shows spectra from the Si 2P3/2 core 
level for about a monolayer of fluorine atoms adsorbed onto different Si{111} 
surfaces [16.34]. The fluorosilyl species SiFl to SiF3 can be clearly re­
solved by their different chemical shifts from the bulk silicon line. Each 
F atom pulls off a certain amount of charge from a Si surface atom, thereby 
lowering the Si 2P3/2 core level by about 1 eV. The relationship between 
chemical shift and number of F atoms binding to the silicon appears to be 
linear all the way to SiF4 (compare Fig.16.11). Such a clear-cut distinction 

between coexisting SiFx;x=1,2,3 species is difficult, it not impossible, with 
other techniques. 
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Studies such as these are motivated by the desire to understand important 
processing steps in the semiconductor industry on a microscopic scale. In 
order to produce fast integrated circuits, it is necessary to etch micro­
meter-scale anisotropic features into silicon. Plasma processing is current­
ly the method of choice. Silicon wafers are exposed to a fluorocarbon plas­
ma which produces fluorine atoms which bring about etching via the removal 
of volatile silicon fluorides. The fundamental chemical mechanisms under­
lying this technology are not fully understood. As a first step toward their 
elucidation, it is useful to study the chemisorption of fluorine atoms on 
some model silicon surfaces. On the Si{111} 2 x 1 surface (Fig.16.12), one 
sees a single chemically shifted Si 2p core level, indicative of a surface 
monofluoride. On the Si{lll} 7 x7 surface, several peaks characteristic of 

mono-, di-, and trifluoride species are detected. The monofluoride is cha­
racteristic of a truncated bulk structure where F atoms terminate the single 

broken bond on each surface atom. The core level shift is in good agreement 
with calculations from first principles [16.35] for this geometry (the dot 
in Fig.16.11). Higher fluorides can be formed only by breaking back bonds 
and this is consistent with a more open structure for Si{111} 7 x7, where F 

atoms can penetrate through the surface and attack back bonds. At higher 
fluorine exposures one gets into the more realistic etching regime; SiF3 
species predominate at the surface, independent of crystallographic orien­
tation and other paramters. It appears that the removal of SiF3 is a bottle­
neck of the etching reaction. Thus, one can go from an idealized well-ordered 
surface all the way to a complex etched surface using core level spectro­

scopy. 
Core level spectroscopy is also applicable to interfaces, as long as they 

are not buried too deeply to let the photoelectrons penetrate out into the 
vacuum. The classic interface in semiconductor applications is the Si/Si02 
interface. Many studies have been performed [16.2] and it has been found that 

this interface is (almost) atomically abrupt and that it contains an extra­
ordinary low density of electrically active defects (typically one defect per 
105 interface atoms). Of course, these properties allow the silicon MOSFET 

technology to playa dominating role in today's computer industry. Despite 
an abundance of electrical and other measurements, the microscopic structure 

of the interface atoms is not known. Only recently has it been possible to 

get some insight into these questions by using core level spectroscopy [16.36]. 
In Fig.16.13 photoelectron spectra are shown for two very thin oxide layers 
(5 A and 11 A). The kinetic energy distribution of the photoelectrons reflects 

the distribution of binding energies for the Si 2P3/2 core level. The spectra 
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Fig.16.13. Distribution of oxidation states at the SijSi02 interface as meas­
ured with core level photoemission from the Si2P3j core level [16.36]. The Si2pl/ 
contribution has been SUbtracted. The interface 15 not quite atomically sharp 2 

with about two layers of silicon atoms in oxidation states intermediate between 
Si and Si02 

display five components. It is easy to identify the components related to 
the silicon substrate and to the top Si02 layer (with 3.5 eV shift). The three 
intermediary components with shifts of 1.0, 1.8, and 2.7 eV are assigned to 
silicon atoms bonded to 1, 2 and ~ oxygen atoms (Si 1+, Si 2+, 5i 3+). It is 
possible to evaluate the thickness of the intermediary layer from the relative 
intensities of the various components using the electron escape depth of 
5 A. For oxidation in dry oxygen, the same thickness (5 ±l A, i.e., about two 
layers of Si atoms in Si02) is found for intermediary layers on Si{lll} and 
Si{100} surfaces. The distribution of intermediary oxidation states is al­
most independent of the thickness of the Si02 overlayer. Thus, it makes sense 
to make a model for a universal Si/Si02 interface structure which does not 
depend strongly on preparation conditions. Several such models have been pro-
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posed but none of them reproduces the equal proportions of the Si 1+, Si 2+, 

and Si 3+ oxidation states correctly. The main failure of existing models 
lies in the fact that they assume an atomically abrupt interface. This would 
give rise to Si 2+ only for Si{100} and to Si 1+ and Si 3+ for Si{lll} because 

Si{100} has two broken bonds per surface atom and Si{lll} has alternatingly 
1 and 3 broken bonds. The core level data indicate that the interface is 
not quite atomically abrupt but has a finite width of about two silicon layers. 
In this transition layer the distribution of oxidation states is randomized. 

After determining the bonding at the Si/Si02 interface, one can explore the 
variations that occur under different preparation conditions and try to op­
timize the growth parameters for obtaining a sharp interface. Recent data 
[16.37] indicate that wet chemical oxidation produces a sharper interface 
than dry oxidation in pure oxygen, possibly because some of the interface 
bonds are saturated by hydrogen. Eventually, it would be very useful to cor­

relate electrical properties with the interface structure. 
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17. The Use of Spin-Polarized Electrons 
in Surface Analysis 

J. Kirschner 

Institut fiir Grenzftachenforschung und Vakuumphysik, KFA Jiilich, 
Postfach 1913, D-5170 Jiilich, F. R. G. 

Electron spectroscopies have been playing a vital role in the development of 
surface science over the past two decades. Information on the sample has 
mostly been obtained from the energy and angular distribution of emitted or 
scattered electrons, while the "spin" property has been exploited to a much 
lesser extent. This chapter is intended to show what kind of new information 
can be gained if the electron spin is explicitly taken into account, in ad­

dition to the electron momentum. 

17.1 Introduction to Spin-Polarized Electrons 

Let us first consider the definition of electron spin polarization. Figure 
17.1 shows a "snapshot" of a beam of electrons whose spins are oriented 
parallel or antiparallel to the vertical axis. This picture applies either 
to electrons moving slowly in the laboratory frame or to fast electrons in 
the rest frame. (Relativistic electrons have their spi~ parallel or anti­
parallel to the momentum when seen in the laboratory frame, due to spin­
orbit coupling.) In all practical circumstances, however, the first case 
applies to a good approximation, since electron spectroscopies deal with 
nonrelativistic electrons. The degree of polarization of the electron en­
semble is defined by the relative difference of the number of electrons with 

Fig.I7.I. Beam of polarized elec­
trons 
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up-spin (Nt) and down-spin (N~): 

Nt - N+ 
p=--

Nt + N+ 
(1? .1) 

Thus P is a normalized quantity -1';;;P.;;;+1, independent of the intensity of 
the beam. In the case of Fig.1?1 the polarization is +50%, since two elec-
trons out of eight have the "wrong" spin orientation. More precisely, we 
mean the z-component of the total spin precessing on a cone around the z-axis. 
The alignment axis of the spins may be oriented arbitrarily in space (in the 
nonrelativistic limit), thus the electron spin polarization, P, in general 
is a vector quantity and a complete characterization of emitted or scattered 
electrons comprises an analysis of the vectors of momentum and spin polariz­
ation. 

Considering the interaction of electrons with surfaces, there are two main 
mechanisms giving rise to spin-dependent effects: the spin-orbit interaction 
and exchange interaction. Other interactions, e.g., the dipole-dipole inter­
action, typically are orders of magnitude weaker. The origin of the spin­
orbit interaction may be understood in the simplest case when scattering an 
electron from a central potential, such as an atomic nucleus. The orbital 
momentum t of the electron during scattering interacts with its spin momen­
tum s, glvlng rise to an additional scattering potential Uso~s.t. Because 
of the scalar product, the sign and magnitude of this additional potential 
depend on the orientation of the spin relative to the normal to the scatter­
ing plane. Thus, when we scatter a beam such as in Fig.1?1 from an atom, 
the electrons with up-spin will experience a scattering potential which is 
somewhat different from that for down-spin electrons. Consequently, the dif­
ferential scattering cross section becomes spin-dependent, and we may find, 
for example, that up-spin electrons are scattered preferentially to the left 
(-e), while down-spin electrons are scattered preferentially to the right (+e) 

for a particular choice of the scattering angle ±e relative to the primary 
beam direction. Scattering of a polarized beam thus may give rise to a cha­
racteristic left-right intensity asymmetry, and a measurement of spin polar­

ization is reduced to two intensity measurements. This is the operating prin­
ciple of all detectors for spin-polarized electrons used to date. We note 
that the spin-orbit interaction is strong also for slow electrons since they 
become "relativistic" by acceleration in the strong electric field of the 
nucleus. The strength of the interaction depends on the gradient of the po­
tential, so it is stronger in high-Z materials than in light materials. 

The other important spin-dependent interaction of electrons with surfaces 
is that of exchange interaction. While in the case of the spin-orbit inter-
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action the conduction electrons of the solid are not essential, here they are 
decisive. The exchange interaction is due to the Pauli principle requiring 
the total wave function of a Fermion system to be antisymmetric with respect 
to the interchange of each two particles. The interaction resulting from 
this principle is essentially of a Coulombic nature. (The fact that the spin 
is associated with a magnetic moment is not essential in this context.) Let 
us consider again the simplest possible case: the scattering of two free 
electrons with parallel or antiparallel spins. In the singlet state (anti­
parallel spins) the spin part of the total wave function is antisymmetric, 
hence, the spatial part must be symmetric, and the scattering amplitude is 
written as a sum of two terms of which the second one is derived from the 
first one by replacing the spatial coordinates by their negative. In the 
triplet case the spatial part must be antisymmetric and the scattering am­
plitude is the difference of these two terms. The terms are the same since 

explicitly spin-dependent forces are negligible relative to the Coulomb 
force. Since the differential cross section corresponds to the square of the 
scattering amplitude, we see that the scattering cross section of two elec­
trons depends on their relative spin orientation. Although the interaction 
is of Coulombic nature, the symmetry requirements upon exchange of the par­

ticles make the triplet scattering cross section smaller or equal to the 
singlet cross section. Formally, this difference in scattering cross sections 
can be traced back to the action of a spin-dependent "exchange potential", 

which adds to or subtracts from the direct scattering potential. Thus, if we 
scatter polarized electrons from a ferromagnetic surface, the exchange inter­
action with the aligned electrons in the sample may enhance or reduce the 
scattered intensity, depending on the sign and magnitude of the surface mag­
netization. An intensity asymmetry is measured upon reversal of magnetization 
or primary polarization, which may serve to investigate the magnetization in 

the near-surface region. 
In dealing with real samples, we should keep in mind that both types of 

interactions are always present simultaneously, and may interfere with each 
other. However, in the following we shall seek cases where one or the other 

plays the dominant role. Therefore, we distinguish between experiments on 
nonmagnetic materials, preferably heavy ones, and magnetic materials, which 

mostly have low atomic numbers. The emphasis is on elastic and inelastic 

scattering and on photoemission, while other techniques are mentioned brief­

ly. For further reading the review articles or books [17.1-7] are recommended. 
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17.2 Nonmagnetic Materials 

The first attempt to observe the polarization of "electron waves" was made 
by Davisson and Germer in 1929 [17.8]. They used a double reflection experi­
ment with two Ni single crystals, in analogy to a polarization experiment 
wi th 1 i ght reflected from two mirrors. Thi s experiment had a negati ve result 
and it took almost 50 years until spin polarization effects were observed in 
elastic diffraction from W{OOI} [17.9]. The dynamical theory of spin-polarized 
low-energy electron diffraction (LEED) started with the work of Jennings 

[17.10] and Feder [17.11] and has been refined considerably since then [17.2]. 
Subsequently, a variety of materials has been studied, mostly high-Z elements 
like Pt, W, and Au on low-index crystal surfaces, but also Ni, where the 
spin-orbit-induced effects are substantially smaller, as expected from its 
low atomic number. The influence of light and heavy adsorbates in submono­
layer quantities was also studied and evidence was found that to some extent 
the spin polarization is a probe for the heavy component in a light/heavy ad­
sorbate/substrate system. For a detailed discussion of this work and further 
references see [17.2,4,6,7]. 

17.2.1 Electron Diffraction 

At the beginning of spin-polarized LEED it was not clear to what extent a 
kinematic (i.e., single-scattering) approximation was adequate to describe 
spin-polarization effects. T.his same question arose in the early days of 
LEED, since it was found that I-V spectra sometimes looked very "kinemati­
cal", while in other cases a satisfactory description could be obtained only 
by a dynamical calculation (i.e., multiple scattering included). In the ki­
nematic theory the diffracted intensity is determined by a lattice sum, where 
the structure of the crystal enters. Let us assume the simple case of one 
atom per unit cell. We recall from (17.1) that the expression for the spin 
polarization is a normalized difference of particular intensities. Thus, the 
lattice sum enters numerator and denominator simultaneously and cancels! There 
remains exactly the spin polarization of the single atom at the particular 
energy and scattering angle chosen. Thus, if the kinematic approximation 
was valid, no structural information could be drawn from the spin-polariz­
ation analysis. An experimental decision on whether this is true can most 
directly be obtained from "rotation diagrams", i.e., the polarization of the 
specularly reflected beam as a function of the azimuthal rotation angle ~ 

of the crystal at a fixed polar angle 6. Since the kinematic scattering 
parameters are not changed by rotating the crystal, the polarization should 
be constant, independent of ~. The experiment on W{OOI} [17.12] clearly de-
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monstrated the importance of multiple scattering since the polarization was 
found not to be constant, but showed the fourfold symmetry of this crystal 
face. Thus, the spin polarization is structure sensitive, and it owes its 

sensitivity to multiple scattering. 
This being demonstrated, structural parameters like surface contraction 

or lattice constant can be determined. As an example, the question of the 
temperature-dependent lattice expansion at the surface is addressed here. Be­
cause of the broken symmetry at the surface, the anharmonicity of the vibra­
tion potential normal to the surface should be stronger than in the plane 
and the top-layer distance might increase more rapidly with temperature than 
in the bulk. This type of problem was studied before by means of LEED where 
it was found that the surface Debye temperature was lower than in the bulk 
(indicating larger vibration amplitudes), but that the effective thermal sur­
face expansion coefficient was close to that of the bulk [17.13]. The measure­
ments were usually made on Bragg peaks which shifted towards lower energy 
with increasing temperature, i.e., with increasing lattice constant. At a 
Bragg condition, the amplitudes from the top 5 to 10 atomic layers add con­
structively to give a high intensity. When the lattice expands, the maximum 
occurs at a slightly longer wavelength, but the total amplitude is not much 
affected by the amplitude from the top layer which may be out of phase be­
cause of a different rate of expansion. Thus, the effective expansion coeffi­
cient will be close to the bulk value, with a rather large uncertainty 
though, since the peak shape may change due to temperature-dependent multiple 
scattering. 

When the electron spin is used, this unfavorable situation can be avoided 
by making use of the observation that strong polarization structures are 
often found near relative minima of the diffracted intensity. In this case, 
the amplitudes from most of the near-surface layers add destructively and 
one might expect to see a much larger effect from the top layer when it moves 
with an expansion rate different from that of the bulk. An experimental re­
sult for the specular beam from W{100} at e =130 is shown in Fig.17.2. With 
increasing temperature, we observe a shift of the polarization feature to­
wards lower energies and a slight change of its shape [17.14]. From a com­
parison to theoretical calculations, employing a relativistic dynamical 
theory, it was found that the shape changes are mainly due to temperature­

dependent multiple scattering, while the shift on the energy scale is rela­
ted to structural parameters. By varying the top-layer and bulk expansions in 
the calculations it was found that roughly two-thirds of the shift is due to 
the bulk lattice expansion, while one-third is due to the top layer expan-
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Fig.17.2. Spin polarization of the 
(0 0) beam from W{100} as a func­
tion of energy for three different 
temperatures. The polarization has 
been corrected for the temperature­
dependent diffus~ background. The 
shift of the polarization feature 
towards lower energies is caused 
by the lattice expansion and by 
the top-layer expansion 

sion. Thus, the top-layer movement does indeed have a relatively strong in­
fluence, as expected from the above arguments. A quantitative evaluation 
showed that the thermal expansion coefficient for the top layer is about two 
to three ti.mes larger than the bulk expansion coefficient. This is a rather 
strong effect which is, however, consistent with model calculations by Kenner 

and AZZen [17.15]. This example shows that spin polarization analysis may pro­
vide structural information which is hardly accessible by conventional means 
of electron diffraction. 

17_2.2 Application of Spin-Polarized LEED: Spin-Polarization Detectors 

The detecti on of spi n-pol ari zed el ectrons has tradi tionally been consi dered 
a rather complicated matter, since the conventional high-energy Mott detector 
is usually a rather bulky and expensive piece of apparatus [17.1,3,4]. Spin­
polarized LEED offers a welcome alternative since only low energies are in­
volved and good sensitivity may be obtained. Unlike a Mott detector, a de­
vice based on spin-polarized LEED can be made very small so that it.may be 
used as an adjunct to a conventional electron spectrometer. Such an apparatus, 
which has been developed for momentum- and spin-resolved photoemission, is 
shown schematically in Fig.17.3. 

The electrons from the sample are accepted by a zoom lens, accelerated or 
decelerated to the chosen pass energy, and focused into the energy analyzer. 
The spectrometer of the CMA-type operates with a virtual entrance slit which 
allows the exciting radiation to pass through the whole system onto the sample. 
After energy analysis, the electrons are brought to a fixed energy and fed in­
to the spin-polarization detector, which is essentially a miniaturized LEED 
system. At normal incidence onto the W{OOl} crystal, equivalent beams like 
the (2,0) and (2,0) beams have equal intensity. If the electrons have a 
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Fig.I7.3. Momentum- and spin-re­
solving electron spectrometer sys­
tem with the LEED spin-polariza­
tion detector. The spin analyzer 
is attached to the electrostatic 
energy analyzer and is rotated 
with it about two perpendicular 
axes. The LEED pattern is obtain­
ed with single electron counting 
and is observed on an oscillo­
scope 

transverse spin-polarization component, e.g., normal to the plane of the 
paper, the degeneracy of equivalent beams is removed due to the spin-orbit­
induced additional scattering potential. For example, the (2,0) beam may 
have a higher intensity than the (2,0) beam. When the polarization sensiti­
vity of the scattering process is known by calibration [17.12], the measure­
ment of the relative intensity difference of the two beams yields the spin 
polarization of the corresponding component of the polarization vector of 
the electron beam leaving the energy analyzer. The elastically diffracted 
electrons are amplified by a two-stage channel plate which is placed behind 
the retarding grids. The collector is of the resistive anode type which pro­
vides an electronic readout of single electron diffraction events. Electronic 
windows are set around the diffraction spots and the beam intensities are 
measured in a quasi-parallel way. In the geometry shown, the (0,2)/(0,2) beam 
pair detects the longitudinal polarization component along the optical axis 
of the transport lens. Of the remaining beams, the {1,1} beams measure inde­
pendently the projections at 45°. The {1,0} beams, which have small polariz­
ation sensitivity at the fixed scattering energy, serve to control the appar­
atus asymmetry. The whole spectrometer system is rotatable about a vertical 
axis lying in the sample surface. The second transverse polarization compo­
nent, lying in the plane of the paper, can also be measured by rotating the 
spectrometer plus spin analyzer out of the plane of the paper. In this way, 
all three components of the polarization vector can be determined. This sys­
tem has been used in spin-polarized photoemission [17.16], secondary elec­
tron analysis [17.17], and inelastic electron scattering [17.18]. 
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The LEED spin-polarization detector uses a clean surface of the detector 
crystal. Thus it is bound to ultra-high-vacuum (UHV) surroundings. In surface 
physics experiments, this is a necessity anyhow; in other applications differ­
ential pumping would perhaps be necessary. 

17.2.3 Photoemission 

Spin-orbit coupling occurs not only in scattering of electrons from a crys­
tal surface, but is also important for the energy eigenvalues of the electrons 
in the crystal and their wave functions. By spin-orbit coupling, the spatial 
parts and the spin parts of the electronic wave functions are mixed and 
single-group symmetries are replaced by double-group symmetries. In general, 
symmetries are lowered, and energetic degeneracies are removed. The concept 
of parity of a wave function with respect to a mirror plane breaks down and 
the nonrelativistic selection rules for dipole transitions in photoemission 
are no longer applicable. On the other hand, for circularly polarized light 
the dipole selection rules for the "magnetic" quantum number m playa dominant 
role and the excitation of photoelectrons becomes spin selective. This means 
that in direct transitions induced by circularly polarized light, the upper 
bands are preferentially populated by electrons with a particular spin 
orientation, although the lower bands are not split energetically and are 
populated by electrons of both spins. The sign, magnitude, and orientation of 
the polarization vector of photoemitted electrons thus depends on the symme­
try of the bands involved and also on their hybridization. For a more exten­
sive discussion of this subject see [17.4,5]. The analysis of the electron 
spin provides a direct means of characterizing the symmetry properties of 
the wave functions of occupied and empty electronic bands of solids. A direct 
analysis of wave function symmetries complements and exceeds that of energy 
eigenvalues by photoemission. 

In the following, the potential and feasibility of this technique will 
be demonstrated with photoemission from Pt{111}. The experiments were done 
at the BESSY storage ring, where a UV monochromator for circularly polarized 
light has been installed [17.19]. The spin- and momentum-resolved photoelec­
tron analysis was carried out with the spectrometer system shown in Fig. 
17.3. The sample was irradiated normally by photons in the energy range of 
from 7 to 30 eV with about 90% circular polarization. The electron takeoff 
was along the surface normal and a typical result for intensity and polariz­
ation distributions is shown in Fig.17.4a,b. 

Comparing these data, one sees a correlation between intensity peaks and 
local extrema of the spin polarization. This is even more clearly visible 
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Fig.17.4. (a) Total intensity r in the 
(0 2)-(0 2) beam pair as a function of 
binding energy at hv = 13 eV for normal 
takeoff. (b) Spin polarization as a 
function of binding energy. The error 
bars correspond to the variance of the 
Poisson distribution. (e) Total inten­
sity I and partial intensities r+ (+) 
and r- (-). Features A-D are discussed 
in the text. (d) Theoretical band struc­
ture of Pt along A, with symmetry la­
bels as determined from the spin-po­
larization analysis. The bands are 
numbered at the L point with increasing 
energy [band (1) is off scale]. The 
dashed line corresponds to the final­
state band, shifted by 13 eV 

in Fig.17.4c, where partial intensities (+ and -) have been derived such 
that their sum gives the total intensity of a and their normalized differ­
ence gives the spin polarization of b. This is not new information, but this 
kind of data representation may considerably aid the interpretation of spectra. 
Peaks A and D correspond to peaks in the positive partial intensity, while the 
features Band C correspond to peaks in the negative partial intensity. In 
particular the feature C is seen to consist of two neighboring peaks, indi­
cated by arrows, of the same sign of the spin polarization. Most of the struc­
ture in the spectra can be understood in terms of direct transitions, as has 
also recently been verified by relativistic one-step photoemission calcula­
tions [17.20,21]. Figure 17.4d shows a section of the band structure of Pt 
along the A direction, with the final-state band shifted downwards by the 
photon energy. The crossings with the occupied bands correspond quite well 
to the peak positions in the partial intensity curves, although the splitting 
of the two topmost bands is somewhat larger in the experiment. The symmetry 
labels are determined from the spin polarization analysis. Since peaks A and 
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D corresponds to peaks in the positive partial intensities, the bands (6) 
and (2) must both be of A4A5 symmetry. Likewise, since features Band C cor­
respond to peaks in the negative partial intensity, bands (5), (4), and (3) 
must be of A6 symmetry. In particular, the doublet structure of C is seen to 
stem from the hybridization point of bands (4) and (3) around 3 eV binding 
energy. This resolves definitively a discrepancy between two previous theore­
tical band structure calculations, one of which predicted a band crossing 
while the other predicted an anti-crossing. The polarization analysis shows 
that the two bands are of the same symmetry, hence a band crossing is not al­
lowed. It is emphasized that the experimental decision is not based on the 
measurement of energy eigenvalues but rather on the determination of the sym­
metry character of the wave functions. 

In the present case of polarization analysis along the surface normal, 
the polarization vector is normal to the surface, as was expected from group 
theory considerations [17.22J. The investigations are currently being exten­
ded to off-normal analysis, where it is found that the polarization vector 
may have any orientation in space. For emission in a mirror plane, the orien­
tation of the vector is related to the parity- and spin-mixing of the rela­
tivistic electronic wave functions, which may be determined in this way 
[17.23]. Thus, polarization analysis is expected to add a new dimension to 
the study of the electronic structure of solids by photoemission. 

17.2.4 Application of Spin-Polarized Photoemission: 
Polarized Electron Sources 

In principle, the output of the electron analyzer in the above experiment re­
presents a beam of polarized electrons. However, since momentum- and energy­
selection is applied, the intensities are too weak. Taking the total yield 
of electrons near the emission threshold does produce a beam of polarized 
electrons, but the polarization is low since many transitions in momentum 
space between different bands may occur simultaneously [17.24J. An elegant 
way to circumvent this problem is to excite a direct semiconductor across 
the band gap with radiation tuned to the band gap energy and sufficiently 
monochromatic to prevent transitions from spin-orbit-split neighboring bands. 
If the surface barrier is sufficiently low to allow electrons in the conduc­
tion band to escape into vacuum, an efficient source of polarized electrons 
may be obtained. 

This principle was shown to work byPierce and Meier [17.25J for GaAs, which 
has a direct band gap near the r point of about 1.5 eV. Therefore, light in 
the near infrared has to be used. The surface barrier can be lowered by heavy 
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p-doping and a coverage of Cs until negative electron affinity (NEA) is 
reached. When the light is circularly polarized, the emitted electrons are 
spin polarized according to the same principle as discussed in Sect.17.2.3 
for Pt, i.e., the dipole selection rules for the "m" quantum numbers in di­
rect transitions. The polarization is not complete, however, since the top­
most valence band at the r point is twofold degenerate, which causes elec­
trons of the "wrong" sign also to be excited, although with 1 ess probabil ity. 
The theoretical limit for the spin polarization is 50%, which, however, is 

not reached in typical source applications because of several depolarization 
mechanisms. A detailed study on GaAs has been made recently by Drouhin et 

al. [17.26J and the design and operation of a source has been described by 
Pierce et al. [17.27J. From an instrumental point of view, GaAs is not ideal, 
since the handling and polarization of the invisible infrared light is some­

what inconvenient. Thus, instead of tuning the photon energy to the band 
gap, one may tune the band gap energy to a convenient light source, such as 
the red HeNe laser. This may be done by replacing As by P or Al, which in­
creases the band gap while the material remains a direct band gap semicon­

ductor up to about x =0.4 in GaAs 1_xPx' The combination of a HeNe laser with 
GaAsP [17.28] or GaA1As [17.29] results in a convenient and intense source 
of polarized electrons. 

As observed by Kirschner et al. [17.30] the energy distribution of the 

emitted electrons may be made quite narrow by adjusting the vacuum level of 
the activated cathode closely to the conduction band edge. This is achieved 
by a controlled coverage with cesium and oxygen. Energy distribution curves 
as narrow as 30 meV have been observed [17.26] and an emission current of 
1 ~A at 31 meV FWHM has been obtained [17.31]. This performance makes photo­
emission from GaAs and its derivatives an interesting alternative to thermal 
electron sources with an electrostatic monochromator [17.31]. 

At present, there are several dozens of polarized electron sources in use. 
Their applications range from high energy physics over solid state and sur­
face physics to atomic physics (for a review see [17.32]). An example of a 
particularly simple and efficient source [17.33] is shown in Fig.17.5. The 

GaAsO.62PO.38 wafer is activated by heating from the rear and covering with 
Cs from a Cs-dispenser and with oxygen from a gas inlet. A part of the sub­
sequent electrode structure may be transformed electrically into a simple 

ion gun which serves to clean the surface in cases of heavy contamination. 

Photoelectrons are excited by a HeNe laser beam (in reality above the plane 

of the paper) which passes by the sample and through the electrode struc­
ture. The electron beam is polarized longitudinally, with a component paral-
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Fig.17.5. Simple high-intensity polarized electron source based on spin-po­
larized photoemission from GaAsP. The electron beam is longitudinally polar­
ized. The distance from cathode to target is about 15 cm. The source is used 
here in spin-polarized inverse photoemission from iron by means of an energy­
selective Geiger-MUller counter 

lel to the magnetization of the iron sample. In the present case, the source 
is used for spin-polarized inverse photoemission [17.34]. The bremsstrahlung 
photons are detected and analyzed by an energy-selective Geiger-MUller 
counter. With a 15-mW laser, emission currents in excess of 100 ~A are rou­
tinely obtained. Of this, about 20 ~A is obtained at the target at 10 eV ki­
netic energy, due to space charge limitations. This source has also been 
used in appearance potential spectroscopy [17.35], LEED [17.33], and inelas­
tic electron scattering [17.36]. 

17.3 Magnetic Materials 

Exchange effects are most clearly observable with ferromagnetic materials 
since there is a net surplus of electrons with one spin orientation. Using 
polarized electrons as a probe, either in scattering or in emission, the 
magnetization, the underlying electronic structure, or elementary excita­
tions may be studied. There are several experimental techniques available 
which are briefly characterized in the following and some of their results 
are di scussed. 

17.3.1 Elastic Electron Scattering 

As noted in Sect.I7.1, the elastic spin-dependent interaction of an elec­
tron with the aligned electrons of a ferromagnetic solid may be described 
by an exchange contribution to the scattering potential [17.2]. Thus, an 
unpolarized primary beam may become polarized by elastic diffraction, since 
the effective scattering potential is different for electrons of opposite 
spin orientations, which the primary beam may be thought to be composed of. 
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Likewise, for a polarized primary beam, the diffracted intensity may change 
when the polarization is reversed and everything else remains constant. The 
intensity asymmetry Aex' therefore, carries information on the magnetization 
in the near-surface region. This was shown experimentally by Celotta et al. 
with Ni [17.37]. Unfortunately, multiple scattering complicates the matter 
considerably, so that the exchange asymmetry is not directly proportional 
to the magnetization [17.38]. As in a structure determination by means of 

LEED, one has to assume a certain top-layer value of the magnetization and 
a profile (mostly based on the mean field approximation), do the calculation, 
and compare the result with the measured exchange asymmetry. It is note­
worthy that an enhanced magnetization may lead to a reduced exchange asym­

metry over certain portions of an asymmetry versus energy curve. This ap­
proach is viable, however, and it was shown that clean surfaces of Fe and 

Ni have the top-layer magnetization enhanced (at T =0 K) relative to the 
bulk magnetization. The enhancement ranges from 5% for Ni{100} [17.39] to 
about 30% for Fe{110} [17.40], in general agreement with first-principles 
ground-state calculations [17.41,42]. Very recently, Weller et al. [17.43] 

found by the same technique that on Gd{0001} there exists a surface-enhanced 
magnetic order with a critical temperature which is about 20 K higher than 
the bulk Curie temperature (see also [17.44]). 

On raising the temperature of the sample, the magnetization decreases 
and one would naively expect to see the exchange asymmetry decrease cor­
respondingly. As demonstrated by Kirschner [17.45], however, the asymmetry 
may vary non-monotonically and even change sign. Among several temperature­
dependent effects [17.45], it is the multiple scattering and the magnetiz­
ation profile which vary simultaneously and each have an effect on the asym­
metry. Extracting the temperature-dependent magnetization profile seems 
possible but will require a very detailed study of each factor. There is a 
limiting case where the exchange asymmetry may be expected to be propor­
tional to the surface magnetization: at the Curie temperature and in a nar­
row range around it. The magnetization profile may be assumed constant in 
the limit T ~Tc and other effects may be assumed to change slowly over a 
small temperature interval. Under these assumptions, the decay of the surface 

magnetization on approaching Tc may be studied by measuring the exchange 

asymmetry. The critical exponent in the power law was found to be Ss =0.81 

±0.02 for Ni{100} and Ss =0.79 ±0.02 for Ni{110} [17.46], which is higher 
than in the bulk (Sb ~0.35). A higher value is unanimously predicted by 

several different models of surface magnetism, and a definite decision in 

favor of one of them cannot yet be made [17.46]. 
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The complications due to multiple scattering can to some extent be sup­
pressed by working with amorphous or microcrystalline samples. Although 
multiple scattering is by no means absent, one may hope that it averages 
out in the absence of long-range order. As in scattering from liquids, a 
kinematical approximation may then be sufficient to describe the gross 
features of intensity and exchange asymmetry [17.47]. Experimentally, this 
question has been studied in elastic scattering from iron-based metallic 
glasses [17.48,49]. As expected, the asymmetry to first order depends only 
on the scattering angle, although there are substantial deviations in de­
tail. Nevertheless, these results have successfully been used to check the 
applicability of a spin-dependent pseudopotential [17.47] to describe the 
scattering from Fe atoms. Averaging out the multiple scattering is also use­
ful if one wishes to study the surface magnetization as a function of tem­
perature. One is no longer able to determine a magnetization profile, since 
the structure sensitivity is lost when multiple scattering is suppressed, 
but one may determine a mean value of the magnetization, averaged over the 
depth of information of the electrons. In the low-temperature regime, it is 
known that the bulk magnetization is predominantly reduced by thermally ex­
cited spin waves. Sufficiently far below Tc' the bulk magnetization curve 
follows Bloch's T3/ 2-law. Pierae et al. [17.48] were able to show that the 
near-surface magnetization follows the same law, in agreement with early 
predictions [17.50], although with a different prefactor. Thus, one may 
conclude that at low temperatures, surface spin waves play the same role 
for the surface magnetic properties as spin waves do for the bulk. 

So far we have discussed clean surfaces only. Now we ask what happens 
to the surface magnetization in the presence of an adsorbate. The magnetiz­
ation may change by two effects. First, one may expect that the number of 
majority spins may be reduced by covalent chemical bonds with the adsor­
bate atoms. As predicted recently by electronic structure calculations for 
hydrogen on Ni{100} [17.51], the surface magnetic moment may be reduced 
drastically (from~0.7 ~B to 0.2 ~B at 0 K). The drastic changes of the 
surface spin density may be an explanation for the order-of-magnitude de­
crease of the spin polarization observed in electron capture on Ni{110} 
[17.44]. Also, a structural rearrangement of the surface atoms upon chemi­
sorption may occur (this seems to be the rule rather than the exception). 
Since the magnetic exchange constant depends sensitively on the overlap of 
the d wave functions, the magnetic moment may change drastically even for 
slight changes of the bond lengths. A few percent change in lattice con­
stant might change the exchange constant by a factor of two [17.44]. Con-
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sidering elastic electron diffraction, we have to be aware that the measured 
exchange asymmetry may also be influenced by effects of nonmagnetic origin. 
Besides the effects of a structural rearrangement, there is also a contri­
bution from the adsorbate layer to the diffracted intensity, and there is 
multiple scattering between the adsorbate layer and the substrate [17.52]. 
The interpretation of experimental results is, therefore, not straightfor­
ward. In theoretical calculations, Tamura and Feder [17.52] found conditions 
where the exchange asymmetry responds only very slightly to the top layer 
magnetization. However, with a probing depth of about two atomic layers, one 
would expect a sizeable reduction if the sample became "magnetically dead" 
at the surface upon adsorption. From the absence of drastic effects, it was 
concluded [17.33] that a coverage of about 1/4 monolayer of 0 or S on Fe{110} 
does not produce a "dead layer". Recent photoemission experiments with Ni{110} 
and on Fe-based metallic glass showed little or no changes of the electronic 
structure for 1 L CO and 0 on amorphous Fe and for CO on Ni [17.53]. For 0 
on Ni{llO} a merging of the exchange-split peaks was observed. For CO on 
Ni{110} at coverages up to 4 L, a vanishing surface magnetic moment was in­
ferred by OneZZion et al. [17.54] from the results of spin-polarized metas­
table-atom deexcitation spectroscopy. Seen as a whole, the topic of adsor­
bate-induced magnetic effects is rather incompletely understood at the pre­
sent time and much more experimental and theoretical work is necessary. 

17.3.2 Secondary Electron Emission and Magnetic Structure Analysis 
It was first observed by Chrobok and Hofmann [17.55] in 1976 that secondary 
electrons from ferromagnets are spin-polarized and that the polarization 
vector is antiparallel to the magnetization of the sample. With EuO they 
found up to 32% polarization. The energy and polarization distributions of 
the secondary electron spectrum have subsequently been studied with Fe-based 
ferromagnetic glasses [17.56,57], and single crystals of Fe, Co [17.58], and 
Ni [17.59]. Generally, it was found that the electrons of lowest energy have 
the highest spin polarization. As an example, Fig.17.6 shows measurements by 
Mauri et al. [17.57] for the ferromagnetic glass Fe83B17 • The spin polariz­
ation of the secondaries is shown as a function of their kinetic energy Es 
for various primary energies Ep from 50 eV to 2000 eV. The maximum of the 
polarization at high primary energy reaches almost P =20%, while it decreases 
signficantly towards higher kinetic energy Es. A similar behavior was ob­
served for clean single-crystal surfaces of Fe, Co, and Ni; the maxima at­
tained P =45%, 35%, and 17%, respectively, while the asymptotic values to­
wards high energies approached the values expected from the average spin 
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polarization of the valence band (27%, 19%, and 5.5%, respectively). These 
are the values to be expected if the secondary electrons were simply removed 
from the valence band, without further interaction with other electrons. How­
ever, the low-energy secondaries stem from late generations of the collision 
cascade initiated by a primary electron, and they may have lost energy dur­
ing their way to the surface in inelastic particle-hole excitations. At low 
energies, exchange collisions leading to an apparent spin-flip gain in weight 
relative to nonflip excitations because of the energy dependence of the ex­
change cross section. Since in ferromagnets the empty density of states is 
predominantly of minority type near the Fermi level, an incident minority 
electron may transfer its energy in an exchange process to a majority electron 
below the Fermi level and find a place below the vacuum level while the ma­
jority electron is well above. Thus, a certain fraction of minority-type 
electrons seem to have flipped their spin while loosing energy. Since these 
inelastic processes may have occurred many times with electrons of very low 
escape energy, the low-energy end of the energy spectrum should show enhanced 
majority-type spin polarization as is observed in the experiments. 

At present there is no realistic theory to predict quantitatively the 
amount of spin polarization enhancement, but model calculations by Penn et 
al. [17.60] are consistent with the above simplified picture. The mechanism 
sketched here is also important for the observation of Stoner excitations 

470 



to be discussed in Sect.17.3.3. The second feature we note in Fig.17.6 is 
that the polarization distribution curves are lower for low primary energies 
than at high energies, though the shape remains similar. This is explained 
by the presence of an ill-defined thin surface layer of reduced magnetiz­
ation. At low primary energies, the penetration of the primary electrons is 
small and the secondaries stem mainly from the top layers. At high kinetic 
energies, the range of the primaries is large relative to that of the low­
energy secondaries (of the order of 50 A) and further increase of the pri­
mary energy does not.affect the secondary electron energy and spin-polariz­

ation distributions. Thus, within certain limits, the in-depth distribution 
of the magnetization may be probed by varying the primary energy. One may 
expect to measure essentially bulk properties for primary energies above 

1 keV (in Fe and similar materials) and for secondary electron energies 
above about 30 eV. 

The polarization properties of secondary electrons are expected to find 

an important application in a new method of magnetic structure analysis 
[17.61,62]. With a sufficiently narrow primary beam, the magnetization of a 
sample may be imaged as in a scanning electron microscope when the sign and 

magnitude of the spin polarization is used to modulate the brightness (and/ 
or colour) of the oscilloscope screen. For this purpose, the secondary 

electrons have to be collected and to be analyzed by a spin-polarization de­
tector. The feasibility of this idea has already been demonstrated by Koike 

and Hayakawa [17.63,64] who used a Mott detector for polarization analysis. 
This is a rather bulky device which is much bigger than a scanning electron 
microscope. Recently it was demonstrated [17.17] that the LEED detector is 
also suitable for this purpose. Since it is much smaller, there is the pro­
mise that it can be used as an add-on to existing electron microscopes. The 
main features of this new type of magnetic structure analysis are summarized 
in the following: 

(1) The signal is directly proportional to the magnetization, not to the 
magnetic induction like in most other techniques. 

(2) Since the signal is a normalized quantity, the magnetic information 
is largely decoupled from the sample topography. Both types of information 

can be obtained simultaneously but separately. 
(3) The technique is surface sensitive, given by the escape depth of the 

secondary electrons or by the penetration of the primary electrons. In the 

former case it is around 5 nm. 
(4) The ultimate lateral resolution is given by the radius of the spot 

from which most of the secondary electrons are emitted. This is of the order 
of 5 nm. A practical limit is given by the useful beam size which may be of 
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the order of 10 nm [17.62,64]. This is one to two orders of magnitude better 
than can be obtained by conventi.onal methods. Thus, the outer 5 nm or so of 
domains and the internal structure of domain walls may be viewed with unpre­
cedented resolution. 

Auger electrons too are secondary electrons, since their energy is bound 
to the Fermi level, independent of the energy of the ionizing primary radi­
ation. They ride on a large background due to the cascade of secondaries, 
but recently Landolt and co-workers [17.65,66] were able to analyze the 
polarization properties of Auger electrons from ferromagnetic materials. An 
example of their results is shown in Fig.I7.7, showing intensity and polariz­
ation distributions of the Fe LMM Auger lines from Fe83B17 . The L3M23M23 line 
near 600 eV involves only transitions between core levels. The final state 
is characterized by two holes in the M23 (3p) level, which may be in a singlet 
or a triplet state. According to the Hund rules, the Auger electrons asso­
ciated with the singlet state should have lower kinetic energy. The low-ener­
gy peak of the two-peak structure is, therefore, due to a singlet final state, 
while the high-energy peak corresponds to a triplet state (which may be 
further split due to exchange coupling with the 3d electrons [17.67]). The 
initial 2p hole may couple to the net spin of the 3d electrons in a ferromag­
net. The positive polarization of the singlet state is due to the coupling 
of the 3d electrons to the 2p hole, while the negative polarization of the 
triplet peak mainly results from the coupling of the 3d electrons to the 3p 
holes [17.68]. The L3M45M45 Auger line around 700 eV has a final state with 
two holes in the valence band. Since the Coulomb interaction energy is re-
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latively small compared to the band width [17.66], the two holes are nearly 
independent of each other. The line shape and polarization are, therefore, 
to first order, determined by convolutions of the occupied one-particle den­
sities of states for the two spin systems. A positive polarization is ob­
tained simply because there are more majority spins in the occupied bands. 
The L3M23M45 line around 650 eV is characterized by a final state with one 
hole in the 3p shell and one in the valence band. This case is intermediate 
between the two discussed above and the polarization shows a more complicated 
behavior. For more details (also on the MMM lines) see [17.66-69]. 

A point of interest for magnetic structure analysis is the observation 
[17.57] that the KLL Boron peak from the FeB sample is not spin polarized. 
This is due to the zero magnetization at the boron site. The spin polariz­
ation of Auger electrons apparently is intimately related to the local mag­
netic structure and may serve to analyze magnetic properties on an atomic 
level. We briefly remark that the magnetic properties of the unoccupied 
states may be probed by spin-polarized appearance-potential spectroscopy 
[17.35] and ionization loss spectroscopy [17.70]. 

17.3.3 Electronic Structure and Stoner Excitations 

The microscopic understanding of the "itinerant" ferromagnets (e.g., Fe, 
Co, Ni) has been particularly difficult and is not yet complete (for a re­
view, see [17.71]. The difficulty stems from the fact that in these materials 
the electrons forming the conduction band simultaneously carry the magnetic 
moment. The existence and strength of ferromagnetism is controlled by a de­
licate balance between the gain in Coulomb energy by allowing (some) spins 
to be parallel and the increase of kinetic energy brought about by the split­
ting of the bands and the resulting shift of the minority electron levels 
towards the Fermi edge. Thus, a microscopic understanding of itinerant fer­
romagnetism requires a detailed knowledge of the band structure (of its oc­
cupied part as well as of its empty part). The techniques at hand to study 
energy eigenvalues in momentum space are photoemission [17.72] and isochromat 
spectroscopy [17.73], also called inverse photoemission. 

While band splittings and band dispersions can be determined in the con­
ventional way, the determination of the spin character of the bands requires 
an explicit consideration of the spin quantum number. Either the emitted pho­
toelectrons have to be spin analyzed or the primary electrons in inverse pho­
toemission have to be spin polarized. Momentum resolution in spin-polarized 
photoemission [17.74,75] and inverse photoemission [17.76] is achieved by 
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working under conditions of zero external magnetic field, since otherwise the 
electron trajectories are disturbed too much to obtain adequate angular de­
finition [17.1,5,7]. The magnetic stray fields can be eliminated either by 
using very thin samples 117.77] or by an external magnetic short circuit 
[17.76]. With the spin-polarized techniques, several studies have been made, 

mainly on Ni and Fe at room temperature, i.e., well below the Curie tempera­
ture (see [17.4,78] and references therein). In general, the peak positions 
of experimental spectra compare well with ground-state energy eigenvalues 

calculated self-consistently at T =0 K. For the occupied bands of Ni, how­
ever, the measured exchange splitting (~ 0.3 eV) is generally smaller by a 

factor of 2 than in most theoretical band structure calculations. ,This has 
generally been attributed to many-body effects in the relaxation of the hole 
generated by the photoemission event, and the use of so-called correlated 
band structures for photoemission calculations has been suggested [17.79]. 
On the other hand, this discrepancy may also be due to neglecting electron 
correlations in the ground-state band structure calculations [17.80]. This 
question remains as yet undecided. 

The utility of the spin-polarization analysis has been demonstrated quite 
clearly on Ni{100}, where the existence of a majority-type surface state was 
inferred from intensity data. The spin analysis revealed that the feature 
in question is of minority-type and, moreover, that it stems from a bulk 
band [17.78]. As far as the empty states are concerned, spin-polarized iso­
chromat spectroscopy revealed empty minority states on Ni{110}, in agreement 
with theory [17.76]. First results for the dispersion of spin-split empty 
bands in iron are due to Scheidt et al. [17.34]. Reasonable agreement with 
theory was found, with an exception at the H-point, where in the experiment 
the minority band lies somewhat closer to the Fermi level than in theory. 
Recently, the chemisorption of oxygen on Ni{110} was studied by Seiler et al. 

[17.81]. While no evidence for a reduction of the exchange splitting was found 

(in contrast to the photoemission results quoted above [17.53]), they observed 

a reduction in the number of minority-spin d-holes. 
So far, the interpretation has mostly relied on bulk bands. Several spin­

polarized one-step photoemission calculations have been carried out in re­
cent years, for photoemission [17.82] as well as for inverse photoemission 

[17.83], which showed that experimental spectra can be reproduced in a quite 
satisfactory way. While the major peaks could be associated with direct tran­
sitions in the bulk, typical surface contributions were also to be found in 
the spectra, such as from spin-split surface density of states and surface 
resonances. 
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At elevated temperatures, especially around the Curie temperature, the 
electronic structure of ferromagnets is much less well known. In particular, 
the changes of the electronic structure which accompany the decrease of the 
macroscopic magnetization have been the subject of intense interest for about 
half a century. In the simplest approach, based on the Stoner model, one 
might postulate that the magnetic moment, and with it the band splittings, 
vanish at the Curie temperature. If this was true, one would expect to see 
the spin-split bands "collapse" on approaching Tc. The difficulty with this 
model is that kBTc should be of the order of the average exchange splitting 
<~>, and the Curie temperature for Ni, Co, and Fe would come out far too 
high. More recent theoriesy like the local band theory [17.84,85] and the 

disordered local moment model [17.86] agree on the existence of magnetic mo­

ments above Tc ' but there is disagreement on the wavelength distribution of 
the spin-density fluctuations. In one of the limiting cases, the short-range 
magnetic order is assumed to be very large, while in the other there is none 

at all. 
Experimental results of spin-polarized photoemission from Ni [17.87] showed 

a merging of the exchange-split peaks when the Curie temperature was ap­

proached, although the distribution above Tc was much too broad to stem from 
a single collapsed band. This behavior was qualitatively explained in the 

framework of the local band theory [17.88], under the assumption of a tempera­
ture-independent exchange splitting. In iron, the occupied bands were in-
deed found not to collapse [17.89], as far as the photoemission results are 
concerned. A cluster calculation for bcc iron was made very recently by 
Haines et al. [17.90]. Assuming a constant exchange spl itting of 2.5 eV for 
the d-bands, the comparison of calculated and experimental photoemission 
spectra yielded a lower limit of about 4 A for the short-range magnetic 
order. This means that the spin fluctuations spread coherently over roughly 
two lattice constants. Somewhat different experimental results were obtained 
for the empty states in iron by spin-polarized inverse photoemission [17.91]. 
It was found that an apparently collapsing behavior at one point in the Bril­
louin zone may coexist with a noncollapsing behavior at another point, in 
qualitative agreement with a prediction of the disordered local moment mo-

del [17.86]. We conclude from these observation that the temperature be­

havior of peak features in photoemission or inverse photoemission spectra 
may depend strongly on the point in momentum space, its surroundings and per­

haps on the symmetry of the bands. It cannot be excluded, however, that the 
exchange splitting, although it remains finite on average, may show a 
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variable temperature behavior over the Brillouin zone when the Curie tem­
perature is approached. 

As in nonmagnetic crystals, there exist collective and single-particle ex­
citations in ferromagnets, with the peculiarity that in the latter case a 
spin-flip is involved. Collective excitations carry the name spin waves, 
while electron-hole pairs with opposite spin are called Stoner excitations. 
Their relation is to some extent similar to that of plasmons and inter- or 
intra-band transitions in "ordinary" crysals: both types of elementary ex­

citations have dispersion relations and regions of existence in w-q space, 
and may hybridize. Spin waves are well known and have been studied exten­
sively by neutron scattering, and spin-wave theory is known to work well at 
low temperatures. By contrast, Stoner excitations are largely "terra incog­

nita" because they occupy regions in w-q space which are hardly accessible 
to neutron scattering. It is only very recently that Stoner excitations have 
been directly observed by means of inelastic spin-polarized electron scat­
tering [17.92,93]. 

Consider the following experiment (inset in Fig.17.8a). A monochromatized 
electron beam with spin parallel or antiparallel to the magnetization of the 

Ni{110} sample is scattered specularly, and the intensity of elastically 
and inelastically scattered electrons is measured. A typical result is shown 
in Fig.17.8a, which demonstrates that the loss intensity depends on the pri­
mary spin orientation. Obviously, incident minority-type ("down") electrons 
have a higher probability of losing energy than majority-type ("up") elec­
trons. The difference is seen to depend on energy and appears to vanish at 
high energy loss. The magnetic origin of this effect is demonstrated in 
Fig.8b where the intensity asymmetry, i.e. the normalized difference, is 
plotted as a function of energy loss for reversed sample magnetization. The 
less-than-perfect symmetry (in particular the line crossing slightly below 
the zero line) is due to a small contribution from spin-orbit coupling which 

is neglected in the following. Similar results have been obtained for other 
primary energies. Since they agreed, within the statistical error, the aver­

age over all data points has been taken, which is displayed in Fig.8co 

The meaning of this asymmetry curve is the following [17.92]. The actual 
scattering process is a two-electron process: the one injected and another 

one excited from occupied states into empty states above the Fermi level. 
Since exchange processes are possible [17.94], the one detected after scat­
tering may not be the same as the one sent in. For example, an incident mi­
nority-type electron of energy EO may drop into an empty minority state 
close to EF, while its energy is transferred to an electron from an oc-
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cupied majority-type band. The latter electron emerges with a kinetic ener­
gy given by the primary energy EO minus the energetic difference ~ between 
the spin-split states below and above EF. 

There are several other channels to be considered, also those without ex­
change, but, as discussed in [17.92], the one just described is mainly re­
sponsible for the structure of the asymmetry. The final state is character­
ized by a hole in the majority spin band and an electron in the minority 
spin band above EF. This is precisely the configuration of a Stoner exci­
tation and this is why Stoner excitations can be probed via exchange pro­
cesses in inelastic scattering. The measured asymmetry function reflects 
the spectrum of Stoner excitations in Ni with a specific momentum q. In the 
present case the momentum transfer is zero, since we observe in the specular 
direction. Because we observe two-electron processes, the transitions may 
occur in the whole Bri 11 oui n zone, provided they are "verti ca 1" in the pho­
toemission sense and that they have the proper spin characteristics. There­
fore, the measured distribution function reflects the abundance distribution 
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of all vertical splittings across the Fermi energy, integrated over the Fermi 
surface. It has a maximum at about 0.3 eV which represents the most abundant 
exchange splitting, and a width of about 0.3 eV. This shows directly that 
the exchange splitting is not a single constant but varies considerably over 
the Brillouin zone. Our distribution function accommodates all experimental 
exchange splittings obtained by photoemission, which cluster around 0.3 eV. 

It appears remarkable that the two experimental techniques, although quite 
different as far as th€ physical processes are concerned, give essentially 
the same answer for the average exchange splitting in Ni. The technique is 
currently being extended to momentum transfers other than zero and to other 

materials [17.95]. 
The experiment above may also be conducted in a complementary form: un­

polarized primary electrons and spin polarization analysis after scattering. 

Since minority electrons tend to be captured below the vacuum level and 
majority electrons emerge instead, the scattered beam will become enriched 
in majority electrons. This was demonstrated by Hopster et al. [17.93] with 
an iron-based ferromagnetic glass. Although the experiment was basically 
momentum resolving, arbitrary momentum transfers are included in this case. 
Therefore, a rather broad polarization structure was found, of the order of 
5 eV wide, which is in rough agreement with relatively simple model calcu­
lations by Glazer and Tosatti [17.96]. The relative importance of exchange 
versus direct scattering processes depends on the energy of the primary 
electrons. At high energies, electrons behave like distinguishable particles 
and the exchange cross sections goes to zero. Thus, as Modesti et al. 
[17.97] pointed out, a rough account of the exchange contribution may be 
obtained from a comparison of nonpolarized energy-loss spectra at high and 
low primary energy, provided the nonexchange contribution is independent of 
energy. 

However, in iron, the simplifications made for Ni are perhaps not valid 

since it is a nonsaturated (or weak) ferromagnet with a nonnegligible empty 
majority density of states. A more detailed study of the scattering process, 
including polarized primaries and spin analysis of the scattered electrons, 

will probably be necessary to study the spectrum of Stoner excitations. Work 

along these lines is in progress [17.95]. 

17.4 Conclusion 

The use of spin-polarized electrons for surface analysis has been shown to 
yield fairly detailed insights into the electronic and atomic structure of 
ferromagnetic and nonmagnetic materials. Convenient sources and detectors 
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have become available and their use is increasing. The future will see a 
search for completely polarized sources and for more efficient detectors, 
perhaps based on entirely new principles. The spin-polarized scanning elec­
tron microscope for magnetic structure analysis is expected to have a strong 
technological impact. Perhaps even polarized-electron-beam techniques will 
playa role in data storage. A basic understanding of the finite temperature 
properties of ferromagnets is beginning to emerge and spin-polarized elec­
trons will be a major experimental tool in this development. The study of 
single-particle excitations is a whole new field of research and spin­
polarized electrons may become for Stoner excitations what neutrons have 
been for spin waves. 
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18. Inverse Photoemission Spectroscopy 

Th. Fauster and V. Dose 

Physikalisches Institut der Universitat Wiirzhurg, Am Ruhland, 
D-8700 Wiirzhurg, F. R. G. 

Inverse photoemission spectroscopy is the modern appellation of experiments 
which analyze the photons produced by electrons hitting a solid sample. 
Techniques for experiments of this kind are still developing, so in this 
chapter, after a historical survey in Sect.lB.l, we try to give a "snapshot" 
of their present state. In Sect.lB.2, we present the current state of the 
experimental instrumentation. Section lB.3 gives a short review of the work 
on densities of unoccupied states, making the connection to the older work 
in the kilo electron volt photon energy regime. Since there is a comprehen­
sive review of this work available [lB. 1] , we will limit ourselves in the 
following sections to the photon energy range below 100 eV. Band structure 
determinations including surface states are the topic of Sect.lB.4. For re­
sults obtained with spin-polarized electrons and on semiconductors, we direct 
the reader's attention to Chaps.l? and 16, this volume, respectively. In 
Sect.lB.5, we discuss the work on unoccupied adsorbate states, which are 
spatially more extended than occupied states, and, therefore, more sensitive 
to changes in bonding etc. After a summary, we try to look forward to future 
developments in the exciting field of inverse photoemission, in Sect.1B.6. 

lS.l Historical Overview 

The first experiment dealing with photons produced by electrons hitting a 
solid sample was done by Rontgen in 1B95. He observed a new kind of radiation 
- named X-rays - when an anode was hit by cathode rays [lB.2]. The pheno­
menon was then called bremsstrahlung, which means radiation emitted by de­
celerated electrons. In 1915, Duane and Hunt [lB.3] derived a simple rela­

tion between the maximum frequency vmax of the emitted radiation and the 
voltage U, applied between cathode and anode of an X-ray tube: 

hvmax = e U + ~c (lB.1) 

Going beyond the original work, we have added the work function ~c of the 
cathode on the right-hand side of (lB.1) to take into account the kinetic 
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energy of the electrons overcoming the surface barrier of the cathode. We 
then arrive at an expression for the Duane-Hunt limit analogous to Einstein's 

relation for the photoelectric effect [18.4]. We recognize the complementary 
nature of light emission and absorption, which has led to a unified descrip­
tion of the interaction of radiation and matter in modern quantum mechanics. 

A more careful study of bremsstrahlung spectra by OhZin in 1942 [18.5] 
revealed structures and maxima at the high-energy end which were character­
istic for the anode material. Four years later, Nijboer [18.6] explained 
these observations in terms of the density of unoccupied states above the 
Fermi level of the anode. This is illustrated in Fig.18.1, which shows, on 
the left, a schematic drawing of the experimental setup and, on the right, 
the corresponding energy diagram. We can immediately confirm (18.1), since 
the incident electrons cannot populate states below the Fermi level EF which 
are already occupied. The maximum energy available for creation of a photon 
is then Ei = e U + <j> c' The energy of the emitted photon hv ina transiti on to 
a state of energy Ef is determined by energy conservation, so 

(18.2) 

The number of transitions into states above the Fermi level, in the most 
simple picture, will be proportional to the number of available states, i.e., 
the spectrum will give an image of the density of unoccupied states. This 
is in good agreement with experiments, especially for photon energies above 
100 eV [18.7]. 

In the simple density-of-states model, we have completely neglected the 
matrix element for the electronic transition from the initial state I~i> of 
energy Ei to the final state I~~ with energy Ef . The operator coupling the 
two states is given by p.A, where p is the momentum operator and A is the 
vector potential. The matrix element Mif is then 

(18.3) 
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For a photon of energy hv =hw and wave vector q, the vector potential can 
be written as 

A = AO exp[i(wt - 'qor)] (18.4) 

Here AO is independent of time t and space coordinates r. The time dependence 
of the matrix element can be eliminated by energy conservation (18.2). We 
shall further neglect the spatial variation of A. This is the well-known 
dipole approximation, which is applicable whenever the wavelength of the 
radiation is large compared to the dimensions of emitter or absorber. The 
incident electron moves outside the sample as a free particle, and we can 
describe the wave function by a plane wave exp(iKor) with the wave vector 

IKI = i- (2mE kin )1o • (18.5) 

Here, Ekin is the kinetic energy of the electron at the sample with a work 

function CPs' 

(18.6) 

If the energy Ei is sufficiently high, the wave function of the incident 
electron in the sample is not affected by the spatial variation of the crys­
tal potential and feels only the constant part Vo which contains the average 
interaction with the ions and electrons of the solid. The wave function of the 
electron before the radiative transition inside the sample is, therefore, 

Iw.> = exp(ik.or) 
1 1 

with (18.7) 

(18.8) 

We are now going to discuss the limiting case of a localized final state 
Iw~ described by an atomic-like wave function f(r)Y~(~,~), where Y~ is the 
usual spherical harmonic. The plane-wave initial state can also be expressed 
in spherical harmonics 

(18.9) 

where jl is the spherical Bessel function of order 1 and ~k' ~k define the 
direction of k. Inserting (18.9) into (18.3), we obtain 

(18.10) 

The first factor Aok in (18.10) is independent of the symmetry of the final 
state IWf>' It suppresses light emission with polarization normal to the 
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incident electron beam. The spherical harmonic Y~ contains the information 
about the symmetry of the final state. The radial integral depends parame­
trically on the electron wave vector Ikil and the final-state angular momen­
tum L. Since the wave vector k is related to the initial-state energy Ei 
(18.8), the matrix element will show a characteristic energy dependence for 
different angular momenta L. The detailed behavior will depend on the radial 
part of the final-state wave function. This energy dependence of the cross 
section will be illustrated in Sect.18.3. 

The case opposite to a localized atomic-like final state is the periodic 
Bloch wave function in a solid crystal. In a plane-wave representation, the 
final state is then described by 

I~f> = k cG exp[i(kf + G).r] 
G 

( 18.11) 

The sum runs over all reciprocal lattice vectors G and the cG are the expan­
sion coefficients. Evaluation of (18.3) for this case shows that Mif va­
nishes unless 

(18.12) 

This equation describes the momentum conservation and means that optical 
transitions occur vertically in a reduced-zone scheme. There are again po­
larization dependencies, since the direction of the vector potential enters 
the dipole operator. We have additional selection rules for states along 
high-symmetry directions of the crystal lattice from group theoretical con­
siderations, which reflect the dipole selection rules due to rotational 
symmetry. Energy conservation (18.2) and momentum conservation (18.12) allow 
in principle a complete determination of the band structure of a crystal­
line solid by suitably designed inverse photoemission experiments. This is 
one of the great prospects of this technique. There is, however, the prob­
lem that we do not know the wave vector ki of the electron in the sample. 
The experiment defines the energy Ei and the wave vector K in vacuo. The 
potential step at the surface changes the normal component of the electron 
momentum k~ and destroys the information on the carefully prepared electron 
beam. For a periodic surface, the electron momentum parallel to the surface 
KI can change only in discrete steps given by the reciprocal lattice vec­
tors Gs of the surface. This leads to the conservation law 

(18.13) 

The normal component k~ of the wave vector k. is generally not conserved. 
1 1 

This poses no problem for two-dimensional systems such as layered structures. 
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and we will discuss the example of graphite in Sect.18.4. Another class of 
two-dimensional systems are adsorbate-induced states and surface states. 
These are frequently observed in inverse photoemission experiments due to 
the short penetration length of the low-energy electron beam and the result­
ing surface sensitivity. 

For a three-dimensional band structure, the normal component k~ in the 
sample can be obtained by the triangulation or energy coincidence method, 
where we look for the same transition on two different cryst9l surfaces. 
The knowledge of the parallel components relative to two different surface 
planes permits a complete determination of the wave vector ki via two inde­
pendent measurements. For the evaluation of a single measurement, additional 
information is needed. One sometimes resorts to calculated band structures 
in order to fix the momentum associated with the initial state energy Ei . 
This is in a way like moving in a circle, since our goal is the determination 
of the band structure just by experiment. Another solution to the determin­
ation of k~ is the assumption that the initial state should be free-electron­
like in a constant average inner potential VO' This has been surprisingly 
successful in the evaluation of photoemission experiments. 

The determination of band structure requires experiments with an electron 
beam of well-defined momentum and energy. The absolute value of the wave 
vector component parallel to the surface is given by the angle of incidence 
9 relative to the surface normal 

I kill 1 (2 )y, . i = fi mE kin sln9 (18.14) 

We note that the spread of the kinetic energy of electrons from a thermal 
emitter results in a corresponding uncertainty in the momentum. For high 
energies, the momentum spread is then larger than the diameter of the Bril­
louin zone, which is the density of states possibly weighted by cross-section 
variations. This brings us back to the starting point of Nijboer [18.6], 

who interpreted the high-energy end of the bremsstrahlung spectra in terms 
of density-of-states effects. 

Band structure determinations require, therefore, low photon energies, 

which were introduced into bremsstrahlung spectroscopy in 1977 [18.8]. In 
1980, the relation to ordinary photoemission was pointed out and the phy­
sics involved in bremsstrahlung production was explained as an "inverse pho­

toelectric effect". The appellation "inverse photoemission", coined by 
Pendry [18.9] in 1980, has since become the most popular and points out the 
complementary nature of photoemission experiments. We have indicated this 

correspondence by comparing the Duane-Hunt limit, from (18.1) and [18.3], 
to Einstein's equation [18.4]. Photoemission detects the electrons excited 
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into states ab,ove the vacuum level by incident photons and can be regarded 
as related to bremsstrahlung spectroscopy by time reversal. The main dif­
ference is that photoemission measures only occupied states, while inverse 
photoemission complements the picture by accessing the unoccupied states 
above the Fermi level. The theoretical considerations presented in the fore­
going paragraphs apply to photoemission accordingly. The mutual relation be­
tween the electron current per incident photon in photoemission and the pho­
ton current per incident electron in inverse photoemission has long been 
known as the Milne relation [18.10]. It predicts a cross section for inverse 
photoemission which is about four orders of magnitude smaller than for pho­
toemission in the UV. Pendry estimated a total current of 10-8 photons per 
incident electron in a 1-eV wide spectrum emitted into the whole half-space, 
which is in agreement with experiments [18.11]. This makes an inverse photo­
emission experiment quite difficult, and therefore, it was not until 1982 
that the first angle-resolved data were published [18.12,13]. Since then, 
the development of this technique has continued to progress. 

18.2 Instrumentation 

A spectrometer for inverse photoemission consists of three basic parts: 
an electron source, an energy analyzer for the photons, and the detector. 
Since the cross section for photon production is very low [18.9,10], we need 
a high-intensity electron gun and a photon detection system with a large 
acceptance. The first requirement is difficult to satisfy in the low-energy 
regime, where space-charge effects set a limit for the currents which can 
be achieved. The first experiments [18.8,14,15] used, therefore, a tungsten 
filament close to the sample, but they lacked angular resolution [18.12]. 
The space-charge problem can be overcome with electron guns accelerating the 
electrons over a very short distance [18.16,17] or by decelerating an elec­
tron beam of high energy towards the sample [18.18-20]. These designs can 
deliver currents of several microamperes at an energy of 10 eV. For higher 
currents, space-charge-limited electron guns of a Pierce-type design are 
used, which allow sample currents of 100 ~A at 20-eV energy [18.11,21]. Be­
sides the intensity of the electron source, the energy spread is important. 
This requires electron emitters operating at low temperatures, such as 
BaO [18.11,19] or LaB6 cathodes [18.22]. These have an energy spread of 
~0.25 eV. whereas tungsten filaments have a corresponding value of ~0.6 eV 
[18.14]. 

Narrow electron energy distributions (~.15 eV) can be obtained also with 
negative electron affinity GaAs cathodes which can also produce spin-polar-
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ized electrons [18.23,24]. They have been employed in spin-polarized inverse 
photoemission experiments [18.25,26]. Field emission tips [18.27] or mono­
chromatized electron beams would give even better energy resolution but at 
the expense of intensity and have not yet been used for inverse photoemis­
sion spectroscopy. The angular resolution of most experiments is estimated 
as 2°-5°[18.11,16,20], which is sufficient for band structure determinations. 

Two different types of photon detection systems are presently used for 
bremsstrahlung spectroscopy. The first detects only one fixed photon energy, 
whereas the other can measure a spectrum of wavelengths. Correspondingly, 
we have two different modes of operation. For fixed photon energy, the elec­
tron energy Ei is varied over the spectrum to scan the final states Ef (18.2). 
This is called bremsstrahlung isochromat spectroscopy, since emission of the 
same color is detected. This mode is complementary to photoemission using 
a light source of fixed photon energy, such as a resonance lamp. The dis­
advantage of isochromat spectroscopy is that both the initial and final 
states vary over the spectrum, which makes data analysis more difficult. In 
the second mode, the electron energy Ei is kept constant, and the photon 
spectrum translates into the energy distribution of the final states (18.2). 
This bremsstrahlung mode corresponds to constant final state spectroscopy 
in photoemission, where it requires access to a synchrotron light source. 
The disadvantage is that this mode requires knowledge of the light detection 
efficiency as a function of photon energy. There are, however, experiments, 
such as band structure measurements, which cannot be done without tunable 
photon energies. 

Detection systems for fixed photon energy usually integrate energy ana­
lysis and photon detection into one piece. The most popular design uses a 
Geiger-MUller counter with iodine as the active gas and a CaF2 single crys­
tal as the entrance window [18.8,12]. As seen in Fig.18.2, the photoioniz­
ation threshold of 12 (dotted line) gives a low-energy cutoff, whereas the 
absorption of the CaF2 (dashed line) cuts off at the high energy end. The 
solid line gives the calculated detection efficiency of the combined system 
with a mean detection energy of 9.7 eV and a total energy resolution of 
0.8 eV. Using a SrF2 window improves the energy resolution by a factor of 
2, as indicated by the shaded area in Fig.18.2 [18.28,29]. Detectors using 
windows and the low-energy onset of the yield of photocathodes [18.30] or 
channel electron multipliers [18.20] seem to be easier to operate than a 

Geiger-MUller counter, but show inferior energy resolution or detection ef­
ficiency. The acceptance angle of fixed-photon-energy instruments can be 
quite large. This can be achieved by short distances between sample and de-
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tector or by the use of mirrors with high reflectivity in the UV [18.16,17]. 

Bremsstrahlung isochromat spectra have been reported at a photon energy of 
73 eV [18.31,32] using the Al LII,III absorption edge as a low-pass filter 
in a modified soft X-ray appearance-potential spectrometer [18.33]. It is 

not clear whether angle-resolved experiments are possible with this detec­
tion system. 

Instruments for the detection of the bremsstrahlung spectrum generally 
use gratings as dispersive elements to tune the photon energy [18.11,15,21]. 
For high acceptance, designs in normal incidence are favorable, but then 
the energy range is limited due to the decreasing reflectivity of the grat­
ings above 25 eV. Off-normal or grazing-incidence mounts offer higher re­
flectivity at high energies, but the aberrations of the optical systems 
set a limit for the grating size. 

Figure 18.3 shows a normal incidence spectrograph developed in our labor­
atory. It has two gratings covering two different energy ranges. On the 

gratings 
400 mm radius 

preparation chamber 

Fig.18.3. Top view of a grating spectrograph for inverse photoemission showing 
retractable electron source and sample. The light from the sample is dispersed 
by one of the two gratings and focused on a position-sensitive detector. 
Sample preparation is performed in a separate vacuum chamber 
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Rowland circle, the complete spectrum is focused simultaneously, and a po­
sition-sensitive detector registers a whole range of wavelengths in parallel. 
The wavelength window can be selected by rotation of the grating around an 
axis perpendicular to the plane of Fig.18.3 using the grating drive. The 
same axis is used to switch to the other grating. Parallel registration of 
the spectrum is achieved with a position-sensitive device placed tangential 
to the Rowland circle. It consists of a chevron of microchannel plates serv­
ing as photocathode and electron multipliers. The photoyield of the channel 
plates is enhanced by in situ evaporation of CsI onto the front face of the 
detector. At the output of the channel plates is a resistive anode. From 
the signal picked up at the corners of the anode, the location of the pri­
mary event can be calculated by electronic circuits. The resolution is 100 
lines over the whole detector, which allows the collection of a spectrum in 
one-hundredth of the time necessary with a single channel detector. The re­
solution of grating spectrographs is determined by the entrance and exit 
slits. Values of 0.16 eV have been measured at 10.2 eV [18.21]. To overcome 
the decreasing resolution at higher energies, different entrance slits can 
be selected by rotation of the electron gun in our new design (Fig.18.3). 
The electron gun can be serviced without breaking the vacuum in the main 
chamber. This is necessary since the CsI coating on the microchannel plates 
is hygroscopic, and the gratings are not bakeable, which makes venting of the 
system undesirable. For the same reason, sample preparation is done in a 
separate chamber, and samples are transferred to the main chamber through 
an interlock. 

Grating spectrographs are powerful instruments for band structure measure­
ments, but the detection efficiency is lower than for a Geiger-MUller counter 
combined with a mirror [18.16,17]. A different design for an inverse photo­
emission spectrometer, with tunable photon energies in the range of 8 to 
11.7 eV, exploits the anomalous dispersion of LiF lenses [18.34,35]. Good 
energy resolution and a large acceptance angle make this kind of instrument 
seem very interesting. 

18.3 Density of States 

The density of unoccupied states can be measured in inverse photoemission 
experiments at high energies or from polycrystalline samples, where the 
randomly oriented crystallites lead to an average over the whole Brillouin 
zone [18.36]. Bremsstrahlung isochromat spectra from graphite for three dif­
ferent photon energies are shown in Fig.18.4 [18.37]. The count rate at the 
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Fig.18.4. Bremsstrahlung isochromat 
spectra from graphite for photon en­
ergies in the UV and X-ray regime 
[18.37-39] 

Fig.IS.5. Bremsstrahlung isochromat 
spectrum at 9.7-eV photon energy 
from a polycrystalline Ni sample 
(eee). The solid line is the den­
sity of unoccupied states (lowep 
cupve) corrected for contributions 
resulting from inelastic processes 
(dashed and dash-dotted lines) 
prior to the radiative process. 
The corrected upper curve agrees 
reasonably well with the experimen­
tal data [18.41,42] 

fixed photon energy hwo is measured as a function of the electron energy 
and plotted versus the final state energy Ef relative to the Fermi level EF. 
The data for 1 keY [18.38] and 1.5 keY [18.39] photon energy agree quite 
well apart from a small intensity difference below 6 eV. The spectrum for 
hwO =9.7 eV shows a sharp peak at 3.4 eV, which is probably the interlayer 
or surface state [18.40] discussed in Sect.18.4. We note that the spectra 
change with photon energy, although some of the differences might be attri­
buted to the sample preparation for the 9.7 eV spectrum [18.37]. 

A bremsstrahlung isochromat spectrum for hwO =9.7 eV from a polycrystal­
line Ni sample is shown in Fig.18.S (dots) [18.41]. The unoccupied d-states 
appear as a peak right at the Fermi level. The slowly increasing background 
at higher energies comes from transitions with 9.7 eV photon energy after 
the incident electron has lost some energy in inelastic processes such as 
electron-hole pair production [18.43]. The inelastic contributions were 
calculated using the theoretical density of states by Szmulowicz and Pease 
[18.42]. They are indicated by the dashed and dash-dotted curves. The total 
spectrum is the sum of these inelastic contributions and the density of 
states. It is shown by the solid line and agrees quite well with the experi-
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Fig.18.6. Bremsstrahlung isochromat spectra 
from Ni in the X-ray regime. Strong cross­
section variations for the 3d and 4s, p­
states are observed. After [18.44] 

mental data. Even better agreement can be obtained by inclusion of matrix 
elements for momentum-conserving transitions [18.36]. 

Cross-section variations can be seen in Fig.1S.6, which shows spectra 
taken from a Ni sample at three different photon energies in the x-ray re­
gion [18.44-46]. The data are corrected for contributions from energy-loss 
processes and should therefore represent directly the density of states. The 
intensity of the empty 3d-states decreases with photon energy and at 5.4 keV, 
transitions into 4s,p-states become dominant. A sum of partial densities of 
states [18.42] weighted with cross sections for atomic systems is in quali­
tative agreement with the observed behavior [18.44]. Such a procedure is 
strictly valid only in the limit of localized states, such as the 4f-states 
in rare earth metals. Very strong cross-section variations have in fact been 
observed for Gd [18.47]. An improved understanding of the Ni data would have 
to start from the itinerant character of the states involved in the transi­
ti on. 

18.4 Band Structure and Surface States 

Angle-resolved inverse photoemission spectroscopy is a particularly powerful 
tool for the measurement of two-dimensional band structures. Its application 
avoids the problem of determining the perpendicular component of the wave 
vector k~. On the other hand, we can use a grating spectrograph with vari­
able photon energies to prove the two-dimensional character of the observed 
states by showing that the energy of the observed final states is independent 
of initial-state energy Ei . 
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Fig.IS.7. Band dispersion of graphite along the rA-direction (after [18.48]). 
The wavy lines show transitions from a free-electron-like band to the disper­
sing interlayer band 

Fig.IS.S. Inverse photoemission spectra from a graphite sample in normal 
incidence for initial-state energies between 24 and 50 eV 

Figure 18.7 shows the energy bands of graphite along the rA-direction 
[18.40,48]. We see that the bonding and anti bonding 2s- and 2p-like states 
have almost no dispersion in the direction normal to the hexagonal carbon 
layers, indicating very little interaction between the layers. The 3s-like 
band has considerable dispersion and a charge-density concentrated between 
the layers [18.48,49]. The wavy lines illustrate transitions from two differ­
ent initial states leading to two different final-state energies for the 
interlayer band, whereas the 2s- and 2p-like states would show up at a 
fixed energy. For the initial band used, the free-electron approximation was 
employed (18.8) with Vo at the bottom of the valence band. Spectra for ini­
tial-state energies between 24 and 50 eV, taken in normal incidence (k~ =0), 
are plotted in Fig.18.8. We identify the peak at 9.5 eV with transitions in­
to the 2p y-like states in good agreement with theoretical calculations x, 
[18.48]. The solid line in Fig.18.8 connects emission features from transi-
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Fig.18.9. The band dispersion determined by the 
experiment (eee) is in excellent agreement with 
theoretical calculations (---) [18.48]. The 
circles correspond to a surface state at 3.6 eV 

tions into the interlayer band, and we clearly observe dispersion in the 
direction normal to the layers. Using (18.8), kl~ =0 for normal incidence, 
and the assumption Gs =0 (18.13), we can determine the momentum hkf and 
mark the energy of the peaks in a band-structure plot (dots in Fig.18.9). 
The agreement with theory (solid line) is excellent. The circles in Fig. 
18.9 correspond to the peaks at 3.6 eV seen most pronouncedly for low ener­
gies Ei in Fig.18.8. We have here another example of cross-section effects. 
The energy diagram (Fig.18.?) predicts no two-dimensional state in this 
energy range, and we arrive at the hypothesis of a surface state split off 
from the bottom of the interlayer band. More recent calculations confirmed 
this interpretation [18.50]. 

The dispersion of the two-dimensional states can be mapped out for off­
norma 1 i nci dence of the electron beam (kl~ = 0), and good agreement with 
band-structure calculations is found also in this case [18.40]. Other 
examples of two-dimensional layer structures are the transition metal 
dichalcogenides. For TiSe2, the band dispersion and interlayer interaction 
has been studied by inverse photoemission [18.51,52]. 

The determination of the band structure of a three-dimensional solid by 
inverse photoemission is more complicated due to the nonconservation of k~. 
We have illustrated the procedure with the free-electron approximation in 
the previous paragraph on interlayer states in graphite. A semiempirical 
band dispersion for the initial state has been used for Co [18.53]. Band­
structure determinations which do not rely on any assumptions or approxima-
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Fig.IB.II. Inverse photoemission 
spectra at 9.5 eV photon energy from 
a N~{l~O} surfa~e for various angles 
of lncldence e ln the rKLU mirror 
plane 

tions are possible with the triangulation or energy-coincidence method 
[18.54]. This method can be applied if we observe the same transition on 
two different surfaces of the same sample. An example is the peak labeled 
B3 in Figs.18.10 and II, which show inverse photoemission spectra at 9.5-eV 
photon energy from Ni{111} and NHllO}, respectively [18.28]. Arguments 
for it being indeed the same transition that we observe are the comparable 
peak widths of about 3.5 eV and the absence of any other structures in the 
energy range between 10 and 20 eV. Additional support comes from the top 
panel of Fig.18.12, where the positions of the measured peaks B3 are plotted 
as dots and circles in the rKLUX-plane of the Brillouin zone using the free­
electron approximation for the initial state. An absolute determination of 
the transition in k-space is now possible, since we know kl~ relative to 
two different surface planes. Usin9 the two values for peaks coinciding 
in energy, we can use triangulation to determine k; completely. The bottom 
panel of Fig.18.12 shows the measured final-state energies as a function of 
~ relative to the {110}-direction (dots) and {lll}-direction (squares). 
The rhomboids in the top panel mark the positions of the observed transi-
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Fig.18.12. Positions of the observed 
transitions B3 from Figs.18.l0 and 11 
in the rKLUX-plane of the Brillouin 
zone by the free-electron approxima­
tion (dots and circZes) and by the 
triangulation method (rhomboids). The 
bottom panel shows the dispersiQn of 
the peak 83 as a fUnction of kll re­
lative to the corresponding ditection 
for the data of Figs.18.l0 and 11 to 
illustrate the energy coincidence 
method 

tions in k-space obtained by the triangulation method. Taking into account 
the large error bars, we note a considerable deviation from a free-electron­
like dispersion even for energy bands 17 eV above the Fermi level. 

We now turn to the other peaks observed in the experimental data. We 
concentrate here on the Ni{lll} surface (Fig.18.l0), since the discussion 
for the Ni{llO} surface would not introduce any new ideas or concepts. The 
interpretation of the data starts at a plot of the observed final-state ener­
gies Ef as a function of kl~ similar to the bottom panel of Fig.18.l2. For 
the lower-lying transitions Bl , B2, Sl' and S2' the corresponding disper­
sions are marked with dots in Fig.18.13. The spectra for the rlUX-azimuth 
are similar to the rLKL-azimuth (Fig.18.l0), and we refer the reader to the 
original paper [18.28]. The shaded areas in Fig.18.l3 mark the edges of the 
regions where energy bands in the three-dimensional band structure of Ni 
exist (projected bulk band structure). Dashed lines labeled a' through e' 
stand for di rect trans itions energeti ca 11y allowed by the detecti on energy. 
This information was obtained from a band-structure calculation [18.55] by 
a combined interpolation scheme [18.56]. 

We see that the observed transitions Bl and B2 correspond to the calcu­
lated transitions c' and d', respectively. Good agreement between theory and 
experiment has been found previously for Ni by other authors [18.57-59]. 
Several other energetically allowed transitions in Fig.18.l3 are not ob­
served in the experiment due to additional selection rules and coupling con­
ditions for the incident electron wave function [18.28]. The structures la-
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beled Sl and S2 in Figs.18.10 and 13 are surface resonances and surface 
states, respectively. The structure Sl is a surface resonance similar to 
occupied surface states observed in photoemission split off from a bulk 
band due to the breakup of the translational periodicity at the surface of 
the crystal [18.60]. Analogous states have been observed on Cu{lll} [18.60] 
and Pd{lll} [18.61], on Ni{110} (Sl in Fig.18.11 and [18.28]), Cu{110} 
[18.19] and Ag{110} [18.62]. The surface state in graphite (Figs.18.8,9) 
belongs to this class as well as surface resonances observed on Cu{100} 
surfaces [18.35,63,64]. 

A different class of surface states observed in inverse photoemission 
experiments arises from the attractive interaction of the incident electron 
with its image charge in the sample. The image potential follows a liz de­
pendence at large distances from the surface [18.65]. The energies of bound 
states in this one-dimensional Coulomb potential are usually less than 1 eV 
with respect to the vacuum level. Note that all other electronic states of 
either bulk or surface origin are given relative to the Fermi level. Image 
potential states exist only in gaps of the projected bulk band structure 
as seen for S2 on Ni{lll} in Fig.18.13. They have been observed on a wide 
variety of surfaces in inverse photoemission experiments [18.60,61,66,67]. 
In the absence of lateral forces, an effective mass m* =1 would be expected 
for the off-normal dispersion, i.e., the electron should behave like a free 
particle in its motion parallel to the surface. The experimental data reveal 
effective masses up to m* =1.7 [18.28]. The nature of the lateral forces 
leading to such high values is currently not understood. An explanation in 
terms of surface corrugation [18.68] is unlikely to be correct. 
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18.5 Adsorbate States 

\~e begin this section with a short discourse on the oxidation of Ni observed 
by inverse photoemi ssi On. vJe then proceed to the chemi sorpti on of oxygen on 
Ni and of CO on various substrates. Bremsstrahlung isochromat spectra at 
9.7 eV photon energy are shown in Fig.1B.14 for different stages of oxidation 

of Ni [1B.41]. The data represent the density of unoccupied states since they 
were obtained on a polycrystalline sample. We recognize the spectra for 
clean Ni from Fig.1B.5 again with the peak near the Fermi level arising 
from transition into the empty d-band. \>Jith increasing oxidation, this peak 
disappears until it has vanished completely for NiO after an 02-exposure of 
20 OOOl =1000 s x2 x10- 5 Torr. The peak seen at 4 eV is attributed to Ni 203 
in the surface region, and the density of states for NiO is indicated by the 
solid line in Fig.1B.14. NiO is an insulator, and we can clearly see the evo­
lution of the band gap upon oxidation. In combination with photoemission ex­

periments, the gap width is determined to be 4.1 eV [lB.69]. The small peak 
at 1 eV indicated by the dashed line in the 20 OOOl spectrum of Fig.1B.14 is 
interpreted as arising from transitions into localized states of the confi­
guration d9. Since photoemission observes a d7 configuration, an estimate 
of the Coulomb correlation energy as the difference to the dB configuration 

in the ground state gives U =2.5 eV [1B.41]. 

UV Isochromats Ni poly.02 

T:700K 

0". 

~.'"-.... --­
.1 
.1 

clean: : 

Fig.18.14. Bremsstrahlung isochromat 
spectra at 9.7 eV photon energy from 
a polycrystalline Ni surface for var­
ious states of oxidation 

The initial stage of the chemisorption of oxygen has been studied on 
various Cu [18.19,35] and Ni [18.70-74] single-crystal surfaces by inverse 

photoemission. We are going to discuss here the results of ALtmann et al. on 

Ni{111} [18.73]. Bremsstrahlung isochromat spectra taken at 9.5-eV photon 

energy for increasing oxygen exposure are shown in the left-hand panel of 
Fig.18.15. We note a decrease in the d-band intensity at the Fermi level and 
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the emergence of an oxygen-induced peak around 1.5 eV. Its energetic position 
appears to be slightly coverage dependent. After 100 L oxygen exposure, the 
spectrum is dominated by NiO emission. For the clean surface, the image po­
tential state is observed at 5 eV. It broadens and shifts to higher energy 
upon oxygen adsorption. The shift is consistent with the change in the work 
function and demonstrates the pinning of these states to the vacuum level. 
A well-ordered p(2 x 2) structure is developed around 3 L exposure. The right­
hand panel of Fig.18.15 shows spectra obtained at this coverage for various 

angles of incidence in the rLK-azimuth of the mirror plane. The oxygen-in­
duced peak is seen to disperse to higher energy with increasing angle. 

The dispersion obtained with the help of (18.14) is plotted in Fig.18.16 
in the extended Brillouin zone of the adsorbate structure (dots and solid 
l.ine). The shading indicates the projected bulk band structure of the Ni{1l1} 
substrate, and we note that near r the experimental band lies in a bulk band 
gap. This is, however, not sufficient to identify the observed peak as an 
oxygen-derived state, because the reduced unit cell permits surface umklapp 
processes by introducing a new reciprocal lattice vector Gs (18.13). The data 
could then be interpreted as the transitions a' and b' of Fig.18.13 folded 
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Fig.18.I7. Inverse photoemission spectra at 20 eV 
initial-state energy Ei from a clean (---) and CO­
covered (---) Ni{lll} surface for various angles 
of incidence. The experimental geometry is 
sketched in the upper part of the figure 
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back to r. The energy shift with coverage and a comparison with data on other 
Ni surfaces [18.74], however, supports the identification of the observed 
peak as an oxygen 2Pz-like state. 

Unoccupied states induced by chemisorbed molecules are easier to identify. 
They are more localized on the molecule and retain much of their gas-phase 
character. The lowest-lying unoccupied orbital of a simple molecule like CO 
is the 2rr-orbital, and there have been several inverse photoemission studies 
of the chemisorption of CO on various substrates [18.22,70,75-79]. As a 
first example, we consider the adsorption of CO on Ni{lll} [18.75]. We see 
in Fig.18.17 inverse photoemission spectra taken at an initial-state energy 
of 20 eV for various angles of incidence for a clean (dashed line) and CO­
covered (solid line) Ni{lll} surface. For the saturation coverage at room 
temperature, it is known that the CO molecule is bound normal to the sur­
face via the carbon atom [18.80]. We note in Fig.18.17 a reduction of the 
d-band emission and the emergence of a broad peak at 3 eV upon CO adsorption. 
We assign this extra emission to the 2rr-derived orbital of the adsorbed CO 
molecule, which has mainly 2p character. Confirmation of this assignment x,y 
comes from the observation that we have negligible emission intensity for 
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Fig.18.18. Bremsstrahlung isochromat spectra at 9.7 eV photon energy from a 
clean Pd{lOO} surface and after CO (left panel) and NO (right panel) adsorp­
tion 

near-normal incidence (8 =22°) increasing with angle. For the experimental 
conditions sketched in the upper part of Fig.18.l7, the dipole selection 
rules allow only emission from pz-like orbitals at normal electron incidence. 
In a more sophisticated model including the effect of the surface on the 
initial state, the selection rules might be relaxed permitting observation 
of the 2n-orbital even in normal incidence [18.75,78]. 

Having shown that we can detect the lowest unoccupied orbital of CO by 
inverse photoemission spectroscopy, it is straightforward to extend these 
studies to other molecules. This has been done for CO and NO on Pd{lOO} 
[18.77]. Figure 18.18 shows bremsstrahlung isochromat spectra at 9.7 eV pho­
ton energy in normal incidence for clean Pd{lOO} and after CO and NO ex­
posure in the left- and right-hand panels, respectively. The clean surface 
spectrum exhibits emission features from transitions into empty d-states 
near the Fermi level and from a direct transition around 3 eV. These features 
are attenuated upon gas adsorption. For CO, the 2n-level appears at about 

4.5 eV, whereas the NO-induced emission is observed around 1.5 eV. For an 
angle of incidence e =30°, the direct transition disperses, and the NO peak 
can be seen more clearly (right-hand panel of Fig.18.l8). The NO molecule 
has an extra electron compared to CO, and therefore the 2n-orbital is singly 
occupied. This explains the position at lower energy, and an examination of 
the right-hand panel of Fig.18.l8 suggests an extension of the NO peak be­
low the Fermi level. 
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Fig.18.20. Dispersion of the two peaks 
from Fig.18.19 

We now turn to the question of the dispersion of the 2rr-orbital of CO 
chemisorbed on a single-crystal surface. Dispersion is observed for oxygen 
on Ni{lll} (Figs.18.15,16), but for CO on Ni{111}. the peak position remains 
stationary (Fig.18.17). For CO adsorbed on Cu{100}, the peak width is much 
smaller, and we note the appearance of two dispersing peaks in Fig.18.19 
[18.79]. The spectra were taken at 9.7-eV photon energy for various inci­
dence angles in the bremsstrahlung isochromat mode. The (VZ x VZ)R45° struc­
ture was prepared at a sample temperature of 110 K and corresponds to one­
half of a monolayer of CO on the Cu substrate. The decomposition of the CO 
peak into two peaks of equal width is indicated by the dashed lines in Fig. 
18.19. The arrows mark the energetic positions where bulk direct transitions 
show up for the clean Cu{100} crystal. Such contributions do not interfere 
with the CO-induced structures. In Fig.18.20, the positions of the experi­

mental peaks from Fig.18.19 are plotted in a band-structure diagram. The 
line with the shading indicates the edge of the projected bulk band struc­
ture. One possible explanation for the occurrence of two different peaks 

begins with a CO 2rr-state of fixed energy (~3.8 eV) and a Cu 4p-band dis­
persing between 2.5 and 5 eV. The crossing of these levels at kll ~0.4 K1 

causes a level splitting with a corresponding change of character from CO-2rr 
to Cu4p for the upper band and vice versa for the lower band. This inter-
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pretation is confirmed by cluster calculations [18.79] and gives valuable 
insight into the bonding of CO to metal surfaces. 

Inspection of the inverse photoemission spectra for CO on different metal 
surfaces shows considerable variation of the energetic position of the 2rr­
level (Figs.18.17-19). An attempt to understand these differences falls back 
on the chemisorption model of Blyholder [18.81]. Within this model, the 
bonding between the CO molecule and the metal results from a donation of 
charge from the occupied 5a-orbital of the CO to the metal and a backdonation 
into the 2rr-orbital. This would mean a lowering of the 2rr-level with respect 
to the vacuum level with a concomitant increase of the strength of the chemi­
sorption bond. A measure of the binding energy of the molecule to the metals 
is the desorption temperature, which is easily accessible experimentally. 
We have, therefore, plotted in Fig.18.21 the energy of the 2rr-level of CO 
relative to the vacuum level versus the desorption temperature for all the 
systems studied by inverse photoemission so far [18.22,70,75-79,82]. We see 
a good correlation between these two quantities, in spite of quite a bit of 
scatter. Differences in the Fermi level calibration in data from different 
groups, as well as shortcomings of the very simple model, may be responsible. 
Since the discussion of CO adsorption on Cu{100} has shown that the bonding 
mechanisms may be rather complicated, a correlation as in Fig.18.21 cannot 
be expected to provide more than a general trend. 

o 

:l -I 

1 
~ -2 

II 
N 

W 

-3 

CuIlOO) 
/[18.79] 

I 
Cull1l1 I 

CuIIIO) 
[18.22] 

/ 
Ni (111) 
cl4x2) 

Ptllll) 
PdIIll)\I ;PdIIOO) 
~ 1 [18.77] 

[18.78] 

;l-Nillll) 

-Pdllll) I steps 

l"NilllI) 
[18.75] 

100 200 300 400 500 600 

Temperature [I<] 

Fig.IB.21. Energy position of the CO 2n-level relative to the vacuum level 
as a function of the desorption temperature for various metal surfaces. The 
solid line serves as a guide to see the general trend. The numbers in square 
brackets give the references. Data pOints without labels are from [18.82] 

504 



18.6 Summary and Outlook 

We have tried to illustrate in this chapter the wealth of information on un­
occupied electronic states that can be obtained by inverse photoemission 
spectroscopy. The density of unoccupied states can be measured in angle­
integrated experiments. In angle-resolved measurements, we can follow the 
dispersion of unoccupied bands in the Brillouin zone. For adsorbate systems, 
the unoccupied states near the Fermi level are at least as important as the 
occupied states observed with photoemission. A complete understanding of 
bonding at surfaces requires the knowledge of both, and it turns out that 
the empty, spatially more extended orbitals are often more sensitive probes 
of the chemisorption bond. We believe that this will be an area of great 
importance in the future. This will imply the development of more efficient 
instruments for the study of more fragile molecules. The energy resolution 
available today is adequate for most systems, considering the line widths 
of the observed peaks. An extension of the range of photon energies would 
be interesting for the study of cross-section and matrix-element effects. 

Optical absorption and electron energy-loss spectroscopy can also yield 
information on unoccupied states. They always involve transitions between 
two states of the sample, making interpretation difficult. Angular resolu­
tion cannot be obtained. Angle-resolved electron spectroscopies can sample 
the unoccupied energy bands above the vacuum level, but they have no access 
to the important energy range directly above the Fermi level. Photoemission 
of excited states seems to have the potential of becoming a competitor to 
inverse photoemi ss i on spectroscopy, buti t has been app 1 i ed only to unoc­
cupied surface states so far [18.83,84]. 

Most of the work reviewed here has been published within the last five 
years, and we are confident that inverse photoemission spectroscopy is still 
a growing field which will provide many exci~ing results in the next five 
years and beyond. 
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19. The Structure of Surfaces 

s. Y. Tong, M. W Puga, H.C. Poon, and M.L. Xu 

Department of Physics and 
Laboratory for Surface Studies, University of Wisconsin-Milwaukee, 
:\1ilwaukee, WI .53201, USA 

The structure of a surface influences many of its important properties. For 
example, the chemical, electronic, and vibrational properties of surfaces 
are affected by small changes (i.e., 0.01 to 0.05 A) in the surface bond 
lengths. The surfaces of most semiconductors and of some noble metals are 
reconstructed, producing new and important properties of the surface region. 
Indeed, modern surface science is anchored on the ability of novel micro­
scopic and spectroscopic techniques to yield quantitative information about 
surface structure. 

In the past decade, a host of surface analytical tools, using photons, 
electrons, ions, atoms and molecules as probes, were developed to unravel 
the geometric arrangement of atoms in the surface region. This diversity 
of techniques is important because not only do the different techniques pro­
duce useful cross-checks, they often produce a new level of information 
that individual techniques alone cannot provide. In this chapter, we will 
review the use of a number of electron and photon probes and discuss some 
of the structural results that they have determined. The examples given are 
primarily based on research work performed in our group in recent years. 

19.1 Structure of the GaAs{IU}-(2x2) Surface 

19.1.1 Reconstruction Mechanisms on the GaAs{lll} Surface 

Because of the many technological applications and the scientific importance 
of semiconductor surfaces, their geometric structure has been diligently 
studied for over three decades. A feature commonly found on semiconductor 
surfaces is that the surface atoms rearrange to occupy equilibrium sites 
other than bulk-terminated sites -we call this surface reconstruction. 
Monopolar and heteropolar semiconductor surfaces offer a wide variety of 
reconstructed structures. On Si surfaces, for example, there are the (2 xl) 

structures of {100} and {Ill} faces, and (7 x7) structure of the {Ill} face. 
For III-V compound semiconductors, there are the (1 xl) structure of the 
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{lID} face, (2 x2) structures of (111) and (III) faces, and a series of 
structures [e.g., c(4x4), c(2x8), c(8x2), p(lx6), p(4x6)]on the {l00} 
face. 

It has long been recognized [19.1-3] that dangling bonds of the sp3 type 
are unstable on the surfaces of III-V compound semiconductors. In order to 
lower surface electronic energy, the orbitals of surface atoms rehybridize 
to form three planar sp2-type bonds plus an empty dangling hybrid on the 
group III species. The group V species will have a doubly occupied dangling 
hybrid and three p-type bonds separated by approximately 90°. In both cases, 
the rehybridized orbitals resemble more closely the atomic configurations 
than the sp3 configuration found for bulk atoms. The orbital rehybridization, 
and the lowering of energy that follows, are consequences of the chemical 
properties of III-V atoms. Chemically, the rehybridization lowers the energy 
of the As dangling states, which are doubly occupied. It also raises the 
energy of the Ga dangling states, but these are empty. Thus, the buckling 
process is energetically favorable. Generally, the amount of charge transfer 
is less for the surface atoms than for bUlk atoms. 

The orbital rehybridization is most favorable if there are equal numbers 
of dangling bonds on the nearest Ga and As neighbors. On the {lID} surface, 
the bulk-terminated surface already satisfies this condition, so complete 
relaxation can take place without altering the (1 xl) periodicity. The re­
constructed structure has Ga surface atoms receding towards the bulk, while 
As surface atoms rotate outwards. On a bulk-terminated GaAs{111} surface, 
the situation is quite different. The surface is polar and metallic, with 
one Ga-derived dangling bond per surface atom. This configuration is unstable 
and the surface atoms will relax to reduce the Coulomb forces between them. 
In the next section, we describe a model proposed by Tong et al. [19.4] that 
involves Ga vacancies on the {Ill} surface. 

19.1.2 Vacancy-Buckling Model of GaAs{I11}-{2x2} 

Consider that a Ga vacancy is formed on the {Ill} surface. Then, three As 
dangling bonds are created. To achieve equal numbers of Ga and As dangling 
bonds on nearest neighbors, the new unit cell must contain three surface Ga 
atoms. A (2 x2) periodicity satisfies this condition-each unit cell has three 
surface Ga atoms, each of which is bonded to an As atom in the layer below. 
The fourth Ga atom is missing, while the fourth As atom has no dangling 
bonds, being tetrahedrally bonded to three Ga atoms on the surface and one 
Ga atom in the layer below. 
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Fig.19.1. Top view of (2x2) vacancy-buckling model. The broken arrows bound 
a unit cell. (AJ BJ c): surface Ga atoms. (aJ bJ CJ d): As atoms 

A top view of the vacancy-buckling model [19.4] is shown in Fig.19.1. In 
this model, each unit cell, bounded by the broken arrows of Fig.19.1, has a 
Ga atom missing. The remaining three surface Ga atoms, denoted by A, B, and 
C, recede towards the bulk. By symmetry, they stay on a single plane paral­
lel to the surface. These Ga atoms are bonded to three As atoms in the 
layer below; the latter (As atoms labeled a, c, and d) also form a single 
plane, by symmetry. Each of these Ga and As atoms has a dangling bond. 

The fourth As atom (labeled b) is tetrahedrally bonded to Ga atoms above 
and below. This As atom is displaced deeper towards the bulk, relative to 
the other three As atoms in the unit cell. The Ga atoms in the third layer 
are also displaced to form two planes; three Ga atoms (smallest empty cir­
cles in Fig.19.1) are raised towards the surface while the fourth Ga atom 
(solid circles) is depressed towards the bulk. Deeper layers have the (1 xl) 

bulk structure. Thus, there are five atomic planes having the (2 x2) perio­
dicity in the reconstructed structure. The coordinates of surface atoms of 
this model are listed in Table 19.1. 

The atomic positions of the GaAs{lll} surface were determined by analy­
sis of low-energy electron-diffraction (LEED) intensity-energy (I-V) spectra 
using the multiple scattering slab method [19.5]. The data used contain 5 
integral order and 5 half-order beams [19.6]. Because LEED analysis depends 
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Table 19.1. Atomic positions, ,with origin at the (bulk) missing atom, for 
the unreconstruct~d and recon§tructed structures of GaAs(lll). The x,y,z 
axes are along [110], [112], [111] directions respectively, with the crystal 
on the +z side 

Unreconstructed surface Reconstructed surface 
z x y z x Y 

1 0.000 0.000 0.000 missing 
Ga 2 0.000 1. 999 -3.462 0.706 1. 912 -3.512 

3 0.000 3.997 0.000 0.706 3.997 0.100 
4 0.000 1.999 3.462 0.706 2.086 3.412 

First bilayer 
5 0.816 1.999 1.155 0.776 1.757 1.015 

As 6 0.816 3.997 -2.308 0.896 3.997 -2.308 
7 0.816 5.996 1.155 0.776 6.238 1.015 
8 0.816 3.997 4.616 0.776 3.997 4.896 

I' 3.264 3.997 -2.308 3.344 3.997 -2.308 
Ga 2' 3.264 5.997 -5.770 3.254 5.997 -5.770 

3' 3.264 7.995 -2.308 3.254 7.995 -2.308 
4' 3.264 5.997 1.155 3.254 5.997 1.155 

Second bilayer 
5' 4.081 5.997 -1.155 4.081 5.997 -1.155 

As 6' 4.081 7.995 -4.616 4.081 7.995 -4.616 
7' 4.081 9.994 -1.155 4.081 9.994 -1.155 
8' 4.081 7.995 2.308 4.081 7.995 2.308 

on comparing calculated and measured I-V profiles of a large number of 
structural models, some of which are only very slightly different, it is 
extremely important that the calculation is accurate [19.5l. There have been 
examples where wrong structures were selected due to nonconvergent calcula­
tions. In the analysis of GaAs{lll}, we used the Combined Space Method 
[19.7], in which multiple scattering within each atomic plane and between 
different planes are evaluated and summed until numerical convergence is 
achieved. Up to 229 beams, reduced to 47 symmetrized beams at normal inci­
dence, are used. At typical energies, seven to ten bilayers are included in 

the calculation. 

To help in picking the best structure, we used a reliability factor (R­

factor) which is a normalized average of 10 algorithms [19.8,9]. The 10 al­
gorithms compare key features in calculated and measured I-V spectra such 

as the position, width, and area of peaks, number of peaks, energy of turn­

ing points [19.10]. A smaller R-factor indicates better agreement, and a 
perfect match has a R-factor of zero. 

The structure was found by starting with a bulk-terminated (1 xl) GaAs{lll} 
surface and displacing the surface Ga plane vertically towards the bulk, 
keeping the atomic coordinates of all other atoms at those of the bulk. 
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Fig.19.2. Plot of Van Hove­
Tong R-factor versus bilayer 
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The R-factor value is plotted as a function of the first bilayer spacing 
in Fig.19.2. We found a deep minimum in the range 0.05-0.09 A. This very 
small bilayer spacing, being about only 10% of the bulk value, strongly sug­
gests the rehybridization of surface Ga orbitals into the sp2 type. 

Symmetry among beams was used to guide us in the next step of the struc­
tural search. If the surface Ga plane, having one vacancy per (2 x2) unit 
cell, is displaced vertically towards the bulk, and if the As plane below 
it retains the (1 xl) bulk periodicity, then the I-V spectra for the 
(0,1/2) and (1/2,0) beams shouid be very similar. The measured spectra for 
these two beams are, however, very different, as can be seen from Fig.19.3. 
From the lack of symmetry of these two beams, one can deduce that the cor­
rect structure must have lateral displacements of the surface Ga atoms, or 
rearrangement of the As plane into two or more subplanes having the new 
(2 x2) periodicity, or both. 

Further information can be obtained from the widths of the measured peaks. 
If only the surface Ga plane has the (2 x2) periodicity and all deeper layers 
retain the bulk periodicity, then the widths of peaks in the half-order 
beams should be substantially wider than those in the integral-order beams. 
The data in Figs.19.3 and 4 show that all peaks have about the same widths. 
This suggests that three or more atomic planes have the (2 x2) periodicity. 

Following these hints, we laterally displaced the surface Ga atoms, A, 
Band C of Fig.19.1, as well as the As atoms a, c and d. A smaller R-factor 
was obtained. We then argued that since the fourth As atom, marked b in 
Fig.19.1, is tetrahedrally bonded, its vertical distance from the surface 
may be different from that of the other three As atoms. Therefore, we di­
vided the As plane into two subplanes and varied the distance between them. 
We obtained a smaller R-factor when the subplane containing atom b was below 
that containing a, c, and d. 
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A final improvement in the R-factor was obtained when we divided the Ga 
plane in the second bilayer into two subplanes. The Ga atom directly below 
b is despressed into the bulk while the Ga atoms below a, c, and dare 
raised towards the surface. No lateral displacements are considered for 
these atoms as they are probably too small to be conclusively determined 
«0.03 A). As each set of new displacements was introduced, we simultaneous­
ly varied the spacing within the first bilayer and the spacing between the 
first two bilayers. 

Thus the model has the following features: 
(i) One-fourth of a layer of surface Ga atoms are missing. 
(ii) Three-quarters of a layer of surface Ga atoms (A,B,C) are pushed 
0.706 A towards the bulk and 0.1 A laterally along the arrows of Fig.19.1. 
(iii) Three-fourths of a layer of As atoms (a,c,d) are raised 0.04 A towards 
the surface and displaced 0.28 A laterally along the arrows of Fig.19.1. The 
resulting first bilayer has a separation of 0.07 A. 
(iv) One-fourth of a layer of As atoms (b), tetrahedrally bonded, are 
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pushed 0.08 A towards the bulk. A distance of 0.12 A separates the two As 
subplanes. 
(v) The three-fourths of a layer of Ga atoms directly below atoms a,c,d are 
raised 0.01 A towards the surface. 
(vi) The one-fourth of a layer of Ga atoms directly below atoms b are dis­
placed 0.08 A towards the bulk. A distance of 0.09 A separates the two Ga 
subplanes. 
(vii) All atoms in deeper layers occupy bulk sites. 

The comparisons between theory and data for the structure listed in Table 
19.1 are shown in Figs.19.3 and 4. A side view of the reconstructed (2 x2) 

GaAs{lll} surface, showing the almost flat surface bilayer, is shown in 
Fig.19.5. 

As 

Ga As (111) 
Fig.19.5. Side view of (2x2)GaAs{111}, showing an almost flat surface layer, 
with ~ layer Ga atoms absent 

Chadi has used energy-minimization calculations on GaAs{lll} and found 
that the vacancy-relaxed model lowers the total energy by 2.3 eV per (2 x2) 

unit cell [19.11]. He has also found that the relaxed structure has five 
sublattices with the (2 x2) periodicity, in agreement with our result. His 
determination of the directions of atomic displacements of each subplane 
are in complete agreement with our results. The only quantitative disagree­
ment of significance between the two works is in the surface bilayer distance: 
0.175 A in Chadi's work compared to 0.07 A in ours. All other displacements 
agree to better than 0.03 A. 

ALonso et al. have used quantitative Auger analysis and found a composi­
tion of 0.75 Ga versus 1.0 As in the first bilayer of GaAs{111}. This result 
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is in agreement with our scheme [19.12]. A recent structural determination 
by surface X-ray diffraction has bound that the InSb{111}(2 x2) surface is 
also vacancy relaxed [19.13]. 

A key ingredient in the vacancy-relaxed model is that bonds are broken 
on a surface to allow for electronic relaxation. This is contrary to the 
heretofore prevailing idea that one must minimize the number of surface 
dangling bonds and hence, should not break bonds. If surface bonds are not 
broken, then one can decrease the number of surface bonds by adsorption of 
As (or Ga) atoms at a threefold site. Each adsorbed atom decreases the 
number of surface bonds by two. However, the remaining surface bonds can­
not rehybridize because they are on distant atoms. Thus, the surface re­
mains electronically unrelaxed with half-filled dangling bonds remaining on 
the surface. It is believed that such an adsorption model is not energeti­
cally favored on the {Ill} surface. 

19.2 Structure of the GaAs{llO}-(1x1) Surface 

19.2.1 Surface Relaxation on the {110} Surface 

In 1964, MaeRae and Gobeli [19.3] concluded that the GaAs{110} face must 
have a different geometric structure from that of a bulk-terminated face, 
even though the LEED pattern showed a (1 xl) periodicity. They based their 
conclusion on a lack of symmetry and lack of cancellation in the intensity 
of certain LEED spots. Subsequent investigators, for example, Miller and 
Haneman [19.14], Rowe et al. [19.15], and Harrison [19.16], came to the 
conclusion that the reconstruction consisted of surface Ga atoms receding 
towards the bulk while the As atoms rotated outwards. Arguments analogous 
to the Jahn-Teller effect were used. 

None of the above analyses had the quantitative precision to determine 
atomic positions. The atomic geometry of the surface was determined by 
LEED I-V spectral analysis. Results of dynamical LEED calculations show 
that the Ga-As projected tilt angle on the surface is 27° <;;; w <;;;31° [19.6,17, 
18]. For the second layer, there are small strain-relieving distortions 
of the order of 0.01-0.03 A. Surface state calculations [19.19,20] using 
these atomic displacements showed the removal of both filled and empty 
surface states from the band gap, in agreement with previous photoemission 
results [19.21-23] which found no Fermi-level pinning in GaAs. Energy mini­
mization calculations [19.24,25] found a reduction of 0.3-0.5 eV/surface 
atom for this reconstruction model. 
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Fig.19.6a-d. Schematic diagrams 
of ideal (a, b), and relaxed (d) 
structures of GaAs{110}. Large 
circles denote surface atoms, 
small circles denote atoms in 
second atomic plane. The recip­
rocal-lattice beams circled in 
(c) are predicted to be weak 
for the ideal surface structure 
but are not weak in a relaxed 
structure. The beam convention 
follows that of [19.3] 

With our current knowledge of multiple-scattering theory of LEED [19.5], 
it is interesting to review the two observations which led MacRae and Gobeli 

[19.3] to the (correct) conclusion that the GaAs{110} surface is geometri­
cally relaxed. The authors based their conclusion on the observations that 
(i) the (hk) and (hk) beams lacked symmetry and (ii) the (10) spectra had 
strong intensities (i.e., comparable to those of other beams). In Fig.19.6, 
we show the real and reciprocal spaces of GaAs{110}, using the same beam 
convention as MacRae and Gobeli.l 

MacRae and Gobeli [19.3] suggested that if the surface is unrelaxed, and 
if the scattering factors of Ga and As are equal, then beams (hk) =(hk). This 
statement is, in fact, not correct. We now know that an incident electron 
is rapidly damped as it enters a solid. This means that a deeper layer re­
flects far fewer electrons than a surface layer. In other words, inelastic 

damping breaks the symmetry in the direction normal to the surface. Since 

1 In our previous work, i.e., [19.17], the beam convention has a sign differ­
ence from that of MacRae and Gobeli, i.e., (hk) (Tong et al. [19.4]) =(hk) 
(MacRae and Gobeli [19.3]). In this work, we have switched to the beam con­
vention of MacRae and Gobeli. 
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an individual layer, see Fig.19.6a, does not have a mirror plane in the xz­
plane, beams (hk) and (hk) are unequal even for a bulk-terminated surface. 

The second observation of MacRae and GobeU [19.3] was that the (10) beam 
should be zero if the surface is unrelaxed and the scattering factors of Ga 
and As are equal. We can expand on this observation. Under the conditions 
imposed by MacRae and Gobeli, then, at normal incidence, the (10) beam, and 
the family of (30), (50), ... beams, are all zero due to a glide plane sym­
metry. However, there are other beams, (02), (02), (22), (22), etc., which 
should have very weak intensities. This is because these beams have zero 
intensity in the single scattering (i.e., kinematical) limit. Multiple 
scattering does scatter electrons into these beams, but the intensities due 
to multiple scattering are generally smaller (about a factor of 10 smallep, 
at E =100 eV and normal incidence). Since the symmetry (hk) = (hk) holds even 
after reconstruction, we know that the atomic displacements are confined in 
the yz-plane. If these are lateral displacements only, and if the Ga and As 
atoms move by different amounts, then the (02), (02), (22), (22), etc., 
beams should become strong, but the (10), (30), (50), etc., beams should re­
main weak, because in the single-scattering limit, their intensities are 
still zero. The fact that all beams are strong and comparable [19.3], sug­
gests vertical and unequal displacements for Ga and As atoms. 

Thus, by analyzing beam symmetry and noting beam intensities as MacRae 
and Gobeli did, we can now draw the following conclusions: (i) The geometric 
relaxation consists of atomic displacements confined in the yz-plane (of 
Fig.19.6a). (ii) If the atomic displacements are lateral only, the (20) 
beam (and family) should be strong but the (10) beam (and family) should 
remain weak. (iii) Since the (10) and (20) beams are both observed to be 
strong, there must be large, unequal vertical displacements of the Ga and 
As atoms in the unit cell. It is interesting to note that observation (iii), 
that of large, unequal vertical displacements for Ga and As atoms, suggests 
the Jahn-Teller distortion. 

19.2.2 Value of the w Tilt Angle on the {UO} Surface 

The geometric structure of GaAs(110) determined by low-energy electron­
diffraction (LEED) intensity-voltage (I-V) spectra analysis generally 
agreed on the following points: In the surface diatomic layer, the Ga atoms 
recede towards the bulk and As atoms rotate outwards with an angle w pro­
jected on a plane normal to the surface of between 27° and 31° [19.17,18]. 
In the second diatomic layer, there are strain-relieving distortions of the 
order of 0.03-0.09 A. The atomic displacements cause surface bonds to re-
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hybridize, and surface bond lengths vary somewhat from that of the bulk. 
Lateral displacements have been found to be relatively large for both Ga 
and As atoms in the surface layer. 

These results were challenged, however, by recent studies. First a high 
energy ion scattering work [19.26] found that a surface model with large 
lateral displacements was incompatible with the measured surface peak in­
tensity. This analysis predicted an upper bound of less than 0.1 A in la­
teral displacements for either the surface Ga or As atom. Adding to the con­
fusion was a recent LEED study [19.27] which found that for a bond-length­
conserving top-layer rotation model, a small angle of tilt, w =7.3°, gave a 
slightly better X-ray R-factor (Rx) than larger angles of tilt, wc,,27° -31°. 
However, after using a different R-factor, the so-called integrated beam 
RI , the present authors [19.18] preferred a large tilt angle of w =31.1°. 

These two works raised important questions concerning the surface geo­
metry of GaAs{110}. In particular the following questions needed to be 
answered: (i) Are lateral displacements of less than 0.1 A compatible with 
analysis by accurate dynamical LEED theory? (ii) If one uses an accurate dy­
namical LEED theory, does one still find an ambiguity of Rx between w =7.3° 
and w =270 -310? 

To answer the above questions, Fuga et al. [19.18] have carried out a 
fully convergent multiple-scattering calculation for GaAs{110}. Three R­
factors were used in the analysis: the Van Hove-Tong R-factor (RVHT ) 
[19.8,28,29], the Zanazzi-Jona R-factor (RZJ ) [19.30], and the X-ray R­
factor (Rx) [19.27J. The bond-length-conserving top-layer rotation model 
was tested and the three R-factors versus ware plotted in Fig.19.7. 

From the figure, it is clear that there is no ambiguity between w =7° 
and w =30°. All three R-factors, Rx' RZJ ' and RVHT ' strongly prefer the 
larger w values. There is a local minimum at 10° but its Rx value is 78% 
larger than that at w =30°. Local minima, besides the global minimum, in an 
R-factor curve are very common. This is so because LEED I-V spectra have 
many peaks. As surface geometric parameters (e.g., the value of w) are 
changed, the calculated peak positions shift in energy. This leads to an 
oscillatory behavior in the comparison between calculated and measured I-V 
curves. As long as the global minimum is well below each local minimum, as 
it is the case in Fig.19.7, there is no ambiguity in selecting the correct 

structure. 
Once the optimal value of w had been found via a bond-length-conserving 

model, Fuga et al. [19.18] relaxed the structure to optimize the rest of 
the parameters. This search was performed by keeping the relative positions 
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between the Ga and As atoms of the first layer constant (Le., at w =30°) 
and optimizing their positions with respect to the second layer. A second 
layer tilt in the range 0.03-0.09 A was implemented to relieve strain. The 
results are shown in Table 19.2. The best structure corresponds to a situ­
ation in which the Ga atom in the second layer moves vertically up by 0.03 A 
and the As atom moves down by the same amount, yielding a combined tilt of 
0.06 A with an R-factor (RVHT ) of 0.256. This result, however, does not 
discriminate against other possible tilts. In fact we observe from Table 
19.2 that tilts of 0.03 A and 0.09 A yield structures with values of RVHT 
higher by only 5.8% and 1.8%, respectively. Such variations are within 
the error bars of the method and we therefore conclude that a second layer 
tilt in the range 0.03-0.09 A is compatible with the experimental data. 

Puga et al. [19.18] then kept the second layer tilt at 0.06 A and opti­
mized the positions of the first layer atoms relative to the bulk. The re­
sults as shown in Table 19.3, where for each w, the best structure obtained 
out of the 15 structures is listed with the corresponding R-fac.tors. For 
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Table 19.2. Values of RVHT as a function of the second layer tilt ~2. The Ga 
atoms in the second layer are displaced vertically downward by ~2/2 while the 
As atoms are displaced vertically upwards by an equal amount 

~2 [A] RVHT Change from minimum [%] 

0.00 0.278 7.1 
0.03 0.271 5.8 
0.06 0.256 0 
0.09 0.258 1.8 

Table 19.3. Displacements of the first layer atoms which produce the smallest 
RVHT values for each va 1 ue of III 

III [0] (As) 1 t (As )" (Ga)l + (Ga)" RVHT 
Change from 
minimum [%] 

(a) 27 0.155 0.163 0.487 0.317 0.261 1.9 
(b) 28 0.157 0.165 0.507 0.331 0.258 0.8 
(c) 29 0.161 0.167 0.525 0.345 0.258 0.8 
(d) 30 0.193 0.169 0.515 0.359 0.256 0 
(e) 31 0.195 0.170 0.535 0.373 0.260 1.6 

each structure we show vertical and lateral displacements of both surface 
atoms. 

The numbers in Table 19.3 show a fairly consistent trend in which the 
optimal structures select very similar values of the four displacements 
of the surface atoms regardless of the numerical value of the tilt angle lll. 

This means that the parameters most sensitive to the I-V curve are the phy­
sical displacements of the atoms from their bulk positions. The tilt angle 
III can be varied by changes in the vertical as well as horizontal distances 
between surface Ga and As atoms. Its value varies from 27° to 31°, while the 
R-factor changes by less than 2%. These findings indicate that w is not a 
sensitive indicator of the structure and that the physical quantities that 
affect the I-V curves are the displacements of the atoms themselves. The 
effect is particularly pronounced for the parallel displacement of the As 
atom. The optimal structures listed in Table 19.3 (one for each different 
value of lll) have variations in this parameter of~0.007 A although III varies 
from 27° to 31°. 

Since the R-factor values for the structures listed in Table 19.3, are 
so similar, all these structures are acceptable. Of these, structure (d) 
has the smallest R-factor. It corresponds to parallel shifts of 0.17 A and 
0.36 A for the As and Ga top-layer atoms, respectively. These shifts fall 
outside the 0.1 A upper bound suggested by the ion scattering results 
[19.26]. To address this question and to study the effects of reducing 
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lateral shifts, Pug a et al. started with the best structure [Table 19.3, 
structure (d)] and systematically reduced the lateral shifts. The results 
are shown in Fig.19.8, where we have redrawn part of the RVHT curve al­
ready shown in Fig.19.7 and added the points listed in Table 19.3 which 
included a second layer tilt of 0.06 A. The figure shows that as the la­
teral shifts are reduced, the RVHT values increase rapidly. Points a, b, c 
of the broken line in Fig.19.8 represent the RVHT values corresponding to 

reducing the lateral shifts of Ga and As by 1/3, 2/3, and 3/3, respectively. 
We note that as we do this, the two atoms are shifted by different amounts, 
hence the tilt angle w changes value. Reducing the shifts by 2/3 [i.e., 

(b): ~Asil =0.056 A, ~Gall =0.120 A] has the Ga atom lying outside the ion­

scattering upper bound of 0.1 A [19.27]. The corresponding RVHT value at 
(b) is 13% worse, which is well above the error bar of the LEED analysis. 

It is concluded, therefore, that the LEED result would rule out a structure 
whose surface atom lateral displacements are <0.1 A. 

There is an additional point shown in Fig.19.8. This point (d) corresponds 
to reducing the lateral shifts by subtracting 0.169 A from both the toplayer 

522 



Table 19.4. Values of RVHT corresponding to reducing the surface Ga and As 
lateral shifts 

Shift "'As il [A] "'Gall [A] RVHT Change [%] 

"'II 0.169 0.359 0.256 0 

2"'11 /3 0.113 0.240 0.267 4 

"'II /3 0.056 0.120 0.289 13 
0 0.000 0.00 0.318 24 

Equal 
shifts 0.00 0.190 0.280 9 
of 
"'II =0.169 A 

"'Gall and "'Asli • In this structure the surface As atom has zero 1 atera 1 shift 
and the Ga atom has a lateral shift of 0.19 A. This point (d) yields R-factor 
which is worse by 9%. Further reduction of the surface Ga lateral shift 
(e.g., to~O.l A) again pushes the RVHT values above the error limit of the 
method. The RVHT values corresponding to points (a)-(d) are listed in Table 
19.4 for easy reference. 

It is concluded that for GaAs{110}, results of a fully dynamical theory 
of lEED unambiguously select an angle of tilt 27° ~w ~31°. The smaller tilt 
angle 7° ~w ~100 gives a result which is outside the error bar of the method. 
Moreover, lateral shifts >O.lA for the surface atoms are necessary to obtain 
acceptable agreement with the experimental data. The reconstructed GaAs{110} 
surface, under these conditions, is almost totally electronically relaxed 
[19.31] • 

19.3 Structure of the GaP{IU}-(2x2) Surface 

Structural determination of the {Ill} surface of another III-V compound semi­
conductor, GaP, was reported recently [19.32]. The results again indicate a 
vacancy-stabilized structure, with one-fourth of surface Ga atoms missing. 
The orbitals on the remaining surface Ga atoms rehybridize into sp2 orbitals 
while those in the nearest-neighbor P atoms rehybridize into s2p3 orbitals. 
This result is consistent with the reconstruction model found on GaAs{111}, 
and together with results of a recent X-ray scattering analysis [19.13] 
on the InSb{1lI} surface, strongly suggests that the {lID surface of many 
III-V compound semiconductors undergoes the same (2 x2) vacancy-stabilized 
reconstruction. 
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The LEED study was done by analyzing ten beams; five integral beams (1,0; 
0,1; 1,1; 2,0; and 0,2) and five half-order beams (1/2,0; 0,1/2; 1,1/2; 
3/2,0; and 0,3/2). The I-V data were taken on a GaP(111) surface which was 
polished and chemically etched to differentiate the (111)-Ga rich face from 
the (IIi)-p rich face. Using an etching solution of HC1: HN03: H20 =3:1:4 
and an etching time of about 2 minutes, the (111) face showed dislocation 
pits with hexagonal shapes. The (III) face did not show this feature due 
to the high etching speed. 

The sample was then placed in an ultra-high-vacuum chamber (3 xl0-10 Torr) 
with the (Ill) face towards the electron gun. A bombard-annealing cycle 
was used to clean the sample using Ar ions at 500 eV and temperatures of 
550°C. After several cyclE~s, the surface showed no detectable oxygen signal 
and a very minute trace of carbon «1 in 102 atoms) using Auger electron 
spectroscopy. 

A sharp and stable (2 x2) pattern was observed and it was easily repro­
duced. Scanning over the sample, it was found that every place in the surface 
showed a (2 x2) pattern with a 3-fold symmetry. This indicated that the sur­
face structure has a true (2 x 2) peri odi city and the LEED pattern was not 
made up of domain averages of patches with lower symmetry [e.g., three do­
mains of (2 xl) structuresJ. 

For the theoretical analYSiS, a fully convergent multiple-scattering pro­
gram of LEED [19.7J was used. All the dynamical inputs were left the same 
as those used for the GaAs{111} surface [19.31J, with the obvious exception 
that different phase shifts were used for the Ga and P potentials. Thus, only 
structural parameters were allowed to vary in optimizing the agreement be­
tween calculated and measured I-V curves. The Van Hove-Tong [19.8,28,29J and 
Zannazi-Jona [19.30J R-factors were used in the intensity spectra analysis. 
The calculation used 6 partial waves and 229 beams, and a temperature cor­
rection with surface and bulk root-mean-square vibration amplitudes of 
0.13 A. The C3V symmetry among beams was used to reduce the 229 unsymmetrized 
beams to 47 symmetrized beams. 

An important parameter in the structural search is d1, the spacing between 
the first (Ga) and second (P) atomic planes. This spacing was first varied, 
while keeping a (1 xl) structure and all other structural parameters at bulk 
values. Figure 19.9 shows the dependence of RVHT on d1, using comparison be­
tween theory and experiment for the five integral beams (no half-order beams 
were used at this stage, since we were testing a 1 xl structure). From Fig. 
19.9, it is clea'r that we can rule out the bulk spacing (0.79 A). There are 
two regions where RVHT has minima (d1 =0.59 A and 0.06 A). Further search 
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near the d1 =0.59 A minimum produced very poor (i.e., large) RVHT values 
(RVHT~0.3 to 0.4). The optimal structure was found by searching in the vi­
cinity of the minimum near d1 =0.06 A. By introducing lateral and vertical 
displacements on surface and subsurface atoms, and by removing one-fourth of 
the Ga atoms from the surface, the final RVHT-factor was 16% below the mini­
mum of the curve in Fig.19.9 (see solid circle at d1 =0). 

The final structural parameters are listed in Table 19.5. Figures 19.10 
and 11 show the agreement obtained between calculated and measured I-V curves. 
Such good agrement, corresponding to our optimal structure, has an R-factor 
of RVHT =0.19 for the integral beams and RVHT =0.25 for the half-order beams. 
The combined R-factor for all beams is RVHT =0.21 (different beams are weighted 
differently because of the different energy range of the measured data). As 
noted earlier, this final value of the R-factor is indicated as an extra point 
in Fig.19.9, the solid circle on the y-axis of the figure. The very small d1 
value in the final structure is significant. It indicates that the Ga sur-
face atoms are almost entirely rehybridized into planar sp2 bonds. This co­
planarity is indicative of vacancy formation, since in each (2 x2) unit cell 
3 Ga atoms rehybridize into sp2 bonds. This can be achieved by having the 
fourth Ga missing, creating 3 P atoms with dangling bonds to accept the (3) 
additional electrons. If it were a buckled model, and the fourth Ga atom 
were simply raised on the surface, it would have to receive the (almost) 3 
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Table 19.5. Atomic positions, ~ith origin at the (bulk) missing atom, for 
the unreconstructed and recon§tructed structures of GaP(III). The x,y,z axes 
are along the [110], [112 , [111] directions, respectively, with the crystal 
on the +z side 

Unreconstructed surface Reconstructed surface 
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Ga 2 
3 
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First bilayer 
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Fig.19.ll. Comparison between calcu­
lated I-V curves and experiment, for 
integral-order beams, for GaP(111) 



electrons transferred from the planar Ga atoms. This would result in a much 
less complete rehybridization and the structure would have less coplanarity 
than the one that was determined. 

19.4 General Trend on Reconstructed {llO} and {Ill} 
Faces of III-V Compounds 

From the discussions presented in Sects.I9.I-3, we have shown that orbital 
rehybridizations, of the sp3 ... sp2 type for group III atoms, and sp3 ... s,PX,y,Z 
type for group V atoms, are responsible for the reconstructed structures 
found on the {IIO} and {Ill} surfaces of GaAs, and the {Ill} faces of GaP and 
InSb. On each reconstructed surface, an equal number of dangling hybrids of 
each type exist, with the group V-derived hybrids filled and the group 111-
derived hybrids empty. To achieve this, the {Ill} surface must have one va­
cancy per (2 x2) unit cell. It is reasonable to expect that similar process 
could occur on the {IIO} and {Ill} faces of other III-V compound semiconduc­
tors. 

19.5 Forward-Focusing Effects in X-Ray Photoemission 
Spectroscopy 

We now turn our discussion to another surface analytical tool for structure 
determination. This technique is a specific use of angular-dependent photo­
electron diffraction and is called forward-focusing X-ray photoelectron 
spectroscopy (XPS). For a general discussion of angular- and energy-depen­
den photoelectron diffraction for structural analysis, the reader is refer­
red to the review article "Diffraction Effects in Angle-Resolved Photoemis­
sion Spectroscopy [19.33]~ 

In forward-focusing XPS, photoelectrons at fixed photon energies are 
measured as a function of polar exit angles for particular azimuthal direc­
tions. Particular attention is paid to photoelectrons that are scattered 
in the forward direction. In recent measurements by EgeZhoff [19.34], large 
variations in the intensities of angle-resolved XPS and Auger electron spec­
troscopy (AES) were found as a function of the emission angle. Some peaks 
coincide with the directions of internuclear axes of the emission site and 
its neighbors (Fig.19.12). Other peaks, however, are not related to such 
directions. As the energy is varied, the internuclear peaks stay at almost 
the same angles, while other peaks undergo changes in their angular positions. 
We shall discuss the physical origins of these peaks as well as their energy 
and temperature dependence. We shall also show that multiple scattering ef­
fects play an important role in determining the intensity of the internuclear 
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63.t 

Fig.19.12. Internuclear di­
rections for 3 layers of 
atoms for Cu{lOO}; the x­
axis is along <100>. 

peaks when there are more than two atoms lying on the same axis. The small­
atom approximation, also known as the plane-wave approximation, which is com­
monly used in back-scattering electron spectroscopies such as extended x-ray 
absorption fine structure (EXAFS) or angle-resolved ultraviolet photoelectron 
spectroscopy (ARUPS), is found to be inadequate in the case of forward scat­
teri ng. 

19.5.1 Physical Origin of Peaks in Egelhoff's Experiment 

Let us consider a classical model with electrons emitted isotropically from 

a source atom. These electrons are scattered by a neighboring atom which has 

an attractive cut-off Coulomb potential (Fig.19.l3). For scattering angles 
close to zero (8 ~Oo), the electrons diverging from the source are "focused" 
into a much smaller area, causing an intensity enhancement ~n the forward 
direction. 

An exact quantum mechanical treatment also gives rise to such a focusing 
effect. The focusing peak in the forward direction is due to constructive 
interference of scattered waves from different parts of the atom. For direc­
tions away from the internuclear axis, the scattered wave and the primary 
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FOCUSING 
EFFECT 

DIFFRACTION 
EFFECT 

Fig.19.14. Above a threshold energy, 
constructive interference produces 
the focusing peak. Positions of dif­
fraction peaks depend on electron 
energy 

wave interfere with each other, glvlng rise to interference peaks which de­

pend on both the electron energy and internuclear distance [19.35] (Fig.19.14). 
As will be discussed in the next section, the small-atom approximation 

overestimates the height of the forward peak, but the qualitative features 
of its prediction remain the same as those of the exact curved wave expres­
sion. In Fig.19.15, we show the enhancement in the small-atom approximation 

for an emitting Cu atom and a neighboring atom of Cu placed 2.56 A from it. 
We note that the enhancement along the forward direction increases as Ek 

increases from 20 eV to 800 eV, while its half-width decreases. 

x 

G 
6 Cu 2p 

5 
- 0 A along 0 =0 
R=2.S6A 

2 

00 10 20 30 40 50 60 70 80 

Angle 8 [degrees] 

Fig.19.15. The enhancement K as 
a function of electron exit an­
gle for electron energies 50, 
200, and 800 eV 
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From Fig.19.15, we see that the secondary peak moves closer to zero as Ek 
increases. To understand this effect, we have plotted the real and imaginary 
parts of the scattering factor f(8), and the real and imaginary parts of the 
structure factor exp[ikR(l -COS8)] for energies of 800 and 1600 eV in Figs. 
19.16 and 17, respectively. We note that the secondary peaks are mainly 
caused by the structure factor which is an oscillating function of 8. The 

first minimum of the structure factor moves closer to the zero angle as Ek 
is increased. High-order peaks at large angles are extremely small since 

f(8) approaches zero as 8 increases. 

4.------------------------. 
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Fig.19.16. Real and imaginary parts 
of scattering factor of Cu, real 
and imaginary parts of exp[ikR(l­
case)], and do/dn (system) as a 
function of electron exit angle 
at Ek = 800 eV 
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Fig.19.17. Real and imaginary parts 
of scattering factor of Cu, real 
and imaginary parts of exp[ikR(l­
cose)], and do/dn (system) as a 
function of electron exit angle 
at Ek = 1600 eV 

19.0.2 The Small-Atom (Plane-wave) Approximation 

In the usual theoretical analysis of extended X-ray absorption fine structure 

(EXAFS) [19.36-38] and angle-resolved photoemission extended fine structure 

(ARPEFS) [19.39], the "small-atom approximation" is used to treat the single 
back-scattering process of the photoelectron from neighboring atoms. The 
simple expression thus obtained can be Fourier-transformed to give the bond­
ing distances of neighboring atoms directly. Recently, MUller and Schaich 
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[19.40] have shown that this is equivalent to expanding the spherical hankel 
function 

i~+1hi1)(p) = e;P [1 + i ~(~2~ 1) + ... J 

and retaining the first term by assuming P >~2. 
The same approximation has also been applied to forward-scattering cases 

like C(1s) photoemission of CO on Ni{001} [19.41] and Cu(2p) photoemission 
of Cu on Ni{001} [19.35,42,43]. Though the small atom approximation gives 
the same peak positions in the polar plot as the exact single scattering 
spherical wave calculation, the small-atom approximation tends to overesti­
mate the peak heights. 

The propagation of an electronic wave from a source atom to a neighboring 
atom is described by a Green's function, G~ L (R), which contains a sum over 
L, each of which has a factor hi1)(koR). Th~ ~mall-atom approximation is 
equivalent to taking the asymptotic form of hi1)(kOR). Therefore the small 
atom approximation corresponds to neglecting a term ~(~ +1)/kOR compared 
to 1 in a sum over angular momenta involved in scattering. Since one might 
expect all ~'s up to kOa to be involved in the sum, it is by no means obvious 
that the small-atom approximation is valid where "a", the radius of the 
potential, is ~R/2. 

We can divide the discussion into low- and high- (kO>Z in atomic units) 
energy regimes. In the low-energy regime, the quasi-classical approximation 
is valid [19.44]. It can be shown [19.45] that those with ~ approximately 
equal to the classical angular momentum contribute most significantly to 
the above sum, for fixed energy and scattering angle. Therefore, the con­
dition for the small-atom approximation can be written as koR>~~lassical' 
Large-angle scattering requires a trajectory of low angular momentum, so 
this conctjtion is always satisfied in these large-angle scattering directions. 
Conversely, we expect the small-atom approximation to be bad for the forward 
direction scattering. 

If we define a XPS enhancement factor as [19.46-48] 

we show in Figs.19.18a-j the enhancement factor x as a function of energy for 
different scattering angles, using quantum mechanical calculations with and 
without the small-atom approximation. The system is the case of two nearest­
neighbor copper atoms, using the scattering potential of Burdick [19.49]. 

From Figs.19.18a-j, it is clear that the small-atom approximation is not 
valid for scattering angles e ~20o (E <1600 eV). As e increases, it becomes 
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valid over a larger energy range. At e =180°, i.e., direct back-scattering, 
the small-atom approximation becomes valid at all energies. This explains 
why the small-atom approximation can be used in EXAFS. 

For higher electron energy (kO >Z), the Born approximation can be used. 
Due to interference, the main contribution to the Born integral is from a 
region near the atomic center. Therefore, it is generally possible to regard 
the atom as small. However, because of the curved wave front, a correction 
factor has to be included which becomes important in the forward direction. 
We show in Fig.19.19 the enhancement factor x as a function of polar angle 
for energies of 1000 and 5000 eV with and without the small-atom approxi­
mation. A cut-off Coulomb potential with Z =1 is used. We note that x(e) cal­
culated using the small-atom approximation becomes worse near the forward 
direction, as the energy is increased. However, the angular range near 0° 
within which this happens gets smaller. 

plane 
1000eV 

plane 
5000eV 

2 

curve 
1000eV 

X 

curve 
5000eV 

o 

. '. , . 
, \ , \ , , , , , , 

I , 
I I 
, I 

i \ 
I , , 
\ , 

10 20 30 

e [degrees] 

19.5.3 Temperature Effect 

40 

Fig.19.19. Enhancement factor in the Born 
approximation for a cut-off Coulomb po­
tential (Z = 1) at high energy 

In the case of Cu on Ni{100}, an experiment by Armstrong and Egelhoff [19.43] 

shows strong temperature dependence of the internuclear focusing peak at 45°, 
contrary to what is expected according to the small-atom approximation. We 
show the results of a full calculation (using the curved wave front) of the 
temperature dependence of the 2p emission of Cu on Ni{100} at 317 eV in Fig. 
19.20. The curved wave calculation shows the temperature dependence observed 
in the experiments. 
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Fig.19.20. Plot of XPS cross section 
as a function of polar angle G for 1 
and 2 monolayers of Cu on Ni{100} at 
317 eV for T = 100, 1000 K 
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19.5.4 Effect of Multiple Scattering 

In Fig.19.21, we show the XPS cross section for Cu{100} at 317 eV, for emis­
sion from the 2p state, for 1,2, and 3 monolayers (ML). The multiple-scatter­
ing formulas [19.46] are used. From Fig.19.21, we see that the internuclear 
peak around 45° is enhanced by a factor of 2.4 going from 1 ML to 2 ML. The 
heights of the internuclear peak for 2 and 3 ML, normalized by that of 1 ML, 
are tabulated in Table 19.6, for results using multiple-scattering theory, 
single-scattering theory (with spherical-wave and plane-wave formulas, i.e., 

C 
=> 10 

Cu(100) 2p 

~ 317 eV 

~ Aile 
:e 
~ 

%Iii 
c 
.2 
U .. 
(/) 

" " 5 e 
(J 

(/) ... 
)( 

Pola, Angle Be [degrees) 

Fig.19.21. Angle-resolved XPS cross section, calculated by multiple-scat­
tering theory, for 2p Cu{OOl} at 317 eV as a function of emission polar an­
gle. The photon A vector is along the emission direction and G= 00 is the 
direction of the surface normal. The emission plane is {100} 
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Table 19.6. Values of XPS cross sections (normalized to unity for the 1 
monolayer case) at e =450 for combined emissions from 1,2, and 3 monolayers 
of Cu{OOl} at 317 eV, from the 2p core level 

No. of layers Experiment Multiple Single scattering Single scattering 
[ML] scattering (spherical wave) (plane wave) 

(a) (b) (c) (d) ( e) 

1 1 1 1 1 1 
2 2.3 2.35 2.46 2.50 3.40 
3 2.7 2.97 4.0 4.15 6.16 

No. of partial 8 8 8 20 20 
waves 

the small-atom approximation), and the data of EgeZhoff [19.34]. Compared 
with the experimental data, spherical-wave single-scattering theory works 
for 2 ML, plane-wave single-scattering theory fails even there, and only 
the multiple-scattering result adequately reproduces the emission intensity 
for the 3 ML case. The single-scattering spherical-wave result overestimates 
the 3 ML cases by 48%, while the plane-wave result overestimates it by 128%. 
In Table 19.6, we also compare results of spherical-wave single-scattering 
theory usirrg 20 partial waves (column d) with those of·8 partial waves (co­
lumn c). The comparison shows that at 317 eV, results of 8 partial waves 
have converged to an accuracy of 4%. The multiple-scattering calculations 
(column b) were done with 8 partial waves. 

Relative contributions to the internuclear peak from individual layers, 
at a range of energies between 250 and 400 eV, are tabulated in Table 19.7. 
The tabulated numbers are ratios of second and third monolayer emission con­
tributions to that of the first monolayer, using multiple-scattering and 
single-scattering theories. The numbers show that with multiple scattering, 
the third-layer contribution is rather small, being about 30% to 50% of that 
of the second layer. Single-scattering theory, on the other hand, overesti­
mates the third-layer contribution, with values of third-layer contribution 
ranging from about equal to bigger than that of the second layer. These 
numbers illustrate an important physical effect which is correctly described 
by multiple-scattering theory, but not by single-scattering theory: An elec­
tron emitted from a third-layer atom, after being focused into the forward 
direction by a second-layer atom, is further deflected to directions other 
than forward by an atom in the first layer. In multiple-scattering theory, 
such electrons are discarded from the forward-direction peak. In single­
scattering theory, however, the defocusing effect is neglected because it is 
a second-order scattering event. As a consequence, single-scattering theory 
overestimates the forward-direction peak in cases of 3 or more monolayers. 
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Table 19.7. Normalized XPS cross sections for emission from an atom located 
in the (a) surface layer, (b) second layer, and (c) third layer, respec­
tively. The intensity of emission from an atom in the surface layer is nor­
malized to unity 

Energy Multiple scattering Spherical-wave 
leV] single scattering 

(8 partial waves) (8 partial waves) 

(a) 1.00 1.00 
250 (b) 1.6 1. 37 

(c) 0.66 1. 21 

(a) 1.00 1.00 
300 (b) 1.52 1.42 

(c) 0.66 1.43 

(a) 1.00 1.00 
317 (b) 1. 35 1.46 

(c) 0.62 1. 54 

(a) 1.00 1.00 
350 (b) 1. 91 1.50 

(c) 1.01 1. 59 

(a) 1.00 1.00 
400 (b) 1.22 1.30 

(c) 0.60 1.44 

Because of the strong focusing peak in the forward direction, any attempt 
to treat the forward scattering as a weak perturbation (as in a kinematical 
theory) is bound to fail. Even in EXAFS, if a third atom lies in the shadow 
of a scatterer (i.e.,source, scatterer, and a third atom lying almost in a 
straight line), multiple scattering effects have to be included [19.36]. 

The focusing technique can be used in the determination of surface struc­
ture. For Cu, the forward enhancement may reach 300% while the back-scatter­
ing modulation is only about 30% of the unscattered emission at high enough 
energies (e.g., Ek ~1000 eV). This indicates that forward focusing peaks are 
the dominant features in polar plots of photoemission intensity. As a conse­
quence, the focusing effect provides direct information about the orientation 
of surface bonds [19.35]. 

19.6 Structure Analysis by High-Resolution Electron 
Energy -Loss Spectroscopy 

Finally, we present results of another surface analytical tool: high-resolu­
tion electron energy-loss spectroscopy (HREELS). In this technique, electrons 

at incident energy and angles (Ei' 6 i , ¢i) are reflected by a sample and 
measured at final energy and angles (Ef , 6f , ¢f). The relation Ef =Ei -hwph 
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holds, where hWph is the energy of a surface phonon. Since hWph is usually 
~10-100 meV, and the incident electron energy is ~10-400 eV, a machine of 
high energy resolution is needed. By varying 8i , 8f . Ei' and Ef , dispersion 
curves of surface phonons and adsorbate-induced phonons can be measured. 

If the measurement is made near the specular angle, the inelastic cross 
section is dominated by electrons scattering off an induced dipole moment 
normal to the surface. Electrons scattering off the short-range part of the 
atomic potential form an inelastic cross-section which is spread over both 
specular and off-specular directions. It is this short-range scattering at 
different off-specular directions that is used to map out the phonon W versus 
q dispersion curves. 

Because of its high surface sensitivity and wide spectral range, HREELS 
has rapidly emerged as a major tool for studying vibrational properties of 
clean and adsorbate-covered surfaces. An experimental innovation was intro­
duced recently by Lehwald et al. [19.50] who collected off-specular HREELS 
data at high incident energies, Ei =180 eV and 322 eV. The combination of a 
short electron mean free path and large surface-localized displacements 
make HREELS cross sections of surface phonons and resonances much larger 
than that of bulk modes. For a fcc{OOl} surface, lattice dynamics yielded 

three surface modes: Sl' S4' and S6' The Sl mode is a shear horizontal wave 
with odd polarization with respect to the {lID} plane. If the scattering plane 
is also along the <110> direction, then a selection rule requires that this 
mode has a zero cross section [19.51]. The other two surface modes, S4 and 
S6' however, should have nonzero cross sections. Near a zone boundary, e.g., 
X, the frequencies of the S4 and S6 modes occur in gaps of bulk modes. As 
we shall show below, measurement of the S6 frequency provides an important 
check of the lattice dynamical model [19.52], while measurement of the S6 
phonon cross section provides a very sensitive structural indicator. 

A theory of phonon intensities has been developed [19.51,52] which in­
corporates the muffin-tin approximation for the scattering potential and 

the additional assumption that the ions move rigidly when the nuclei are 
displaced through the excitation of a phonon [19.53]. At energies of the 
order of 100 eV, electrons scatter mainly from the near-core region of the 
atoms. Hence, we expect cross sections calculated from this rigid-ion mul­
tiple-scattering (RIMS) slab method to be rather accurate. 

In Fig.19.22, we show the displacement directions of the S4 and S6 sur­
face phonons at X. Also shown is the scattering geometry. Note that the 
surface unit cell convention is used and qx is along the <110> direction. 
The phonon eigenvectors of the first five atomic layers of the two surface 
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modes at X are listed in Table 19.8. These eigenvectors are based on the 
nearest-neighbor central-force model [19.54], with the force constant in 
the bulk adjusted to fit the maximum bulk Ni phonon frequency, and the sur­
face force constant which couples atoms in the first layer to those in the 
second increased by 20% [19.50,54]. This lattice dynamical model was found 

to provide the best agreement with the measured phonon dispersion curves 
[19.50,55]. 

With the eigenvectors of the S4 and S6 modes, the inelastic cross sections 
were evaluated in the 40-250 eV energy range using the RIMS method. The me­
thod allows the electron to scatter elastically or inelastically at each 
atomic layer, and is exact in terms of the number of multiple-scattering 
events or atomic layers included [19.51,52]. In Fig.19.23, we show the ener­
gy dependence of the calculated phonon-loss differential probability (i.e., 

number of phonon-loss electrons per solid angle and per incident electron) 

for S4 and S6' evaluated at X and 6f =65°. We see substantial modulations 
in the differential probability, and at three energy intervals, Ei from 110 
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to 115 eV, from 155 to 180 eV, and from 210 to 230 eV, the two modes have 
comparable probabilities. Also shown (dashed lines) are estimates of the 
probability based on the Born approximation (BA) arbitrarily normalized to 
1.0 x 10-4 at Ei =200 eV for the S4 mode. In the BA model, the probabilities 
are smooth fUllctions of energy and the probability of S6 is too small to be 
detected by experiment. From Fig.19.23, we see that the S6 probability is 
very much enhanced by multiple scattering to such a magnitude that it can 
easily be measured under current experimental conditions. In the multiple­
scattering picture, an electron is scattered into ·a direction essentially 
parallel to the surface. Through subsequent umklapp scattering, it can couple 
strongly to parallel displacements of the S6 mode. The experimental detection 
of the S6 mode confirms the correctness of thts picture. 
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Fig.19.24. Comparison between experimental and theoretical phonon-loss I-V 
profiles of S4 and S6 surface modes, at X and 8f = 650 

The measured phonon-loss I-V profiles are shown in Fig.19.24 for the S4 
mode (circles) and, when measurable, the S6 mode (triangles), together with 
the calculated results (solid and dot-dashed lines, respectively), at X and 
Sf =65°. The reproducibility of the data can be seen from the relatively small 
scatter of the data points. There is close tracking between theory and experi­
ment in the energy dependence of the intensities. The remaining differences 
may be at least partly due to the experimental difficulties mentioned above. 
In order to extract structural information from the data, one should there­
fore focus on the ratio of intensities of the S4 and S6 modes in the spectra 
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Table 19.9. Phonon-loss intensity ratio 54/56 versus surface interlayer 
spacing at 155 eV and 8f = 65° 

Contraction [Xl Interlayer spacing 54/56 
d12 [Al 

Experiment 1.15 
0 1.765 0.57 
1 1.747 0.70 
2 1.730 0.87 
3 1.712 1.16 
4 1.694 1.65 
5 1.677 2.60 

where both appear, since this ratio is independent of the particular focusing 
conditions of the lens elements. At energies and angles where the ratio is 
sensitive to structural parameters, it is possible to use it to discriminate 
between different surface models. For example, the measured intensity ratio 
of 54/56 at 155 eV is 1.15. This ratio has been determined by subtraction 
of a multiphonon background as indicated in Fig.19.25. In Table 19.9, we show 
the calculated 54/56 intensity ratio for different percentage contractions 
of the interlayer spacing between the surface and the layer immediately be­
low it (i.e., d12 ). This ratio is very sensitive to d12 and varies, on the 
average, by 40% for every 1% change in d12 . For example, if we eliminate the 
20% increase in the first-to-second layer force constant in the lattice dy­
namics calculation, the eigenamplitudes vary by approximately 22%. The cal-

200 

54 
Ni (001); at X 

0 130 Eo =155 eV I I Sf = 65 0 

Vl Fig.19.25. E~perimental lOIs 4-
c: spectrum at X (q = 1.26 A- ) 
::J and Ei = 155 eV, &f = 65°, show-0 
u ing both 54 and 56 modes. The 

100 multiphonon background is 
>. calculated in the minima bet-+- ween the peaks by fitting 
Vl 
c: Gaussian functions to the 
(lJ peaks with a half-width tak-

4-
c: en from the resolution. The ...... full curve is generated by 

Background the assumption that the mul-
tiphonon background is a 

-200 0 200 400 
smooth functi~n of energy. 
Above 295 cm- , the entire 

Loss (cm-1j 
intensity is due to multi-

Energy processes 
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Table 19.10. Experimental phonon-loss intensity ratio, with errors, at 
different energies and scattering angles 

EO Sf S4/Sg Remark 

160 60 o 5+0.5 Contribution of bulk . -0.25 resonance to "S4" peak 
220 65 1.4 ±0 .. 2 
155 65 1.15±0.15 
160 65 1.2 ±0.5 Contribution of bulk 

resonances to both peaks 

culated S4/S6 intensity ratio decreases by over 30%, but this produces only 
a 1% change in the surface spacing contraction. Of course, the elimination 
of the 20% increase in the surface force constant is unreasonable because it 
would bring the S4 frequency from 131 cm-1 (compared to an experimental 

-1 -1 -1 value of 130 cm ) to 125 cm ,and the S6 frequency from 252 cm (experi-
mental value of 250 cm-1) to 247 cm-1. Thus, while the eigenfrequencies are 
sensitive to surface force constants, the S4 and S6 phonon intensities are 
mostly sensitive to surface structure. 

Data which include other energies and Sf' where the S6 mode is observed 
simultaneously with 54' are listed in Table 19.10, together with experimental 
errors. Using these data and errors, we evaluate a reliability factor defined 
as 

~iISi(expt.) - Si(theory) 12 
R = 2 

~. 1 S . (expt. ) 1 
1 1 . 

( 19.1) 

where Si(expt.) or Si(theory) are the ith measured or calculated intensity 
ratios, respectively. A plot of R versus interlayer spacing using the upper 
bounds of the measured data yields a surface spacing contraction of ~3.3%. 
A similar plot using the lower bounds of the measured data yields a surface 
spacing contraction of ~1.7%. Thus, we conclude that the surface interlayer 
spacing determined from this study to be a contraction of 1.7%-3.3%, in ex­
cellent agreement with a recent ion-surface-scattering result [19.56]. 

19.7 Conclusion 

In summary, we have shown how surface analytical techniques using the scat­
tering of elastic and inelastic electrons are used to extract the structure 
of surfaces. A few structural results on metal and semiconductor surfaces 
have been discussed. Under favorable conditions, these methods determine 
surface bond lengths to a precision of better than 0.05 A. Such spectro-
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scopic techniques complemented by surface imaging tools such as the scan­
ning tunneling microscope (STM) and transmission electron microscope (TEM), 
will provide detailed and quantitative information on the arrangements of 
atoms in the surface region of solids. 
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20. Surface Structure Analysis by Low-Energy 
Alkali Ion Scattering 

E. Bauer and T. von dem Hagen 

Physikalisches Institut, Technische Universitiit Clausthal, 
D-3392 Clausthal-Zellerfeld, F. R. G. 

Surface structure analysis is now 25 years old but we still know little 
about the structure of surfaces, at least when we use the first 25 years of 
structure analysis of the bulk for comparison. The reason for the slow pro­
gress is obvious when we compare the techniques with which the two fields 
started; X-ray diffraction and low-energy electron diffraction (LEED). In 
the first case the interaction with the sample is weak which makes a simple 
analysis possible, e.g., in terms of the first Born approximation (kinema­
tic theory, single scattering), in the second case the interaction is strong 
so that the weak interaction appro~imations break down. 

Initially [20.1] it was hoped that the interaction was so strong that 
only the topmost atomic layer had to be taken into account in LEED and that 
the geometry of the pattern could be uniquely analyzed, but these hopes soon 
vanished [20.2-4]. By the mid-sixties it was widely accepted that there was 
no easy way out and that multiple scattering and atoms in deeper layers had 
to be taken into account (dynamical theory). This made LEED more interest­
ing from the theoretical point of view but also drove away those LEED users 
who just wanted to understand the structure of surfaces. 

The consequence was a vigorous search for and development of other sur­
face analysis techniques in the following years (for a brief review see 
[20.5]). Two philosophies emerged in this search: (1) Use "weak" interac­
tions under conditions which suppress the volume contribution or enhance 
the surface contribution. Rutherford backscattering under channeling condi­
tions and total reflection X-ray diffraction are examples of this approach. 
(ii) Use such "strong" interactions that really only the topmost layer in­
teracts with the probe or that multiple scattering is at least reduced to 
the immediate environment of an atom, if possible to double scattering. Ex­
amples are atomic beam diffraction and low-energy ion scattering spectro­
scopy (LEISS). 

In the early seventies we chose LEISS, after a half-hearted attempt at 
atomic beam diffraction in the late sixties had had to be aborted because 
of low signal/background ratio. This technique became a viable surface ana-

547 



lysis technique only after the introduction of intense nozzle-skimmer sources 
and powerful pumping systems. However, LEISS had already been introduced 
successfully into surface science by Smith [20.6], although only for chemi­
cal analysis, and some first indications of its usefulness for structure 
analysis were already available [20.7]. Our initial effort, as far as LEISS 
is concerned, was modest. It was a one-man project [20.8] and aimed at a com­
parison of electron- and ion-beam techniques: LEED and LEISS for structure 
analysis, Auger electron spectroscopy (AES) and secondary-ion mass spectro­
metry (SIMS) for chemical analysis. He+ and Ne+ ion beams with 200-1000 eV 
energy were used and the energy distribution of the scattered ions was 
measured with the cylindrical mirror analyzer used for AES [20.9]. 

Most of this work was of an exploratory nature but even so it produced 
some important information on the structure of chemisorbed layers. An example 
is oxygen at high coverages on W{110}. Previously believed to be a two-di­
mensional oxide, it was shown by LEISS to be a pure oxygen layer [20.10]. 
Attempts to determine atomic positions in chemisorbed layers using shadow­
ing -the shadow cone concept was at that time still foreign to LEISS -did 
not give information beyond that obtainable by LEED [20.11,12]. It was evi­
dent that the LEISS spectrum was dominated by single scattering due to the 
high neutralization rate of the noble gases and that it would be possible to 
see double scattering between neighboring atoms only if the neutralization 
probability could be reduced considerably. 

Thus in 1974 we embarked on a program to set up alkali LEISS. At that 
time Hulpke had already studied the scattering of 2-20 eV Li+ ions from 
W{110} [20.13] with the goal of determining the interaction potential be­
tween particle and surface. The encouragement for structure analysis came 
not from this study but from earlier Russian work with higher-energy Na+, 
K+, and Cs+ ions, which showed clear evidence of double scattering, although 
done under rather poor vacuum conditions [20.14]. A paper by Veksler and 
Evstifeev [20.15] on 500-eV Cs+ ion scattering from W{100} was particularly 
convincing. Our project was delayed by personnel changes [20.16]. In addi­
tion several other groups also started using alkali LEISS for surface struc­
ture analysis. Their work is included in this review but most of this 
chapter is based on [20.16] of which only a small fraction has been pub­
lished [20.17,18]. 
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20.1 Theoretical Background 

In LEED the wavelength A of the probing particle is of the order of the inter­
atomic distances d, e.g., about 1.2 A for 100-eV electrons, so that diffrac­
tion from the periodic structure occurs, which makes LEED a reciprocal-lat­
tice method. In LEISS A <d, e.g., about 0.002 A for 500-eV K+ ions, so that 
diffraction from the periodic structure may be neglected and the particle­
specimen interaction may be described by a sequence of individual scattering 
processes. Thus LEISS is a real-space method and free from the ambiguities 
connected with the transition from reciprocal to real space, which are parti­
cularly serious in the presence of dynamical effects. 

20.1.1 Single Scattering and Differential Scattering Cross Section 

Consider first the individual elastic scattering process. It can be described 
by the energy transfer in the collision, resulting in elastic scattering at 
the angle e, and by the probability that this collision-which is connected 
with a momentum change ~p =2p sine/2 -occurs. The energy of the particle 
after co 11 i si on 
leads to 

is determined by energy and momentum conservation, which 

~ = __ 1--'2 [cose ± (A2-sin2e)~]2 
o (1 + A) 

(20.1) 

with A =M2/M1 (see Fig.20.1a; binary collision model). For A >1, only the 
plus sign is valid, while for 1 <;;;A<;;;sine, both signs are valid. The probabi­
lity of the collision, i.e., the differential scattering cross section 
da/d~ = If(e)1 2 is determined by the scattering amplitude f(e) which can, in 
principle, be obtained by solving the Schrodinger equation for the inter­
action potential V(r) between the projectile and target. In the case of al­
kali-ion scattering, both are many-electr6n systems and the Thomas-Fermi 
model as treated by Firsov appears to be the most reasonable approximation 
to the complicated many-body interaction potential. In this case, 

(20.2) 

where ~(r/aF) is the Thomas-Fermi screening function and 

aF = 0.4685 [A] 

(Zl + Z1)2/3 
(20.3) 

is the Firsov screening length. The function ~(r/aF) cannot be given in ana­
lytic form and decreases too slowly with r due to the neglect of exchange. 
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A better and at the same time analytic expression for the screening function 
is the Mol iere approximation tp(r/aF) =tp(x). with 

tp(x) = 0.35 e-0.3x + 0.55 e-1.2x + 0.10 e-6x (20.4) 

For this potential the SchrHdinger equation can be solved analytically in 
the first Born approximation but this approximation-useful as it may be in 
MeV H+ and He+ scattering-breaks down at the low energies used in LEISS. 
Therefore. the scattering process is usually described in terms of classical 
mechanics. The differential scattering cross section da/d~ = if(e)i 2 can then 
be given only numerically and is tabulated in [20.19]. It must be kept in 
mind. however. that this approximation is a very crude one and that. for 
example. it can not describe diffraction effects in ion-atom scattering 
such as observed in Li+-noble gas atom collisions [20.20]. Their explanation 
requires a quantum mechanical treatment with the partial wave expansion me­
thod. Comparison with experimental results shows that restriction to the 
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first term in (20.4) -which makes a Yukawa potential out of (20.2) -gives 
already good agreement [20.20]. 

At present, it is difficult to assess the quality of the Thomas-Fermi­
Firsov-Moliere (TFFM) potential by absolute scattering cross-section measure­
ments because of the numerous instrumental parameters which have to be taken 
into account. It can be tested, however, by comparing experimental single 
and double scattering (Sect.20.1.2) intensities (S, D) with computer simu­
lations. Such comparisons have been made by Algra [20.21] for 1-10-keV K+ 
scattering from Cu{410} ("stepped {l00}") with the result that the TFFM 
potential gives good agreement with experiment, even with the simple two­
atom model, provided that zigzag collisions (Sect.20.1.2) are included in 
the calculations. Because of the importance of zigzag scatterinq, even the 
best two-dimensional computer simulations of the DIS ratio disagree with 
experiment by a factor of two or more in, e.g., 600-eV K+ scattering from 
Ag and Au{111} [20.22]. A full three-dimensional simulation eliminates this 
discrepancy [20.22]. Thus, it appears that even at low energies, classical 
scattering in the TFFM potential describes experiments well and that for the 
calculation of relative intensities the simple double scattering model is 
already a good approximation. 

The situation in LEISS is, therefore, quite different from that in LEED. 
There, a full dynamical intensity calculation is necessary to extract atomic 
positions from the experimental intensity versus voltage curves, here, 
simple calculations promise to give the same information. As will be seen 
in Sect.20.3, even just the positions of the intensity maxima in the E 
spectra allow the determination of the short-range order, while the k posi­
tions of the intensity maxima (diffraction spots) in LEED give only the size 
and shape of the unit mesh, i.e., the long-range order. 

20.1.2 Double Scattering 

The simplest process of this type is that illustrated in Fig.20.1b [planar 
double scattering (PDS)]. For the special case of the symmetric PDS the 
energy E~ of the doubly scattered ion can be calculated easily using (20.1) 
twice. Figure 20.1d shows E~ as a function of e and various A =M2/M1 ratios 
for comparison with the energy EI of the single scattering process (Fig. 
20.1c). It is evident that the energies differ significantly and that lighter 

atoms M2 become accessible by double scattering. 
In addition to the two-dimensional PDS, there are also three-dimensional 

double scattering processes which lead to scattering in the plane of in­
cidence [zigzag scattering (ZZS), shown in a projection on the surface in 
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Fig.20.2a (trajectory P1P2P3P4)]. Von dem Hagen [20.16] has calculated the 
ion energies after various ZZS processes for the symmetric case (6 1 =6 2 =6/2), 
representing the interaction potential by a hard sphere potential. Figure 
20.2c shows some of these ZZS processes on a bcc{110} surface in the <110> 
and the <001> azimuth and Fig.20.2b shows the corresponding Ei(6) for the 
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mass ratio K+/W and the simplest case, a hard sphere radius R =0. The radius 
R is, of course, strictly speaking 8 dependent because different 8s corres­
pond to different penetration depths. The R dependence is, however, not 
strong as seen in Fi g. 20. 2d for the two ZZS processes Zl (<POll <111» and 
Z2(<P01l<113» as a function of azimuthal angle ~. The R values needed to 
fit the K+/W scattering data are between 0.6 A and 0.8 A. The E/EO values 
obtained with these fixed ~-independent R values differ little from those 
obtained with the ~-dependent R from Robinson's tables [20.19]. The maxima 
in Fig.20.2d correspond to the planar double scattering (~=<PO' D in Fig. 
20.2b), the minima to the backward PDS (~=<P0+180o, 5 in Fig.20.2b). 

These examples show that double scattering between neighboring atoms 
produces scattered ions with several energies characteristic of the atomic 
structure of the surface. Thus, short-range order determination should be 
possible via energy analysis just by comparison with double scattering mo­
del calculations. These calculations still have to be extended to asymmetric 
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Fig.20.3a,b. Chain model. (a) Re­
lative energy E/Eo as a function 
of scattering angle 8 for various 
glancing angles of incidence ~. 
Also shown are E;lEo for singJe (S) 
and symmetric planar double scat­
tering D(~ = 8/2. (b) Limiting an­
gle 8 - ~ as a function of ~ for 
600-eV Na+ scattered from W{110} 
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scattering (e 1 *e 2) and unequal masses. It should be noted, however, that the 
strong decrease of dcr/dQ favors nearly symmetric collisions, as confirmed by 
the data in Sect.20.3. 

Neither single scattering nor double scattering appear usually in pure 
form. The atoms are surrounded by other atoms which also contribute to the 
scattering. In general, each large-angle scattering process is accompanied 
by a series of small-angle scattering events (chain model) which causes a 
deviation from the E value calculated for the pure double scattering process. 
This is illustrated in Fig.20.3a for Ar+/Cu{100} [20.23]. The continuous 
curves from e =0° to e =180° are for the pure single (S) and symmetric double 
(D) scattering processes. The loops for the various * are obtained from the 
chain model. The lower half of the loop with E ~Ei is the quasi-single col­
lision (QS), the upper half, which deviates in general (**e/2) from E~, the 
quasi-double collision (QD). Another consequence of the multiple collisions 
in the chain model is the limitation of the scattering to a *-dependent e 
region (left and right loop ends in Fig.20.3a) and to a e-dependent * region 
as illustrated in Fig.20.3b by experimental results for 600-eV Na+ ions inci­
dent in the <001> azimuth on W{110} [20.16]. Thus, the chain model indicates 
a considerable limitation of the energy analysis in terms of pure single 
and double scattering, which will be examined in Sect.20.3. 

20.1.3 Shadowing, Blocking, and Focusing; Thermal Vibrations; 
Inelastic Scattering 

Even if the scattered intensity I(E) is not evaluated in detail by comparison 
with simulations, it has to be understood at least qualitatively in order 
to allow identification of the peaks (E i ) in the spectrum with the proper 
double scattering process. Three processes are of importance in this con­
nection: shadowing, blocking, and focusing. The scattering process produces 
a shadow cone behind the atom and an angular region with high intensity 
(Fig.20.4a). This has several consequences. Atoms within the shadow cone 
do not contribute to the overall scattering and atoms in the intensity-en­
hanced region make a disproportionately large contribution, an effect which 
allows the measurement of the shadow cone and which can also be used very 
effectively for structure analysis. If an atom is at small * in the shadow 
cone, then the backscattering into large angles will suddenly increase with 

increasing * when the atom moves into the high-intensity region at a criti­
cal angle *c [impact-collision ion-scattering spectroscopy" (IC1SS)] [20.24]. 
Den [20.25] has proposed an empirical expression for the radius s of the sha­
dow cone at a distance 1 behind the target atom which agrees well with ex­
periment [20.24]. 
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When the shadow cones of two atoms overlap, strong focusing can occur 
(Fig.20.4c). This is particularly important when neutralization is weak, as 
in K+/I-J scattering, see Sect.20.3). Finally, blocking of scattered ions by 
other atoms, as indicated in Fig.20.4d, also has to be taken into account. 
While the processes just discussed complicate the spectra, they are at the 

same time very useful for structure analysiS, such as in 1C1SS. 
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Thermal vibrations reduce the sharpness of the shadow cone due to the 
continuously changing position of the atom producing it. As a consequence, 
strong intensity changes occur in the spectrum, which in the case of the 
single scattering peak can be described by the simple two-atom model [20.26]. 
Double scattering peaks are more sensitive to thermal vibrations because of 
the correlation of the atomic positions necessary for their appearance. De­
pending upon these correlations -about which little is known -the intensity 

decrease with temperature may be more or less severe. 
Also very little is known as yet about inelastic scattering (electronic 

excitations) in alkali LEISS. For structure analysis the only important as­
pect of it is some peak broadening. 

20.1.4 Neutralization 

The main motivation for alkali LEISS is the low neutralization probability 
of alkali ions and the (expected) trajectory independence of the ionization 
probability. Of the various charge exchange processes discussed in the li­

terature, resonance neutralization is probably the most important if not the 
only one for alkali ions. In these ions, the ionization levels are near the 
Fermi level of the metal so that neutralization occurs via tunneling from 
the conduction band. Independently of the specific model used to describe 
this process [20.27-32], the fate of the ion is decided in a narrow zone 
several ~ngstroms above the surface. The neutralization is determined to a 
large extent by the normal component of the velocity, v1 ' with which the 
particle passes this zone, and not by the details of its trajectory. A ty­
pical expression for the ionization probability [20.28] is 

+ 2 ( I - cp + c2\ 
a (E) = ; exp - ITC1 hyv

1 
/ (20.S) 

where I =£a(oo) is the alkali ionization energy, cp the metal work function, 

y the decay constant of the level width 6(Z) =60exp(-yz), and c1' c2 are 

constants describing the variation of the level position £a(z) with distance. 

The essential dependences are those on I -cp and on v1 ' c1' and c2. In gen­
eral, they are not known so that the theory has little predictive power. 

With simplifying assumptions it is, nevertheless, possible to describe, for 
+ example, the temperature dependence of a (E) for 30 to 400-eV Na atoms 

(I =S.14 eV) on W{l10} (cp =S.3 eV) [20.29,33]. Both theory and experiment 
show that for 100- to SOO-eV Na+ ions, a+(E) =0.94-0.96, and for K+ with 
its lower ionization energy (I =4.34 eV), (:/(E) ",1. On other high work func­

tion surfaces such as Au (cp =S.4 eV) and Pt (cp =5.6 eV) there is also no 
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significant neutralization. Algra et al. [20.34] have made a detailed study 
+ .+ + + of a (E) for 2- to 10-keV Ll (I =5.39 eV). Na • and K scattered from 

Cu{100} (¢ =4.6 eV) and found that a+ is almost independent of the type of 
trajectory about 60%. 75%. and 99%. respectively. confirming the expectations 
mentioned initially. 

However, when ¢ is reduced by adsorption, a+(E) decreases Significantly. 
Thus, a ¢ reduction of W{110} by 1.5 eV due to Na adsorption causes an a+ 

decrease from 0.94 to 0.1 for 100-eV Na atoms [20.35], a reduction by 
0.75 eV due to Cu adsorption causes an a+ decrease from 1.0 to 0.6 for 
600-eV Na+ ions [20.16] (Sect.20.2). In the case of strongly electroposi­

tive adsorbates, such as Ce, strong local neutralization and/or strong fo­

cusing onto the substrate atom occurs [20.36]. A comparison of the still 
sparse a+(E) data shows that though I -¢ is the quantity dominating a+(E), 

the other parameters in (20.5) have also significant influence. 

20.2 Experimental Techniques 

Surface structure analysis by alkali LEISS needs, in principle, only an 
ultra-high-vacuum (UHV) system with an alkali ion gun, an angle-resolving 

10 cm 

Azimuth­
variation 

Mass Sp.ctrometer leMA) 

Vi .... port 

Fig.20.5. Schematic drawing of LEISS sys­
tem with auxiliary techniques [20.16] 
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energy analyzer with an appropriate data acquisition system, and a specimen 
manipulator with sufficient precision and several degrees of freedom. In 
practice, auxiliary techniques are necessary for surface characterization: 
LEED for the determination of the long-range order and AES for the deter­
mination of the surface composition. Figure 20.5 shows a typical system 
[20.16] which, in addition,is equipped with a mass spectrometer for residual 
gas analysis and thermal desorption spectroscopy, a noble gas ion gun for 

comparative studies, a fixed-energy integrating detector for calibration 

purposes, and several evaporators for adsorbate and thin film studies. The 
coaxial gun of the cylindrical mirror analyzer (CMA) is used not only for 
AES but also for work function change (~~) measurements. The system has a 
base pressure in the low 10-11 Torr range which is necessary for studies of 
surfaces with high sticking coefficients for residual gases. 

The ion gun in this system is not typical. Several other gun designs have 
been used [20.13,37-40], some of which have integrated the alkali ion source 
into the noble gas ion gun by using small commercial alkali-ion emitters 
[20.38-40]. In the ion gun shown in Fig.20.6a [20.16] the emitter is a heated 
porous W plug (T ~1000-1150 K) through which the alkali from a broken glass 
ampule diffuses and is surface-ionized on the W surface. The ion optical sys­
tem produces a monochromatic ion beam of 10-8_10-10A and about 1-mm half-width 

consisting of all alkali ions. These are then mass-separated by a Wien filter 
(Fig.20.6b) which allows rapid switching between different ions. The speci­
men can be rotated about axes in and normal to the surface (accuracy ~1°) 
and in addition translated in the x, y, and z directions and be brought into 

any of the experimental positions indicated in Fig.20.5. Although time-of-
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flight energy analysis has been used too [20.13], most energy analyzers are 
of the el ectrostati c type (ESA), either hemi spheri ca 1 or 127° analyzers, 
with energy resolutions ranging from 0.5% [20.40l to 3.5% [20.39] and angular 
resolutions ranging from ±0.5°[20.16] to ±2.2° [20.39]. The analyzer is ro­
tatable so that the scattering angle e can be changed; it is usually deter­
mined to within ±0.5° [20.16,40] to ±lP [20.39]. Thus the angular accuracy 
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is much less severe than in a LEED diffractometer. Important factors are the 
geometric adjustments and corrections which are necessary for correct angle 
and intensity measurements. Figure 20.7a,b gives an idea of the magnitude of 
the intensity corrections for the system shown in Fig.20.5, in which the in­
cident beam is assumed to have a Gaussian profile with half-width SH and the 
127° analyzer to have transmission functions of Gaussian shape with half­
width 0.54 mm in the scattering plane and 3.2 mm normal to it. This correc­
tion is necessary because the specimen area accepted by the analyzer is dif­
ferent from the bombarded area. If it is neglected, serious errors arise as 
illustrated in Fig.20.7c, which compares directly measured-with the large 
acceptance area spiraltron in Fig.20.5-intensities with those measured with 
the 127°ESA [20.16]. Agreement between the two measurements is obtained with 

K(SH = 1.2) in Fig.20.5b. 
Another factor which has to be taken into account is the modification of 

the specimen by the probing beam within the measurement time, due to sputter­
ing and implantation. The work function ~ is a sensitive indicator of these 
changes. Figure 20.8 [20.16] shows the change ~~ as a function of ion dose 
for several species and energies, and compares it with the change caused by 
adsorption of an equal amount of Wand Na on the W{110} surface. The doses 
necessary for a complete spectrum are indicated by arrows. The corresponding 
~~ for 600-eV ions is the same for Ne+ and Na+ so that the problem is equal­
ly serious in noble-gas and alkali-ion scattering. 

o 
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<l 
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Fig.20.8. Influence of ion bombardment and adsorption on the work function 
of the W{110} surface [20.16] 
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Some information on the type of surface modification may be deduced from 
measurements of a+(E) as a function of glancing angle of incidence ljI and 
azimuthal angle~. Results of such measurements for Na+ and K+ are shown in 
Fig.20.9 {[20.16], a+(E) =R+}. Below a critical ljI, ljIc' the ions cannot pene-
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trate into the crystal due to the overlap of the shadow cones of the surface 
atoms, see Fig.20.4b, and are totally reflected: R+ =1, provided that ~ >1. 
With increasing ~, R+ decreases, particularly strongly near densely packed 
directions which are at the same time open channels in the crystal, whether 
it is W or Cu [5.5 monolayer (ML) curve; 1 ML Cu is pseudomorphous with W). 
It is apparent that under typical LEISS conditions (~>~c) as much as 80-90% 
of the incident ions are lost even at energies as low as 600 eV. Most of 
these ions will certainly not be implanted but diffuse to the surface and are 
adsorbed there. The difference between Ne+ and Na+ in Fig.20.8 is probably 
mainly due to this adsorption layer which is absent in the case of Ne. It 
should be noted (i) that with increasing n~, unthermalized Na may also be 
reemitted in the form of fast atoms, (ii) that with increasing coverage it 
may be sputtered off, and (iii) that even if all Na or K were to remain at 
the surface, the coverage at the end of one spectrum would be only 0.02 ML. 

20.3 Basic Studies of the Scattering Mechanisms 

Before alkali LEISS can be used with confidence for structure analysis, the 
basic scattering mechanisms must be understood. Studies with this goal have 
been made by several groups [20.14-18,21,40-44). We will illustrate the re­
sults with data from [20.16) which were all obtained from a W{110} surface. 
Figure 20.10 shows typical K+, Na+, and Ne+ spectra from a clean W{110} sur­
face. Due to the absence of neutralization, the K+ and Na+ spectra are much 
more complicated than that of Ne (dotted line) in which only the quasi-single 

scattering (QS) peak is seen. In addition to the QS peak S and the QD peak 
D, several other peaks are seen. The location and intensity of all peaks de­
pend more or less on azimuth, which clearly demonstrates the strong struc­
ture sensitivity. Unfortunately, the structure is strongly temperature de­
pendent as seen in Fig.20.11 for K+ on W{110}. At low energies all peaks, 
including the S peak, decrease strongly with T, at higher energies mainly 
the multiple scattering peaks decrease. As a consequence, a D/S intensity 
analysis has to be done with considerable caution, even for surfaces with 
high Debye temperatures such as W{110}. 

The dependence of the energy positions (E/EO) and intensities (I) of the 
peaks in Fig.20.11 upon the energy EO of the incident ions is shown for K+ 
and Na+ and e =2~ =900 at 300 K in Fig.20.12. It is seen that more peaks 
can be identified for Na+, that some peaks (e.g., F) appear only at very 

low EO' others (I) in the intermediate EO range. The intensities of the 
various peaks differ by orders of magnitude (B for K+, C and K for Na+) 
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but those of the major peaks of Na+ (C, B, A, D) change little above several 
hundred electron volts as their energies do too. This makes Na+ appear more 
suitable for structure analysis than K+. Another comparison between K+ and 
Na+ is provided by Figs.20.13 and 14 in which the 8 dependence of peak ener­
gies (E/EO) and intensities (S) is shown for EO =250 eV and 8 =21jJ. The choice 
of 8 =21jJ allows a comparison between the simple two hard spheres model (Sect. 
20.1.2) and the observed E/EO values and thus an identification of the scat­
tering processes (without computer simulation) of all peaks except E and F. 
The peaks S* and D* will be discussed later in this section. It should be 
noted that double backward scattering, either planar (D) or zigzag (Z4) is 
quite pronounced above 8 ~60o. All peaks except C, D, S, and Zl show typical 
shadow cone features, that is, the sudden onset of the peak at a critical 
angle 1jJc =8/2. The C peak which appears only at 8 ~6(fsplits into the clear­
ly identifiable D and Zl peaks and is without doubt the multiple small angle 
scattering peak of the chain model (Sect.20.1.2). 

How much less structural information is contained in a noble-gas ion spec­
trum can be seen also in Fig.20.14. Only the S peak and an M peak attributed 

1.0,.,.,.--------------, 101..----.,.------------....., 

250 .v K +-W (1101 

1P1I1110J; 't' = 8/2 

0.8 ® 
10' 

-1' 1.=2.2.10 A 

0.6 

10) 

;;; 

0.4 ~ 
!:! 
c: 
:> e 
VI 

102 

0.2 

O~_~ __ L_ _ _L __ ~_~ __ ~ 10 L-_-L __ ~_~~_~ __ ~_~ 

O' 30· 60· 90· 120· 150· 180" O· 30" 60· 90· 120· 150· 180· 
8 9------

Fig.20.13. Scattering angle (8) dependence of (a) energies and (b) inten­
sities of symmetric (8 = 21/J) 250-eV K+ scattering from W{110} in the <110> 
azimuth [20.16] 
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Fig.20.I5. Scattering angle. 
(8) dependence of (a) energies 
and (b) intensities of 250-eV 
K+ scattering from W{110} in 
the <111> azimuth at fixed 
glancing angle of incidence 
1jJ = 350 [20. 16 ] 

0 
I.IJ 
L;j 

1.0 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

30· 

250 eV K~ W (110) 

Y'1I.rt111,'f=35° 

60· 90· 
S 

to multiple scattering because of its large deviation from the D curve are 
observed. In addition, the intensities are two orders of magnitude lower. 

In Figs.20.13 and 14, 1jJ was changed simultaneously with 6 in the interest 
of simple analysis. A clearer picture of the 6 dependence is obtained when 
1jJ is constant as in Fig.20.15. By comparison with 1jJ =6/2 measurements, most 
peaks can be identified easily. The E and F peaks (different from those in 
Figs.20.13 and 14) are obviously due to atoms on top of the flat surface 
because they appear before the onset of the S peak. In Fig.20.16, 6 is held 
constant so that the pure 1jJ dependence can be seen. The peak identification 
is again made by comparison with 1jJ =6/2 data. The cutoff due to shadowing 
and blocking can be seen particularly clearly in this mode of operation and 
the inferiority of Ne+ to Na+ with respect to structural sensitivity and in­
tensity is again obvious. 

The last variable dependence to be discussed is that on azimuth~. In view 
of the marked changes with ~ (Fig.20.10) and the easy identification of most 
peaks in the 8 =21jJ mode, the structure should be particularly accessible via 
~ variation. Figure 20.17 supports this expectation. Here the measured peak 
locations E/EO are plotted for a large number of ~ values and the positions 
calculated with the two hard spheres model (Sect.20.1.2) and a fixed R value 
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Caption see opposite page 
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for the most important zigzag collisions (Fig.20.2) are shown as lines. In 
general, the agreement between model and experiment is good. It appears that 
measurement in several high symmetry directions (~1I<001>, <113>, <Ill>, and 
<110» should suffice to determine the structure. 

The discussion up to now has been concerned with the lateral positions 

of the atoms. What can alkali LEISS tell us about the positions normal to 
the surface? Let us first look at the depth sensitivity by depositing Cu, 
which grows two-dimensionally on W{110} (Fig.20.18). In the case of Na+ and 
K+ scattering, the W signals decrease linearly with coverage up to 0.7-0.9 ML, 
and disappear completely at about 1.2 ML, which indicates sensitivity to 
only the topmost layer, in contrast to Ne+ where a wea~ signal is still seen 
at 2 ML. (A discussion of the other features of Fig.20.18 can be found in 
[ 20.161.) This is true for 250 eV. At 600 eV and 6Cu ~1 the W peaks are 
clearly visible and occur at practically the same energy as in the topmost 
layer (Fig.20.19). Thus, by varying EO' deeper layers can be probed also, 
provided they are visible to beam and detector. The detectability of second­
layer atoms is considerably enhanced by shadow cone focusing (Fig.20.4c) by 
the atoms in the topmost layer [20.17,181. The effectiveness of this process 
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Fig.20.16. Glancing angle of 
incidence ~ dependence of (a) 
energies and (b) intensities 
of 600-e V Na+ (top) and Ne+ 
(bottom) scattering from 
W{110} in the <110> azimuth 
(8 = 70 0 ) [20. 16] 

• 
Fig.20.17. Relative peak ener­
gies E/Eo as a function of 
azimuth ~ for symmetric scat­
teri ng (8 = 2~ = 1200 ) of 
600-eV K+ ions from W{110} . 
( ••• ) measured points; (000) 
points obtained from symmetry 
arguments; (-): calculated 
with hard sphere model and 
~- independent R = 0.6 fl.. The 
zigzag processes connected 
with each line are indicated 
at sides and explained for 
two of them in the inset 
[20.16] 

Fig.20.18a-c. Intensities of 
the major peaks in the LEISS 
spectra from Cu-covered W{110} 
as a function of Cu coverage 
for symmetri c (8 = 2~ = 70 0 ) 

scattering of 250-eV (a) Kt, 
(b) Na+, and (c) Ne+ ions 
«110> azimuth) [20.16] 
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0.4 

600 eV K+- Cu IW 11101 

0.2 'i' II [110J; 't'= 6/2 
1.=2.9 .10·" A 

30· 
6-----

120· 

Fig.2O .19. Re 1 a ti ve peak energi es E/Eo as a functi on of e for symmetri c (e = 21/J) 
scattering of 600-eV K'" ions from W{1lD} covered with 0.9-1.0 ML Cu. Dashed 
lines are calculated with the hard sphere model with R=0.8 A [20.16] 

is illustrated by the high intensity of the D* and 5* peaks at large scat­
tering angles (Figs.20.13,14). This angular region is shown in more detail 
in Fig.20.20 for 600-eV K+ scattering in the <110> azimuth of W{110} in the 
e =2* mode. About 1 ML Cu reduces the D, S, and Zl peaks characteristic of 
top-layer atoms dramatically but leaves the S* and D* peaks nearly unchanged 
and adds another peak, T*. Computer simulations for the clean surface iden­
tify these peaks with the processes shown in the lower half of Fig.20.20, 
in which filled circles are atoms in the plane of incidence, and open circles 

atoms in the adjacent parallel planes. The peak locations are very sensitive 

to atomic positions so that shadow cone focusing appears to be a powerful 

method of probing positions of second-layer and perhaps even third-layer 

atoms. It is unlikely that this can be done with noble gas LEISS because of 
the strong neutralization. 

What do these studies tell us about the best way to do structure analysis? 

Certainly, EO should not be too low because the shadow cone becomes too wide 
and the peaks too broad. Also, if zigzag scattering is undesirable such as 
on surfaces consisting of atoms differing in mass (superposition of spectra!) 
higher energies are preferable. Although an increasing fraction of the ions 
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Fig.20.20. Top: Peak heights as a fUnction of scattering angle 0 for symmetric 
(0 = 2ljJ) large angle scattering of 600-eV K+ ions from W{llO} in <110> azimuth. 
(a, c) Clean surface; (b) with 1 ML of Cu. Bottom: Explanation of the three 
peaks (a) D*, (b) T*, and (c) S* as derived from computer simulations [20.18] 

are lost in the crystal with increasing energy (Fig.20.9) the peak intensities 
still do not indicate any decrease up to 1500 keV. Thus, there is no critical 
criterion for EO and, in fact, energies from 500 eV to 2 keV have been used 
for structure analysis. The e =2w mode is convenient for peak identification 
within the two hard spheres model, but two angles are changed simultaneously. 
After peak identification in the e =2~ mode, structure analysis by w vari­
ation at constant e seems most appropriate. Finally, several ~ values are de­
sirable, in particular if zigzag collisions are used in the structure ana­
lysis, which has not been done systel1atically up to now. 

20.4 Structure Analysis 

Structure analysis with alkali LEISS is still in its infancy. Only a few 
studies have been done so far, most of them in the impact collision mode. 
They may be divided into three groups: (i) qualitative determinations of 
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the relative positions of different surface atoms, (ii) distinctions between 
various surface structure models, and (iii) structure analyses involving 
quantitative determination of atomic positions. Group (i) is illustrated by 
studies on the structure of oxygen [20.45-48], carbon [20.45,47,48], nitro­
gen [20.48] and sulphur [20.49] overlayers on Mo{lOO} with 500- to 1000 eV 
K+ and Li+ scattering, and a cursory study of oxygen adsorption on Ni{llO} 
by 600-eV Li+ scattering [20.50]. The analysis of the oxygen-induced recon­
struction of the Cu{llO} surface [20.51] and of the (1 x2) reconstruction 
of the clean Pt{llO} surface [20.52] by Na+ ICISS belongs to the second 
group of studies. The ICISS method, in which nearly head-on collisions are 
measured (6 >135°), was introduced originally by Aono et al. [20.24] into 
noble gas LEISS and was very successfully applied in alkali LEISS by Niehus 

and Comsa [20.53,54], as will be illustrated below. Only two studies in group 
(iii) have been reported to date: that of the structure of the oxygen-induced 
Ni{llO} (2 xl) phase [20.55] and a detailed computer simulation analysis of 
the LEISS data of Overbury et al. [20.39] on the (1 x2) reconstruction of the 
clean Au{llO} surface [20.56]. Only the last two studies will be discussed 
here briefly as an illustration of the present state of the art. 

There are numerous structure proposals for the Au{ll0}-(1 x2) surface 
which are derived from LEED, X-ray diffraction, high-energy ISS (HEISS) and 
transmission electron microscopy. Most of them attribute the superstructure 
to a missing row and differ only in the atomic relaxations. These and another 
model, the saw tooth model [20.57] are compared in Fig.20.21 with the 600-eV 
K+ LEISS data [20.39]. The simulations for the various models were made with 
a version of the MARLOWE program. The scattering in the plane parallel to the 
densely packed <110> direction, i.e., in the direction of the missing rows, 
is nearly equally well described by all models considered, as illustrated 
for the Robinson model which is based on X-ray diffraction [20.58] (top left 
in Fig.20.2l). Large differences between the various models are seen, how­
ever, when the scattering plane crosses the <110> rows. Then LEISS is very 
sensitive to the displacements of the rows relative to each other. In this 
manner, not only the saw tooth model [20.57] but also various missing-row 
models with different relaxations can be excluded: the Robinson model 
[20.58], the Kuk model derived from HEISS studies [20.59] and the unrelaxed 
missing-row model. Only the Moritz and Wolf model based on LEED [20.60] in 

which the distance ~zl between the top two planes is contracted is compa­
tible with the LEISS data [20.39]. The best agreement is obtained for 
0.21 A<~zl <0.27 A (15-23% contraction). 
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all others rotated by \p=27.5 D • For explanation see text [20.56] 

A similar clear decision in favor of one of several competing models could 
be made by alkali ICISS [20.55] in the case of the oxygen-induced Ni{llO}-
(2 xl) phase. Again, only the most favored models (saw tooth and missing-row 
with oxygen in the <001> bridge position, see Fig.20.22) are considered. 
The single scattering of 2-keV Na+ ions from Ni atoms into e =1450 in the 

<112> azimuth (left side of Fig.20.22) (E/EO =0.216) was measured as a func­
tion of the glancing angle of incidence ¢in for the clean surface (1 xl) 
(top right) and for the 0 - (2 xl) structure (bottom right). The sharp in­

creases of the signal are due to the emergence of atoms (shaded in Fig.20.22) 
from the shadow cone of the neighboring atom. On the clean surface, the sha­
dow cone radius can be determined. This can then be used to distinguish be-
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tween the two structure models for the reconstructed surface whose spectra 
differ in a characteristic manner, as can be seen easily in the inserts. 
The absence of features due to the two deepest atoms in the saw tooth model 
clearly speaks for the missing-row model which is confirmed by measurements 
in other azimuths. The position of the 0 atoms can also be determined be­
cause their height h above the Ni atoms has a strong influence on blocking 
and focusing. A comparison with computer simulations gives the best agree­
ment with experiment for h =0.25 A. 
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20.5 Conclusions and Summary 

Structure analysis with alkali LEISS is still a very young field in which only 
a few researchers are working. Nevertheless, it is already starting to com­
pete with old, established techniques such as LEED and HEISS, as the last 
two examples show. It can be expected that with increasing effort in this 
field, alkali LEISS may become the complementary tool to LEED, which was our 
hope when we started the project: alkali LEISS for the determination of the 
atomic positions within the unit mesh, LEED for the determination of the 
size and shape of the unit mesh. There is still a long way to go and many 
factors still have to be determined, such as the accuracy of the position 
determination, the quality of simple analysis procedures based on shadow 
cone constructions,and the usefulness of double scattering versus impact 
collision scattering experiments. 

Alkali LEISS has a great advantage over conventional noble gas LEISS: the 
low neutralization probability and its trajectory independence. This advan­
tage is large when the work function ~ of the surface is high, but it may 
turn into a disadvantage when ~ decreases below the ionization energy I of 
the ion. Then the neutralization of alkali ions becomes much more sensitive 
to ~ changes than does that of noble gas ions, because of the differences 
in the neutralization mechanism. A second limitation, which is in principle 
inherent to both alkali and noble gas ion scattering, is the sample modifi­
cation by sputtering and implantation. The acquisition of data with suffi­
cient signal/noise ratio usually requires such a large dosage that the 
sample has to be regenerated several times. This is usually easy on clean 
surfaces, more tedious with adsorbates, and very cumbersome with systems 
which can alloy. Although the doses required with alkali ions are smaller 
than with noble gas ions, alkali atoms implanted near the surface will ac­
cumulate at the surface while noble gas atoms desorb. 

To sum up, alkali LEISS has great potential as a simple method for sur­
face structure analysis but it may well be quite limited in its range of 
application. 
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21. Multilayer Adsorption and Wetting Phenomena 

C. Ebner 

Department of Physics, Ohio State University, Columbus, OH 43210, USA 

In this chapter, phenomena arising in multilayer physisorbed films are de­
scribed; these include complete and incomplete wetting behavior, first-order 
and critical wetting transitions in liquid and solid films, prewetting, 
layering, and triple-point wetting. We review continuum and lattice models 
of multilayer adsorption in Sect.21.2, with emphasis on the latter, and pre­
sent several applications of the Ising and Potts lattice-gas models to fluid 
and solid adsorption in Sect.21.3. The particular case of wetting in the 
presence of long-range Van der Waals forces is discussed at some length. 
Finally (in Sect.21.4) we consider current trends in research on multilayer 
adso rbed fi 1 ms . 

21.1 Introduction to Wetting and Layering Behaviors 

If an attempt is made to coat a substrate y with a given material a, under 
an atmosphere S with which a coexists, then from a macroscopic point of view 
one of two things can happen. Either the a phase will form droplets or is­
lands on the substrate as in Fig.21.1a, or it will spread uniformly along 
the substrate, forming a macroscopically thick film as in Fig.21.1b. In the 
former case one says that a does not wet or incompletely wets the substrate, 
and in the latter, that it wets or completely wets it. Such phenomena are 

I 

b#/. 
(0) 

fJ 

a 

7/// /////y'l///////~ 
(b) 

Fig.21.1. Incomplete (a) and complete (b) wetting 
configurations. In (a) the droplet of phase a 
meets the substrate y at point A with a finite 
contact angl e G 
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well known in binary or multicomponent mixtures with a and 13 being two im­
miscible fluid phases and y, a container wall or even t he vapor phase of 
the mixture. However, they are by no means limited to these systems. For 
example, a and 13 could be liquid and gas phases of a one-component system 
and y, a solid substrate; or 13 and y could be crystallites of a given ma­
terial with two distinct orientations meeting at a grain boundary, while a 
is the coexisting liquid phase of the same material. 

Figure 21.1a is representative of the first of these two possibilities in 
the case of nonwetting behavior. Notice that there is a finite contact angle 
e (0 < e <1T), at A where the three phases meet. This angle is determined by 
the condition of mechanical equilibrium of A and depends on the various in­
terfacial surface tensions or excess grand free energies per unit area of 
interface. If ° denotes the surface tension between phases ~ and v, the 

~v 

equilibrium condition gives immediately 

0Sy = Gay + 0aScose (21.1) 

which is known as Young's condition [21.1]. For it to make sense, the sur­
face tensions must satisfy the inequality -1.;;;0.;;;1, where 03!(oo -0 yo o. ,.,y ay ap 
Should [O[ exceed unity, the configuration portrayed in Fig.21.1a is not 
possible; complete wetting must occur. Consider first that 0 >1 or 
00 >0 0 +0 . Then it is thermodynamically favorable to have a macroscopic ,.,y a,., ay 
layer of a interposed between 13 and y, as in Fig.21.1b, so that a given 
length of S-y interface is replaced by two equal lengths of a-S and a-y in­
terfaces. For 0 <-1 the same picture is applicable but with a layer of 13 
between a and y which is just the wetting of y by 13 beneath an "atmosphere" 
of a. 

Although complete and incomplete wetting behaviors have been recognized 
for a long time, it was realized [21.2,3] only in 1977 that there can be a 
phase transition, called a wetting transition [21.4-7], from one to the 
other as some appropriate thermodynamic parameter, usually the temperature 
or the concentration of a chemical component of the system, is varied. In 
terms of the surface tensions, the transition will take place when 0 crosses 
the value +1 or the value -1. The latter has been termed [21.8] a "drying 
transition", as the phase a loses contact with the substrate at this point. 
However, as explained above, it is not distinct from a wetting transition 
with the roles of a and 13 interchanged. The terminology presumably stems 
from the fact that the simplest wetting system is visualized as having a 
liquid film (a) on the substrate beneath a bulk vapor (13) of the same ma­
terial; the phenomenon of drying for this system is to have a layer of vapor 
come between the substrate and the liquid. 
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Cahn [21.3] invented a version of the following argument1 [21.8] to de­
monstrate the existence of wetting transitions. Suppose that a and Bare 
coexisting liquid and vapor phases of a simple material with a liquid-vapor 
critical temperature Tc and that y is an appropriately chosen substrate giv­
ing nonwetting behavior, i.e., [o[ <1, at some temperature T <Tc' From this 
starting point we want to consider the behavior of [o[ as T approaches Tc' 
Both 0aS and [cay -OSy[ vanish at Tc' For T .... Tc, 0aS ~[Tc-T[b and, assum­
ing an inert substrate, one expects [os -0 [~[ns -n [~[Tc-T[8, where y ay a 
nS and na are the densities of the bulk 8 and a phases and the critical 
exponents band S are roughly 1.3 and 0.3. (More correctly, na and n8 should 
be the densities of the a and 8 phases close to the substrate and the expo­
nent should be the surface order parameter 81 ",,0.8 [21.8].) Thus, 
[o[ ~[Tc-T[S-b, which diverges as T .... Tc , showing that [o[ >1 for T suffi­
ciently close to Tc' i.e., a wetting transition must take place. This has 
been referred to as critical-point wetting and should not be confused with 
critical wetting which refers to a continuous or critical wetting transi­
tion, as opposed to a first-order transition. 

Let us examine these phenomena from a somewhat different point of view. 
Once again we imagine a planar, inert substrate y beneath a bulk phase 8 of 
the adsorbate material which, for simplicity, we take to be the gas phase 
of a single chemical species. The system is "open" in that we control T and 
the chemical potential ~ (or, equivalently, the pressure p) of the adsorbate. 
The question to ask is whether in thermodynamic equiliBrium a film will form 
on the substrate and become a macroscopic liquid or solid bulk phase a if T 
and ~ change in such a way as to approach the a-S coexistence line starting 
from a region of stable S. The conditions we have in mind are easily visu­
alized using Fig.21.2 which is a T-~ phase diagram displaying regions of 

y 

• z 
Gas 

T 

Fig.21.2. Phase diagram of a simple material in 
T - jJ space 

1 This argument can be made much more elaborate. See, for example, [21.6] 
and references therein. 
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stable gas, liquid, and solid; 'coexistence lines for pairs of these; a triple 
point A; and a liquid-gas critical point C. Starting from a point such as Z 
in the domain of stable gas, we may imagine changing T and ~ so as to move 
to point Y on the gas-solid line or to X on the liquid-gas line. If a thick 
solid or liquid film forms beneath the gas at Y or X, respectively, then we 
have complete wetting, otherwise we have incomplete wetting. Notice that the 
latter does not produce the type of behavior depicted in Fig.21.1a as that 
is not a thermodynamically stable configuration in an open system. Rather, 
one finds at most a few adsorbed molecular layers of material resembling a 
liquid or solid. 

If there i.s nat wetting (i.e., no complete wetting) at X, then as one moves 
from X toward C along the liquid-gas line, Cahn's argument [21.3] predicts 
that a wetting transition will take place-unless, of course, 0 passes through 

-1 and goes off to -~. In this case, if we start with bulk liquid above the 
substrate at point U, say, and go first to X and then along the line toward 
C, a drying transition should occur when 0 crosses -1. 

The behavior that takes place along the gas-solid line can be quite dif­
ferent. If there is incomplete wetting at Y, i.e., no thick solid film forms, 
then such a film could still appear somewhere between Y and A. If it does 
not, another sort of wetting may take place [21.9]. Specifically, the thick­
ness of the adsorbed film can grow as A is approached and become a macroscopi­
cally thick liquid film at A. This phenomenon has become known as triple-point 
wetting. Even if the solid does wet the substrate at some T <T3' the triple­
point temperature, it may melt below T3 and so allow triple-point wetting to 
occur. 

If there is a wetting transition at some temperature Tw' then one may ask 
whether it is continuous or critical, with the coverage r diverging conti­
nuously as Tw is approached, or whether it is first order with r jumping from 
a finite to an infinite value at Tw. By coverage, we mean the excess surface 
density, 

r = J dz[n(z) - nS] (21.2) 

where n(z) is the adsorbate number density as a function of the distance z 
from the substrate and nS is the density of the bulk S phase. In the case of 
densities which vary in directions lateral to the substrate surface, n(z) is 
an average of n(r) over the lateral directions. 

The original predictions [21.2,3] were of first-order wetting transitions; 
continuous transitions were first predicted by Sullivan [21.10]. Figure 21.3a 
shows schematically the adsorption phase diagram for a continuous wetting 
transition at W, while Fig.21.3b shows the diagram for a first-order transi-
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T 
(b) 

Fig.21.3. Wetting phase diagrams for (a) a continuous 
and (b) a first-order wetting transition. The wetting 
transitions are at W on the bulk liquid-gas (or a-S) 
coexistence line. In case (b), w-cp is a line of pre­
wetting transitions. In both cases there is wetting 
( ... ) along the bulk coexistence line from W to the 
critical point C 

tion. In the latter, there is a line of first-order "prewetting" transitions 
[21.2,3] in the domain of stable gas. One end of this line is at W, while 
the other is a critical point. The prewetting transition is marked by a fi­
nite discontinuity in r which vanishes as the prewetting critical point CP 
is approached and which diverges continuously as W is approached [21.2,3]. 
The prewetting line meets the bulk line tangentially [21.11]. 

The prewetting transition should not be confused with layering transi­
tions which are found in solid adsorbed films and possibly in the first few 
layers of liquid films. In Fig.21.4, we show schematically several possible 
adsorption phase diagrams for a solid film. Given complete wetting at all 

Solid R ,.. 
3S l4 

2S 
l3 
l2 

IS 
Gas 

II 

T 
(a) 

,.. w Solid R 

Gas 
CP 

T 
(e) 

Solid 

3S 
25 / 

15 j 
(b) 

Gas 

(d) 

, 

Gas 

T 

T 

Fig.21.4. Solid adsorption 
showing (a and b) complete 
wetting at all temperatures, 
(c) a first-order wetting 
transition, and (d) a con­
tinuous wetting transition. 
In all cases there may be 
infinite sequences of lay­
ering transitions Ln (n" 
1, 2, 3, ... ), separating 
solid films of n-l and 
n 1 ayers, nS (n" 1, 2, 3, 
... ) 
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temperatures, there may be a set of first-order layering transitions as shown 
in Fig.21.4a terminating at critical pOints Ln (n =1,2,3, ... ). Each such 
transition is accompanied by the addition of approximately one molecular 

layer to the film. If there is complete wetting, there can be an infinite 
sequence of layering transitions as gas-solid coexistence is approached. 
This sequence was first studied by de Oliveira and Griffiths [21.12] using 
an ISing lattice-gas model and a mean-field approximation. In this approxi­
mation, the critical temperatures Tcn of the transitions increase with n, 
apparently approaching the bulk critical temperature as n~. De Oliveira 

and Griffiths conjectured, however, that Tcn should approach the roughen-
ing temperature TR of the facet of the crystal normal to that to which the 
layers are being added. Subsequent Monte Carlo studies of the Ising lattice 
gas [21.13,14] verified this assertion, as have variational [21.15] and re­
normalization group [21.16,17] studies of the solid-on-solid model. 

More generally, other mechanisms can be responsible for terminating the 
lines of layering transitions. For example, the film may undergo first-order 
melting before it roughens, as in Fig.21.4b, so that the lines end at triple 
points [21.9,18]. Figure 21.4c shows the layering transitions if there is 

first-order wetting at Tw <TR with a prewetting line W-CP. In this situation, 
the layering lines terminate on the prewetting line, which in general pre­
vents them from extending to T =0. If there is instead continuous wetting 

at Tw' the layering lines will appear as in Fig.21.4d, accumulating at T~-) 
on the gas-solid line. 

The layering transitions may show a variety of configurations [21.8,18], 
more complicated than those in Fig.21.4. For example, they may branch, with 
one line (corresponding to the addition of two or more layers) splitting 
into two or more lines. In the case of lattice models, one may perform an 
exact T =0 analysis and so determine tn this limit the manner in which the 
configuration of lines depends on the various interactions in the systems. 

Generally speaking, the qualitative features of the adsorption phase dia­

gram are determined by the relative properties of the interaction between 
adsorbate and substrate particles and the interaction between adsorbate par­
ticles. The most important properties are the relative strength and the re­

lative range of the attractive parts of the interactions with the short­

range parts of the interactions playing a secondary role. In the following 

discussion we shall once again focus on the simplest case, an adsorbate com­
posed of a single chemical species. Let vaa be the pair potential of two ad­
atoms or molecules while vas is the interaction between an adatom and a 
building block of the substrate. Then the basic rules governing wetting by 

586 



the liquid phase are as follows: If vas is sufficiently attractive in com­
parison with vaa ' the "strong" substrate regime, there is wetting of the sub­
strate by the liquid phase of the adsorbate at all T. For somewhat weaker 

vas' there is an "intermediate" substrate regime in which incomplete wetting 
takes place below some Tw while there is complete wetting above Tw' i.e., 
there is a wetting transition. Finally, for sufficiently weakly attractive 

vas in comparison with vaa ' there is incomplete wetting by the liquid at any 
T. This is the "weak" substrate regime; in this case, drying or a drying 
transition is expected. 

The conditions for wetting by the solid phase are somewhat different. 
Starting from the weak substrate regime and gradually increasing the strength 

of vas' there are again incomplete and complete wetting regimes, but at still 
stronger vas there is a return to incomplete wetting. A systematic descrip­
tion of this overall behavior has been given by Pandit and co-workers [21.8], 

except for the reentrant nonwetting behavior exhibited by solid films on 
strong substrates. This feature was pointed out by Seguin et al. [21.19] 
and explained [21.19-24] in terms of distortions of the solid film near the 
substrate, the resulting strain energy being sufficient to prevent wetting. 

The order of the wetting transition is determined primarily by the rela­

tive range of vas and vaa' Roughly, if the range of vas is greater than that 
of vaa ' the transition is first-order and if the opposite is true, it is 
continuous. If both potentials falloff about equally rapidly at large dis­
tances, then a wetting transition may be first-order or continuous depending 
on other parameters in the system [21.25]. A particular example, which has 
been studied in some detail [21.10,11,26-28], is the exponential potential 

v ~exp(-r/rO)' where the ranges rO of vas and vaa can differ. 
A special case of considerable recent interest [21.5,11,17,26,27,29-39], 

and some controversy, is the physically important one of potentials which 
vary at large distances as an inverse power of r, v~r-n, n =6 being the 

Van der Waals potential (at not-too-large distances). The picture that ap­
pears to have emerged is that if vaa and vas both vary as r-6 at large r, 
then there can be a wetting transition, and it may be either first-order 

or continuous depending on other features of the potentials, especially their 
behavior at small distances. Further, if potential parameters are varied in 

such a way as to cause the transition to change from first-order to con­

tinuous, at the crossover it may be either tricritical or tetracritical 

[21.38,39]. The behavior is similar to, but distinct from, what is found 

for short-range interactions [21.40]. This topic will be covered in more 

detail in Sect.21.3. 
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Regarding experiments, the benchmark observation of a wetting transition 
was made by Moldover and Cahn [21.41] in a liquid mixture of methanol and 
cyclohexane below the consolute point, the two liquid phases playing the 
roles of phases a and s. The substrate was the vapor phase above the liquid, 
and the transition was produced by varying the concentration of a third com­
ponent, water. There have since been observations of wetting transitions in 
several other liquid mixtures [21.42-44]. Although all of these transitions 
appear to be first-order, no prewetting transitions in fluids were seen. 
Very recently one was reported [21.45] in a mixture of 2,6-lutidine and H20 
against Pyrex glass. As for a wetting transition involving an adsorbed solid, 
Carmi et al. [21.46] have recently reported first-order wetting by 4He on 
gold-plated beryllium-copper when the hexagonal crystal grows with the <1010> 
direction normal to the substrate, and continuous wetting when the normal 
is in the <0001> direction. First-order wetting has also been reported 
[21.47,48] for CF4 on graphite. Triple-point wetting has been seen in a 
number of simple systems [21.49] such as ethylene on graphite [21.50-52]. 
Layering transitions in adsorbed, multilayer solid films are also well do­
cumented [21.53-61]. The work reported in [21.61] is particularly signifi­
cant in that enough layering transitions (seven) were observed to be reason­
ably certain that the corresponding critical temperatures were approaching 
the roughening temperature in qualitatively the manner expected theoretical­
ly [21.13,16,17]. The experimental system was a solid 4He film on graphite 
beneath bulk liquid. 

21.2 Theoretical Approaches 

A variety of theoretical models and techniques have been employed to expose 
the essential features of multilayer adsorption and wetting. On the one hand 
are lattice models such as the Ising lattice gas, the Potts lattice gas, and 
the solid-on-solid (50S) models. These have been most often treated in a 
simple mean-field approximation but have also been studied using Monte Carlo 
simulations and renormalization group methods. On the other hand are con­
tinuum models. The starting point in this case is, generally, an expression 
for the grand free energy Q of the system as a functional of the adsorbate 
particle number density n(r) (or some appropriate generalization in the case 
of systems with more than one chemical constituent or systems with orienta­
tional molecular degrees of freedom) and then the determination of the parti­
cular density which minimizes Q[n(r)]. 
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The continuum models are most obviously applicable to fluid adsorption 
where the density does not vary with position as dramatically as in a solid 
and where there are presumably no layering transitions, except possibly 
close to the substrate. The lattice models complement the continuum ones as 
they possess roughening and layering transitions and are most obviously 
applicable to solid adsorption. However, the Ising and Potts lattice gases 
both possess a critical point terminating a line of first-order transitions 
reminiscent of a liquid-gas coexistence line. The Potts lattice-gas model 
is without doubt the most realistic for a simple system such as a classical 
rare gas; it can be designed [21.9] to have a bulk phase diagram with three 
phases, a triple point, and "liquid-gas" critical point, as in Fig.21.2. 

Continuum and lattice models are by no means unrelated. By taking the con­
tinuum limit of a simple lattice model, such as the Ising lattice gas with 
short-range interactions, one may generate [21.6,25,40] what amounts to a 
Landau theory for adsorption phenomena, applicable in the case of slowly 
varying adsorbate density. A somewhat different Landau theory may be pro­
duced in like manner in the case of longer-range interactions [21.36-39]. 

There are a variety of other continuum models which are similar in spirit 
to the Landau theory but which can be considerably more complex and more 
broadly applicable, i.e., valid for a greater range of phenomena. The first 
explicit calculations [21.2,3] of wetting transitions were based on such 
theories. In one case [21.2], an approximate version of an exact density 
functional formalism [21.62] was employed. This particular version may be 
generated by expanding n for a nonuniform system in powers of the deviation 
of the density from that in a uniform system and truncating at the second­
order term. As the second variational derivative o2%n(r)on(r') is essen­
tially the direct correlation function c(r,r' ;n), the eventual expression 
for n is couched in terms of this function; specifically, 

n[n] = f d3r[f(n(r» + V(r) - ~]n(r) + i kBT f d3rd3r' 

x c(r,r' ;n)[n(r) - n(r,)]2 (21.3) 

where V(r) is the substrate potential, f(n) the Helmholtz free energy of a 
uniform system (which was obtained from c), and kB the Boltzmann constant. 
In this approximate fUnctional, c is the correlation function at uniform 
density n in the vicinity of rand r'. The accuracy of this method turns 
upon two points [21.63], one being the replacement of the exact functional 
by (21.3) and the other being the choice of c (solutions of the Percus­
Yevick equation). 
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Cahn's original paper on wetting transitions [21.3] also made use of an 
expression for the grand free energy as a functional of the density in the 
spirit of Landau theory. Probably the most widely used continuum model for 
wetting is a modern version of Van der Waal's theory. Developed by a number 
of workers (see [21.64] and, for example, the discussion in [21.6] for ap­
plications to multilayer adsorption), the basic idea is to decompose vaa 
somewhat arbitrarily into a short-range repulsive piece v~~), nominally 
taken as a hard-sphere interaction, and a longer-ranged attractive piece 
v~:), and then to write the free energy functional as 

n[n] = f d3r{f(s)(n(r)) + [V(r) - ~]n(r)} 

+ i f d3rd3r'n(r)v~:)(r - r')n(r') (21.4) 

where f(s)(n) is the Helmholtz free energy of a uniform reference system in 
which particles interact only via v~!). 

De OZiveira and Griffiths [21.12] introduced an Ising lattice-gas model 
with nearest-neighbor interactions vaa in a mean-field study of layering 
transitions. The substrate interaction vas was taken to be of the Van der 
Waals form, vas ~r-6, at large distances. Subsequently, the model was used 
to produce a wetting transition [21.65]. Various versions of the model have 
since been employed to investigate multilayer adsorption [21,6,8,13,14,20, 
24,25,37-39]. 

The Potts lattice-gas model of adsorption, introduced by Berker et al. 
[21.66] to study monolayer adsorption, was first applied to multilayer ad­
sorption to study solid films, layering, melting, and triple-point wetting 
with nearest-neighbor interactions vaa using both mean-field and Monte Carlo 
analyses [21.9]. Recently, a more systematic mean-field study of these phe­
nomena in the presence of Van der Weals forces has been carried out [21.67]. 
The SOS model has been employed in studies [21.15-17, 31,68] of layering 
transitions as well as of the wetting transition itself. A bewildering col­
lection of variations on the lattice and continuum model themes outlined 
above have been introduced to study different aspects of multilayer adsorp­
tion. The reader is encouraged to consult [21.5-7] as well as the review ar­
ticles by Binder [21.69], Jasnow [21.70], and Wortis [21.71]. 

We present next a quantitative introduction to the simple lattice-gas 
models. Let the substrate occupy the space z~O and let there be a regular 
lattice of pOints at sites r ki with z >0. The subscript k =1,2, ... identifies 
a layer of pOints at a distance zk =ka from the substrate and i identifies 

a site within a given layer. For s·implicity we shall suppose that the lat-
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tice is simple cubic2 and that a given site is either occupied by a single 
particle or empty. Further, a particle may occupy any of q states at each 
site. For the Ising and SOS models, q =1, for the Potts models, q >1. There 
is an energy of interaction wpp,(ki;k'i ') between particles in states p and 
pi at sites ki and k'i I. For the Potts model, w I is of the form A +B8 I' pp pp 
i.e., the interaction is enhanced if p =p' and is otherwise independent of 
p and p'. For the Ising and SOS models, p =p' =1 always, and so may be ig­
nored. The SOS model is the extreme anisotropic version of the Ising model 
in which w(k,i;k +l,i) ~-oo so that "overhangs" and vacancies will not occur. 

In general, Wpp' is chosen to represent some particular vaa' 
There is also an interaction Vp(ki) between an adatom in state p at site 

ki and the substrate. This is generally taken to be independent of i and of 
p, although an interaction depending on p is of interest in the case of a 
substrate with lateral variation that happens to be commensurate with the 
adsorbate crystal structure [21.67]. The interaction Vp(ki) represents vas 
summed over the entire substrate. It is useful to introduce 

w (k - k') = ~ W (ki'k'i ' ) pp I i I pp I , 
(21. 5) 

which is the interaction between an adsorbate atom in state p with a layer 
of adsorbate atoms in state pi and Ik-k'llayers away. The term i' =i is 
omitted if k = k I. Further, defi ne 

(21. 6) 

Wppl (k) is the interaction energy of a particle in state p with a "substrate" 
Ikl layers away of adatoms in state pi, and it is the natural analogue of 
Vp(k). The relative properties of these functions determine the nature of 
the multilayer adsorption phenomena. 

We now make a mean-field approximation (MFA) in which the average occup­
ation of state p at site ki is taken to be np(k), independent of i. (This 
procedure will miss any lateral ordering that may otherwise take place, such 
as epitaxial ordering. See [21.20] for a treatment of epitaxial ordering in 
the Ising lattice gas.) Then, using standard procedures [21.39], one arrives 
at the mean-field free energy per unit area of substrate, 

2 Both simple cubic and fcc lattices have been used extensively in actual 
calculations. 
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Q[n] = ~ L wpp,(k - k')np(k)n ,(k') 
p,p' p 
k,k' 

+ L [V (k) - ~]np(k) 
p,k p 

+ kBT L {L n (k)ln np(k) + [1 - L n (k)]ln[1 - L n (k)]} 
kp P pP pP 

The mean-field equations are obtained from the extremum conditions 
aQ/anp(k) =0 and are 

( n (k) ) 
k'~' Wpp,(k - k')np,(k') + Vp(k) - ~ + kBT ln 1 - ~P' np,(k) . 

(21.7) 

(21.8) 

These may be put into another form, more convenient for numerical solution, 

n (k) = exp[-sA (k)]/{1 + L exp[-sA ,(k)]} where 
p p p' p 

(21.9) 

A (k) = L w , (k - k') np' (k ') + V (k) - ~ 
P k' p' pp p 

(21.10) 

A simple method of solution is to start from some reasonable set of den­
sities np(k), use (21.10) to formulate Ap(k), then use (21.9) to get a new 
set of densities, and repeat these steps until convergence is obtained. In 
some cases this procedure works quite well but in others convergence is slow, 
at best. Then, more sophisticated methods are preferable; a particularly 
good one was introduced by Ng [21.72] in solving the hypernetted chain equa­
tion. 

Often, for given potentials, ~, and T, there is more than one solution 
to the mean-field equations, corresponding to different relative minima 3 of 
Q. The particular one found is determined by the initial densities np(k) and 
by the method of solution. To determine which solution corresponds to the 
stable state, one must evaluate Q[n]. 

The bulk mean-field equations may be obtained by setting Vp(k) =0 and 
letting k and k' range from -= to =. Assuming np(k) is independent of k, one 
finds 

n = exp(-sA )/[1 + L exp(-sA ,)] 
p p p' P 

A = L [w ,(0) + 2Wpp ,(1)]np' - ~ 
p p' pp 

(21.11) 

(21.12) 

3 Occasionally, one finds a solution which is a relative maximum of Q. 
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In the particular case of the Ising lattice gas, the bulk phase diagram 
consists of a line of first-order transitions at )1 =)10 =W(1) +wO/2 extending 
from T = 0 to T c = -)10/2kB, assumi ng predomi nantly attracti ve i nteracti ons so 
that llO <0. The stable bulk density nb is the solution of 

(21.13) 

that minimizes the free energy per site 

(21.14) 

For T <Tc' the stable phase at )1 <llO has nb <1/2 and is generally interpreted 
as a gas phase; at II >)10' the stable phase has nb >1/2 and is variously inter­
preted as liquid or solid, depending on the application. 

For the Potts lattice gas, the couplings wpp,(k) between particles in the 
same state, p =p', are taken to be more attractive than those between par­
ticles in different states. The "liquid" and "gas" phases are such that all 
np are equal, np =n' and the total density is nb =qn', where q is the number 
of Potts states at a site. The "solid" phase is such that all np are equal 
except for one, say n1, which is larger than the others. In the particular 
case of the bulk fluid states, the mean-field equation is 

-1 nb = {exp[S(2ll0nb - ll')) + 1} 

where 

llO = i~, [i wpp,(O) + Wpp ,(1)] and 

Similarly, the grand free energy per site for a bulk fluid state is 

(21.15) 

(21.16) 

(21.17) 

(21.18) 

Comparison of these equations with the analogous ones for the Ising 
lattice gas demonstrates that, in the MFA, the Potts model produces a liquid­

gas coexistence curve given by 

II = llO - kBT ln q (21.19) 

with a critical point at Tc =-llO/2kB, and 

llc = llo(1 - i ln q) 

Thus we find that insofar as fluid phases are concerned, the Potts model 
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predicts the same bulk phenomena in the MFA as the Ising model. Similarly, 
if the substrate potential Vp(k) is independent of p, both models will pro­
duce identical adsorption phenomena for fluids. The Potts model is, there­
fore, an improvement upon the Ising lattice gas in the MFA only if solid 
phases of the adsorbate-either in the bulk or in the film-playa role, or 
if one wishes to use a substrate potential which can distinguish between 
different Potts states at a site, for example, in an attempt to model la­
teral variation of the substrate. 

21.3 Applications 

21.3.1 Importance of Relative Potential Strengths and Ranges 

We shall look first at the connection between potential strengths and wet­
ting. It is sufficient and simplest to employ the Ising model, beginning 
at T =0, where an exact solution may be obtained from the mean-field equa­
tions. Dropping all subscripts and sums over p and pI, we have, from (21.7), 

1 9, 9, 
~0(9,) = - ~ w(k - k') + ~ [V(k) - ~l 

2 k,k'=l k=l 
(21. 20) 

given an 9,-layer film (i.e., n(k) =1, k =1,2, ... 9, and n(k) =0, k >9,) at 
T =0. Equation (21.20) may also be written as 

9, 
~0(9,) = ~ [V(k) - W(k) - L~l 

k=l 
(21.21) 

with L~ =~ -~o. The thickness 9,0 of the stable film is that value of 9, for 
which ~o is minimized. Note that ~(o) =0, so a stable film of nonzero thick­
ness must have ~(9,0) <0, at the very least. The question of wetting deals 
with the case of L~ =0, i.e., bulk coexistence. Clearly, if V(k) <W(k) for 
all k, then the minimum of ~(9,) is for 9,o~oo, i.e., complete wetting. This 
is the strong substrate regime. [Remember that V(k) and W(k) are negative, 
at least for k;;.l, and so the strong substrate regime has JV(k)J > JW(k)J.l 
However, if V(k) >W(k) for all except some finite number of k's, then 9,0 
will be strictly finite and we have incomplete wetting at T =0. If W(k) is 
not far below V(k), there may still be complete wetting at higher tempera­
tures (Sect.21.3.1) and, therefore, a wetting transition somewhere between; 
this is the intermediate substrate regime. For W(k) well below V(k), incom­
plete wetting is expected at all temperatures. For the specific case of Van 
der Waals forces, W(k) ~V(k) ~1/k3 at large k. Hence, if we write 
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(21.22) 

RJ ( Yv4 Yv5 ) V(k) = - k3 1 + -k- + 7 + ... , (21.23) 

where Ywm and Yvm are constants, as are Rand J, then complete wetting at 
T =0 requires 

(21.24) 

for all R, >0. If the y's are small or balance well, in the sense that 
I RY vm -ywml is small, then for some R >1 the inequalities are likely to be 
satisfied. This is then the strong substrate regime, while smaller R's are 
the regime of intermediate or weak substrates. 

Equation (21.21) also provides insight into the behavior of the layering 
transitions at T =0. Let us suppose that V(k) <W(k) for all k (strong sub­
strate regime) and that W(k) -V(k) is a monotonically decreasing function 
of k. Then the extremum condition on Q(R,) for a stable film tells us that 
layers are added one at a time as ~~ rises toward zero, the kth layer being 
added at 

~~k = V(k) - W(k) (21. 25) 

Other sequences of layering transitions can occur if W(k) -V(k) is not 
monotonic. 

The behavior at finite T may be inferred from a variety of approximate 
treatments without solving the full MFA. One standard procedure [21.36-39, 
73] (which is often called the "slab" approximation, see [21.73], for 
example) is to assume that n(k) is adequately represented by a step function. 

k.;;; R, 
k > R, (21.26) 

where na and nB are suitably chosen to represent the bulk liquid and gas, 
respectively. For example, they could be the bulk mean-field densities found 
by solving (21.13). For such a density profile, the free energy is 

R, 
6Qs(R,) = (n - nQ) ~ [V(k) - n W(k) - 6~l 

a ~ k=l a 
(21.27) 

where ~Qs(R,) =Qs(R,) -Qs(O) is the free energy relative to having bulk gas 
everywhere. The important feature of this result is that it is now the rela­
tive behavior of V(k) and n W(k) that determines whether the layers are 

a 
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filled. Suppose, for example, that V(k) =RW(k). As T rises from 0 to Tc at 
1I]J =0, n decreases from 1 to 1/2 and so if 1/2 < R < 1, (21.27) predicts a 

a 
wetting transition at Tw such that na(Tw) =R. Furthermore, for the Van de 
Waals potentials (21.22,23) with Yvm =Ywm ' it is a continuous transition of 
infinite order, as may be shown by carrying out the sums in (21.27) and cast­
ing the result at 6]J =0 into the form of an expansion in inverse powers of 2, 

(21.28) 

Explicit evaluation of the constants am' m =2,3, ... , is a straightforward if 
tedious matter. In particular, one finds a2 =J(na -ns)(na -R), which shows 
that there is a minimum of rl(2) at 2-+= if na <R and a maximum for na >R. 
Thus, Tw is a possible wetting temperature. Whether the minimum is a rela­
tive or absolute one depends on the behavior of other coefficients am' m >2. 
Again for V(k) =RW(k), aU of the a 's vanish at n =R (in the slab approxi-m a 
mation), producing the infinite-order critical transition. On the other 
hand, if V(k) =RW(k)(l +y/k), where y is a constant, then a3 *0 when T =Tw' 
i.e., when a2 =0. If y >0, then a3 >0 and an ordinary critical transition 
results at T ; if y < 0, then a3 < 0 and there may be fi rst-order wetti ng at 

w 2 
some T >Tw. Further, if V(k) =RW(k)(l +y/k ), then a3 =0 at Tw but a4 *0, 
leading to tricritical wetting when y >0, etc. 

To a certain extent, the preceding results are an artifact of the slab 
approximation (21.26). One may examine the consequences of the thermal 
smoothing of the film's density profile by taking n(k) =ns(k) +on(k) and 
then minimizing the mean-field free energy after linearizing the adsorbate­
adsorbate interaction energy in on(k). (An alternative procedure [21.38,39, 
74] leading to the same result is to evaluate the partition function and 
free energy in a low-temperature expansion, keeping only single-particle 
and single-hole excited states.) The essential new feature produced in this 
calculation is an 2-dependent term in lIrl(2) of the form 

Ml' (2) cc T ~ [W(k)]2 . (21.29) 
k=H1 

If W(k) ~1/k3 at large k, then lIrl' ~1/25 and is always positive. Thus, it 
controls the free energy in the case V(k) =RW(k) so as to give a5 >0 at Tw 
where a2 =a3 =a4 =0. The result is fourth-order critical wetting. 

More generally, solution [21.38,39] of the full mean-field approximation 
gives rise to a free energy of the form shown in (21.28) with a2 ~J(na -ns) 
(na -R). The higher-order coefficients am' however, depend in a complex 
manner on the parameters of the potentials V(k) and W(k). From detailed 
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Fig.21.5. Adsorption phase diagrams in T- Y4 space for (a) Y5 = 0, (b) Y5 <0, 
and (c) Y5>0. In (a), 0 is a fourth-order critical point; in (b), a cntical 
end point; and in (c), a tricritical point. The lines Ao are critical wetting 
lines while the solid lines are of first-order wetting transitions except for 
BO in (b) which is a line of partial wetting transitions. At Y4 <0, the line 
of first-order transitions ends at Tc (shown explicitly in (a) at B); below 
this is a line of critical drying transitions at Tc 

numerical studies [21.74], one concludes that only the relative values 
Ym5Yvm -Ywm are of qualitative importance, and so the following discussion, 
based on numerical study [21.38,39,74] of the MFA, will be limited to the 
special case Ywm =0 for all m and Yvm 5Ym. Further, only the intennediate 
substrate regime is considered. 

As expected, if all Ym =0, there is fourth-order critical wetting at 
T =Tw' If all Ym except Y4 are zero, there is ordinary critical wetting at 
Tw when Y4 >0 and first-order wetting at T1 >Tw for Y4 <0. As Y4 decreases, 
T1 increases and reaches Tc ' the bulk critical temperature, at some Y40' 
For Y4 <Y40' there is no longer a wetting transition; rather, it appears 
that in this regime there is a critical drying transition at Tc' Figure 
21.5a presents a sketch of the T -Y4 adsorption phase diagram in the case 
Ym =0, m >4. If, instead of Y4' it is some other ym(m >4) which is non-zero, 
while all others are zero, the resulting phase diagram in T -Ym space is 
qualitatively the same. Thus, one may infer that, given V and W with the 
same long-range behavior a'1d with relative strength in the appropriate range, 
then if V has relatively more short-range attraction than W, a critical wet­
ting transition should result, whereas, if it has relatively less, a first­
order wetting transition or incomplete wetting should result. However, if 
there are competing short-range terms involving both repulsion and attraction, 
for example, Y4 >0 and Y5 <0, other behavior is possible. Figure 21.5b shows 
a T -Y4 phase diagram for Y5 <0. At Y4 <0, there is again a first-order tran­
sition or incomplete wetting as expected on the basis of the preceding re­
sults. However, the line of first-order wetting transitions becomes, at the 
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critical endpoint 0, a line of first-order partial-wetting transitions in 
which the film thickness changes by some finite amount. The line OA is again 
one of critical wetting transitions. Figure 21.5c shows the case of Y5 >0. 
Now there is a tricritical wetting transition at a point 0 with Y4 <0. 

The various qualitative properties of the wetting transitions, for exam­
ple, the critical exponents, may be determined by analyzing the mean-field 
equations. Of course, it is usually true that critical exponents in a three­
dimensional system are given incorrectly by the MFA. The present case, how­
ever, is an interesting exception [21.33]. The upper critical dimension for 
all of the wetting phenomena except those at the bulk critical temperature 
is less than three, provided the interactions are algebraic at large dis­
tances, i.e., provided V(k) and W(k) are proportional to some positive power 
of l/k. Hence the mean-field critical exponents are in fact correct. This is 
not the case for short-range Vaa ' such as an exponential. Further, the ana­
lysis is much simpler [21.75], and the results the same, if the Landau theory 
embodied in (21.28) is used4 . The basic procedure is to find from (21.28) the 
appropriate scaling form (see, for example [21.69,76]) for ~n for each type 
of critical transition. These are as follows: Fourth-order critical wetting 
may occur when a2, a3, and a4 vanish simultaneously with a5 >0. The scaling 
form is 

-2-cxs (a3 a4 ~~) 
~n = t F 4 t~3 ' t~4 't~ , (21.30) 

where t =a2 and ~~ =(ncx -ni3)~I1' The exponents cxs ' ~3' ~4' and ~ are listed 
in Table 21.1, along with the correlation length exponent Vs (;-1 ~tVS, where 

; is the correlation length), the exponent i3s governing the equilibrium film 

Table 21.1. Critical exponents and upper critical dimension for the critical 
wetting transitions [21.39] 

Exponents Critical Tricritical Tetracritical 
wetting wetting wetting 

(ls - 1 0 1/3 
~1 1/2 2/3 
~2 1/3 
~ 4 5/2 2 
i3 s 1 1/2 1/3 
\Is 5/2 3/2 7/6 
du 11/5 7/3 17/7 

4 One must include a term ~(ni3 -n(l)~11 to account for the possibility that 
11 *110' 
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thickness ~O at the transition (~Ol ~taS), and the upper critical dimension 
duo The latter is found from the hyperscaling relation [21.77,78] 2 -as 
= vs(du -1), while as and Vs are found from the scaling function. Tricriti­
cal wetting requires a2 and a3 to vanish with a4 >0. In this instance the 
scaling form of 6n is 

(21.31) 

The various exponents and du for tricritical wetting are included in Table 
21.1. Finally, critical wetting may result when a2 vanishes with a3 >0. Then 

6n = t2-asF2(~~) 
t 

(21.32) 

the exponents and du are listed in Table 21.1. 
A critical endpoint can appear when, for a2 =0, there are equal minima 

in 6n at some finite ~O and at ~~oo. If such a point is approached along a 
path such that ~ diverges continuously, it has the same exponents as the 
critical wetting line that it terminates. 

On the basis of the theory outlined here, it would seem that all wetting 
transitions in fluids found to date must involve systems in which V has 
relatively more short-range repulsion than does U, thus leading to first­
order wetting. Such a pair of potentials will produce a configuration in 
which the first layer of adsorbed film will be held away from the substrate 
in comparison with the distance between layers of the film. This has been 
called the excluded volume effect and provides an alternative way of analyz­
ing the question of whether the wetting transition is continuous or first­
order [21. 36]. 

In order to produce a continuous wetting transition, according to the 
theory, it is desirable to make V relatively more attractive at short dis­
tances and so reduce or eliminate the excluded volume effect. One way to 
aChieve this goal would be to coat a substrate with a very thin layer of 
material which is relatively more attractive to the adsorbate than is the 
uncoated substrate, and the atoms of which, if possible, have smaller hard 
core diameters than those of the substrate. This point is discussed at some 
length in [21.39]. 

21.3.2 Solid Films: Wetting and Melting 

The adsorption of a solid film introduces added complications having to do 
with both the compatibility of the crystal structures of film and substrate 
and the compatibility of the structure of the film close to the substrate 
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with that of the film far away. We treat the second point first. Using phe­
nomenological arguments for the free energy of an adsorbed film, including 
elastic strain energy, Ruse [21.23] showed that the strain would introduce 
a term of the form -A/~, with A >0, for a film of thickness ~. When included 
in a free energy expansion such as (21.28), this term leads inexorably to 
the conclusion that n is minimized at some finite value of ~. Hence, there 
cannot be wetting except when A, which is proportional to some combination 
of stresses squared, vanishes. Strictly speaking, the stress will not vanish 
in a solid film and so there is no wetting by solid films in the sense of 
forming an infinitely thick stable film. 

This point was also addressed by Gittes and Schick [21.24] who, in addi­
tion to giving a rather more detailed analysis of the elastic strain energy, 
studied a lattice-gas model (at T =0) in which the spacings between succes­
sive layers of the adsorbate were treated as variational parameters in min­
imizing the free energy. The conclusions of this study are in agreement with 
those from the strain analysis. As the substrate potential V increases in 
strength relative to W, there is a sequence of incomplete/complete/incomplete 
wetting behaviors with the "complete" wetting regime being characterized by 
a macroscopically thick but not infinitely thick film. Further, using approp­
riate adatom-adatom and substrate-adatom potentials [21.79,80], Gittes and 
Schick found, in agreement with experiment [21.19,21] that Ar, Kr,and Xe all 
wet a graphite substrate. They found further that Ne is a borderline case in 
that small changes of the potentials are sufficient to change the behavior 
from complete to incomplete wetting, the latter being the consequence of too 
strong a substrate potential. Experimentally, Ne does not wet graphite. Fi­
nally, in [21.23,24] it is argued that the continuous relaxation of strain 
envisaged in these calculations is energetically favored over relaxation by 
the introduction of dislocations, at least in the body of a thick film. 

Given that a solid film-whether a few or many molecular layers thick­
does form close to gas-solid coexistence, then one expects to see layering 
transitions below the roughening temperature. Also, the film must eventually 
melt as the temperature is raised. Precisely along the gas-solid coexistence 
line, the bulk solid will melt at the triple point. However, the temperature 
at which the adsorbed film melts is governed not by bulk properties but by 
the relative free energies of a fluid film and a solid one which means that 
the properties of the substrate will be of some importance. For example, if 
the substrate potential possesses lateral variations commensurate with the 
structure of an adsorbed solid film, that would favor the formation of the 
solid film over a liquid film and so lead to a relatively high melting tem-
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perature in comparison with what would be found in the absence of the lateral 
variation or in the presence of lateral variation of the potential incommen­
surate with the structure of solid adsorbate. 

The Potts lattice-gas model may be used to gain some qualitative insight 
into the melting of a solid adsorbed film. If one employs a potential W that 
produces a qualitatively reasonable bulk phase diagramS and if V is indepen­
dent of p and strong enough to produce wetting at T =0, then one finds that 
the solid film melts at a temperature Tm(~) which is lower than the triple­
point temperature, as indicated in Fig.21.6a. Further, the melting transition 
is first order. If, on the other hand, V(I) becomes Vp(I) with, e.g., V1(I) 
more attractive than Vp(I), P *1, then the substrate potential encourages 
the formation of a solid film, that is, a film in which one Potts state is 
preferentially occupied. Hence, this model represents a system in which the 
substrate favors the formation of a solid film in its immediate vicinity. 
Calculations [21.67] using this model produce phase diagrams such as those 
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Fig.21.6. Adsorption phase diagrams from the 
Potts lattice-gas model for a sequence (a), 
(b), (c) of decreasing values of YS' starting 
from unity. There are first-order layering 
transitions separating regions of different 
numbers of solid layers nS, n = 1, 2, 3. The 
melting line M shrinks and moves to higher 
temperatures as Ys is decreased from unity. 
The bulk triple and critical points are 
designated T and C, respectively 

5 This can be achieved, e.g., for q =6 and ~Jpg' <><Wpp/2, where p *p'. Then 
the latent heats at the triple point are in a out the correct ratio as com­
pared with simple materials such as Ar [21.9,67]. 
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shown in Figs.21.6b,c as Ys sVp(1)/V1(1) (P *1) decreases. The first-order 
melting line now ends at a critical point (Tcm'~cm) and the film melts con­
tinuously at ~ <~cm' Further, in Fig.21.6c, the melting film along the liquid­
gas coexistence line is solid in character in the layers close to the sub­
strate. It is liquidlike in the body of the film, and the "melting" transi­
tion is nothing more than a discontinuous change in the extent of solidlike 
character, measured by n1(k) -n2(k), in the first few layers. For Ys suffi­
ciently small this discontinuity disappears altogether and there is no longer 
any "melting" phase transition. Rather, as one moves along -the gas-solid co­
existence line to the triple point and then along the gas-liquid line, the 
character of the film changes continuously from solid to liquid, first in 
layers far from the substrate and then in closer layers. At a point on the 
gas-liquid line, the film is typically predominantly liquid with one or two 
solid layers next to the substrate. The latter behavior is not uncommon in 
nature, although the physi ca 1 reason for it may be the compressi on of the 
first few layers of adsorbate in the case of a strong substrate. 

21.3.3 Triple-Point Wetting 

In those cases in which the solid film melts to a thin fluid film at gas­
solid coexistence at Tm <T3 (the triple-point temperature), the Potts lat­
tice-gas model gives triple-point wetting as described in Sect.21.1. In some 
sense, this is the same phenomenon as the growth of a liquid film when gas­
liquid coexistence is approached from the region of stable gas in the ab­
sence of a solid phase. The thickness 2 of the film varies according to 

1 - ~I~ - ~ 11 
Os g 

2 

where ~gl is the chemical potential at coexistence and Os is the exponent 
in the leading term of the substrate potential (assuming W is not longer 
ranged than V and assuming power-law potentials). Thus 

2 ~ I~ - ~gl I-l/os 

If the path to gas-liquid coexistence is such that IT -Tgli ~I~ -~gll, then 

2 ~ IT - T 1-1/os gl 

and if Tgl is really T3, then 

2.~ IT - T31-1/os 

For Van der Waals potentials, Os =3. In this scenario, the role of the solid 
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phase is simply to provide a path in ~-T space leading to the gas-liquid 
curve at the triple point. 

Recent experimental measurements of £ along the gas-solid coexistence line 
for a variety of simple materials on graphite and gold substrates have re­
vealed wetting transitions at or very close to the triple point [21.49-52, 

81-84]. The work of Krim et al. [21.49] in particular shows the expected 
-1/3 

£~IT-T31 ,but that of Bartosch and Gregory [21.84] reveals an exponent 
larger than 0.5 for O2 on graphite. 

Additional, qualitatively different adsorption phase diagrams may be ob­
tained [21.67] from the Potts lattice-gas model of adsorption by choosing the 
potentials in other ways. More generally, Pandit and Fisher [21.18] have made 
a phenomenological investigation of the possible adsorption phase diagrams in 
the vicinity of a bulk adsorbate triple point. 

21.3.4 Epitaxy 

The formation of a multilayer film can involve phase transitions in which 
the essential ordering takes place in the direction normal to the substrate 
as, for example, in layering transitions and the wetting transition. There 
is also the possibility of ordering in directions lateral to the substrate. 
In this category there are two basic phenomena. 

First, the adsorbate may demonstrate periodic lateral variation which is 
either commensurate or incommensurate with the variation of the substrate. 
In the adsorbate liquid phase, the variation should be commensurate as the 
liquid has no intrinsic periodic long-range structure of its own. However, 
when the solid forms, it is usually incommensurate with the substrate, so 
the melting transition is also a commensurate-incommensurate transition. 
Alternatively, there can be a commensurate-incommensurate transition be­
tween two solid adsorbed phases. 

The second type of lateral ordering transition is the epitaxial transi­
tion. This can take place when the substrate has a definite periodic struc­
ture and a specific group of symmetry translations (translations under which 
the substrate is invariant) parallel to the surface. A transition in which 
the corresponding symmetry group of the adsorbate changes from that of the 
substrate to a subgroup of it is called an epitaxial transition [21.85]. If 
the new symmetry group is not a subgroup of the substrate's symmetry group, 
then we have a commensurate-incommensurate transition [21.85]. The following 
is an example of an epitaxial transition. Suppose that the substrate surface 
presents a square array of adsorption sites, i.e., a potential V(r) which 
has the lateral symmetry of a square lattice with spacing a. If, in addition, 
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the adatoms have diameters d significantly larger than a, say d~V2a, then 
they will not be able to occupy nearest-neighbor sites. Rather, a dense 
layer may instead form on a square lattice of next-nearest-neighbor sites 
with spacing V2a. However, if the first layer is a dilute gas, then the ad­
sorbate density is likely to be the same at all sites. Between these two 
configurations there is an epitaxial phase transition which is either first 
order or continuous. 

Transitions involving lateral ordering have been extensively studied in 
the submonolayer to monolayer adsorption regime [21.86], but relatively little 
has been done for multilayer adsorption. Our discussion is drawn largely 
from [21.20], which treats a simple cubic Ising lattice-gas model in which 
there are repulsive nearest-neighbor interactions u1 and attractive next­
nearest-neighbor interactions -u2 between adatoms. Then u1' which represents 
hard core repulsion, drives an epitaxial transition such that one of two fcc 
sublattices becomes preferentially occupied. 

The principal aim of [21.20] is to determine the effects of lateral order­
ing on layering and wetting phenomena. Broadly speaking, the effects are mini­
mal in that layering and wetting transitions continue to be present under 
conditions such that epitaxy also occurs. There are, however, some changes 
in the various critical phenomena. For example, in the case of an interme­
diate strength substrate producing first-order wetting and a prewetting line, 
the prewetting transition is typically accompanied by epitaxial ordering. 
This 1 ine of first-order transitions terminates at a tricritical point6 be­
yond which there is a line of continuous epitaxial transitions as shown in 
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Fig.~1.7. Ad~orption phase diagrams showing regions of epitaxial ordering 
for lntermedlate (a) and strong (b) substrate potentials; PT is a tricriti­
cal point and the regions nS, n = 1, 2, ... , are domains of n-layer solid 
films; W- PI' is a line of first-order prewetting transitions, and there are 
continuous epitaxial transitions along the dashed lines. For still stronger 
substrate potentials. wetting may be absent altogether 

6 Critical endpoint behavior may also be possible. See [21.20] for a more 
detailed discussion. 
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Fig.21.7a. For stronger substrates producing wetting at all temperatures, 
layering transitions appear, with the first one playing the same role as the 
prewetting transitions in the intermediate substrate regime in that it is 
also an epitaxial transition ending at a tricritical point6 beyond which 
there is a continuous epitaxial transition, as in Fig.21.7b. For sufficient­
ly strong substrates, the epitaxy will be quenched in the first layer by the 
filling of both fcc substrates, and this effect can prevent wetting alto­
gether. As the potential parameters are changed, many variants of these simple 
pictures can be developed. For example, there may be not one but several re­
gions of epitaxy in ~-T space. The reader is referred to the original paper 
[21.20] for details. 

21.4 Summary and Future Directions 

In this chapter we have reviewed recent developments in theoretical research 
on multilayer physisorbed films including continuous and first-order wetting 
transitions, prewetting transitions, wetting by solid films, layering, and 

triple-point wetting. Many of the theoretical predictions have been qualita­
tively verified by experiments, although much remains to be done to estab­
lish detailed agreement. The prewetting and continuous wetting transitions 
have proven to be particularly elusive experimentally; both are being acti­

vely sought. 
We have not discussed the extensive work done on the importance (or lack 

thereof, in some cases) of fluctuations in the various phenomena. This topic 
is reviewed extensively in [21.6] and more briefly in [21.5]. Neither have 
we dealt with any dynamical properties of physisorbed films, a topic still 
in its infancy and on which much work has yet to be done. Some interesting 
problems of this kind are reviewed in [21.7]. Another area which is likely 
to receive more attention in the future is adsorption and wetting by films 
of nonspherical molecules such as liquid crystals. 

Finally, it would appear that the basic concepts encountered in wetting 
phenomena should be of utility in studies of numerous fascinating and com­

plex systems, such as microemulsions, for which there is currently no micro­

scopic statistical mechanical theory. 
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22.1 Introduction 

Thermodynamic arguments [22.1] show that when liquid and vapor phases co-exist 
in the presence of a surface several different types of behavior are possible: 
depending on the interfacial tensions between the three components, either the 
liquid can form droplets which contact the surface at a finite angle or it can 
spread out over the surface forming a uniform, macroscopically thick film in­
terposed between the surface and the vapor phase. In the former case the li­
quid is said to partially wet the surface, in the latter it is said to wet it 
completely. A third possibility is that it will not wet the surface at all 
or, viewed another way, that the vapor phase will be interposed between the 
liquid and the surface. Co-existing solid and liquid or solid and vapor phases 
on a surface are also expected to show the same basic pattern of behavior 

Only recently has it been recognized that the temperature and/or concentra­
tion dependence of the relevant interfacial tensions can be quite different 
and that changes in these quantities can shift the system from one wetting 
state to another. A change from a partial to a non-wetting state is described 
as a "drying transition"; when the change is from a partial to a complete 
wetting state, it is referred to as a "wetting transition". 

It has been suggested, for example, by Sullivan [22.2] that these alterna­
tive growth modes might result from competition between the microscopic for­
ces of adhesion and cohesion. It was proposed that complete wetting takes 
place when adhesive (adsorbate -substrate) interactions are dominant, that 
the non-wetting condition develops at the other extreme when cohesive (ad­

sorbate - adsorbate) interactions prevail, and that partial wetting results 
when adhesive and cohesive interactions are comparable in magnitude. 

Later, Pandit et al. [22.3] took up this basic idea and used it to develop 
a lattice gas model of adsorption. Analyzing their model in mean field appro­
ximation, they showed that many subtle gradations of wetting behavior were 

possible depending on the relative strengths of the adhesive and cohesive in­
teractions involved. Because their results provide a basic theoretical frame-
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work within which to view experimental wetting and layering studies we will 
review them briefly here. 

In the strong substrate regime where adhesive interactions are completely 
dominant, this model indicates that an infinite number of layering transitions 
should occur, each layering transition extending over a finite temperature 
range and ending at a critical point. When the temperature of the system is 
below the highest critical layering temperature, increasing the chemical po­
tential by adding adsorbate is predicted to cause the film to thicken layer 
by layer, the excess surface density diverging as the ch~mical potential ap­
proaches its bulk value. As the number of layers increases, the critical tem­
peratures of the individual layering transitions are expected to approach a 
limiting value, TR, called the roughen1ng temperature. Above TR the model 
predicts the sharp layering transitions to broaden rapidly and the film growth 
to become progressively smoother and smoother as the temperature rises. But 
even though layering no longer occurs, the excess surface density is still ex­
pected to diverge as the chemical potential approaches its bulk value. This 
divergence of the excess density is the identifying feature of complete wet­
ting behavior. Itis predicted to persist until the temperature reaches TC' the 
critical temperature of the co-existing bulk phases. Above TC' although smooth 
growth is thought to continue, the film thickness is not expected to diverge 
as the chemical potential approaches its bulk value. Thus, even a strong sub­
strate system is only believed to exhibit complete wetting behavior below TC. 

As cohesive interactions increase in strength relative to adhesive inter­
actions we enter the intermediate substrate regime. Here the picture changes 
and a new type of phase transition, the wetting transition, characterized by 
a wetting temperature, TW' is expected to appear. Three subregions have now to 
be distinguished. When the relative interaction strengths are such that TW<TR' 
we are in what Pandit et al. define as the layering subregion of the interme­
diate substrate regime. Above TW in this subregion, the system is predicted to 
behave like its strong substrate counterpart. But below TW' although layering 
transitions are expected to continue to occur, their number is predicted to 
decrease with decreasing temperature and the film is expected to remain of 
finite thickness indicating a partial wetting process. Thus in the layering 
subregion complete wetting is expected between TC and TW and partial wetting 

below TW. 
Further increasing the relative strength of cohesive to adhesive interact­

ions causes the wetting temperature to rise until, finally, TW exceeds TR and 
we enter a new part of the intermediate substrate regime called by Pandit et al. 
the prewetting subregion. Here the individual layering transitions are predic-
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ted to coalesce into a single thin-film to thick-film transition spanning a 
finite temperature range and terminating at a temperature called the prewetting 
temperature. At temperatures above TW but below the prewetting temperature, the 
film is expected to grow smoothly but remain thin as the chemical potential is 
increased until suddenly, at the thin-film to thick-film phase boundary, it 
is expected to make a first-order transition to a thick film and then continue 
to grow smoothly with the excess density diverging as the chemical potential 
approaches its bulk value. Above the prewetting temperature the system is pre­
dicted to behave like a strong substrate system. Thus in the prewetting sub­
region complete wetting should occur at temperatures between TC and TW and 
partial wetting below TWas in the layering subregion. What distinguishes one 
from the other is the dramatic change in the layering process. 

As the relative strength of cohesive to adhesive interactions is increased 
yet further, Tw will continue to increase and the model predicts that the 
thin-film to thick-film phase boundary will shrink until the prewetting and 
wetting temperatures coalesce into a single pOint, TCW' called the critical 
wetting temperature. Here we enter the third subregion of the intermediate 
substrate regime which Pandit et al. have named the critical wetting subre­
gion. In this subregion growth below TC but above TCW is expected to be smooth 
and to lead to divergence of the excess density. Below TCW' although growth is 
also predicted to be smooth, it is expected to lead only to films of finite 
thickness. Wetting is complete between TC and TCW and partial below TCW. 

Finally, in the weak substrate regime where cohesive interactions are com­
pletely dominant, the non-wetting condition is predicted to prevail. In this 
situation no overlayer film should form and only the bulk phase of the adsor­
bate is expected to appear. 

Although this lattice gas model represents a notable advance over previous 
wetting theories, Pandit et al. recognized that it had two important short­
comings. First, it assumed only one dense phase whereas in real systems both 
liquid and solid phase will appear. Second, there is a built-in assumption 
that the structures of the film and bulk phases are the same. It cannot, there­
fore, take into account effects arising from differences between film and bulk 
structures such as often occur in solid overlayers. 

Pandit and Fisher [22.4] later adressed the first of these points, noting 
that different bulk phases might have different interactions with the substrate 
and that a bulk triple point could bring about a discontinuous change in the 
relative strengths of adhesive and cohesive interactions and thus alter wet­
ting behavior. Alternatively, a change of state of the film, such as melting 
or a structural transition, might well be imagined to have a similar effect. 
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Adsorption isotherm measurements have confirmed the existence of the basic 
growth modes outlined above and have also provided clear evidence of layering 
transitions. However, they offer little insight into the underlying microscopic 
behavior of the system. Thus, interest has developed in probing these processes 
on an atomic scale. In this article we will review current efforts to apply 
spectroscopic methods to the study of both wetting and layering transitions, 
focusing our attention on physisorbed overlayers on graphite basal plane sur­
faces. All of the systems studied appear to be classifiable as either strong 
or intermediate substrate systems. Experiments of two types will be described: 
(i) electron diffraction studies of a number of gas films on single crystal 
graphite surfaces and (ii) X-ray and neutron diffraction studies of layering 
transitions in ethylene and xenon-ethylene films co-adsorbed on exfoliated, 
crystalline graphite powders. 

As will soon be evident, each of these spectroscopic methods has its par­
ticular areas of application. Electrons, being strongly interacting charged 
particles, are primarily scattered by the topmost layers of atoms and thus 
can be used not only to identify overlayer structures on single crystal sur­
faces but also to determine how they are oriented on such surfaces. But this 
sensitivity brings with it certain inherent limitations. In thick films elec­
trons probe only the outermost layers of atoms. Often multiple scattering 
makes interpretation of the scattered intensities difficult and electrons 
therefore tend to be of limited value for definitive structural determinations. 
Also, local ionization and heating effects sometimes disturb the structures 
being probed. Finally, there is the problem that vapor present in the system 
can obscure the surface scattering. To date this has restricted the use of 
electrons to systems where the vapor pressures can be kept below roughly 10-4 

Torr, although this limit may be raised in the future to perhaps 10-3 Torr 
by the introduction of differential pumping. As applied to physisorbed systems, 
the need to maintain low vapor pressures currently limits electron diffraction 
to the low-coverage and/or low-temperature regimes. 

X-rays and neutrons, in contrast, are not strongly interacting probes and, 
therefore, do not disturb even the most weakly bound films. Unfortunately, they 
lack the specific surface sensitivity of electrons and the employment of 
either X-rays or neutrons as surface probes has, until recently, only been 
practical when high-surface-area powder substrates are available to enhance 
the surface contribution to the scattering. And even when such powders are 
used the surface scattering is sometimes difficult to identify in the presence 
of a substantial background of substrate scattering. There are other draw­
backs to X-rays and neutrons as well. The need for large specific surface 
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areas limits application to those few special substrates which can be pre­
pared not only as fine powders but with single facet surfaces of high quality. 
It also introduces the possibility of capillary condensation which could easi­
ly alter the characteristics of wetting and layering transitions. But the 
weakly interacting probes offer certain compensating advantages. Once separa­
ted from the substrate part of the scattering, the surface contribution is 
free of multiple scattering effects. It is also insensitive to the presence 
of vapor. Furthermore, recent work with high-intensity rotating anode and 
synchrotron X-ray sources shows that X-rays can be successfully used on single 
crystal as well as powder substrates. Thus there is every reason to believe 
that X-rays, although not neutrons, will soon be routinely employed as probes 
of overlayer films on single crystal surfaces. 

22.2 Electron Diffraction Studies of Wetting Behavior 

Both low-energy electron diffraction (LEED) and reflection high-energy elec­
tron diffraction (RHEED) have proven to be very effective in examining the 
growth modes of films on single crystal surfaces [22.5 - 7]. LEED probes the 
structure and epitaxial orientation of the first few monolayers while RHEED 
is more sensitive to the rearrangement of the films into 3d crystallites. This 
is evident in studies of Xe, Ar, Kr, Ne, N2, O2, CF4, and CH4 films adsorbed 
on graphite basal pl ane surfaces [22.8 - 12], where LEED and RHEED techniques 
were used in conjunction to examine the behavior of the films. Investigations 
of layer formation in physisorbed systems have also been made using LEED alone 
[22.13,14] but these have tended to be less informative. 

In the following sections we will first briefly describe the experimental 
methods employed in electron diffraction studies of overlayer films and then 
summarize the results of the combined LEED-RHEED experiments mentioned above. 
Finally, we will describe a recent investigation of the wetting behavior of 
CF4 on graphite. This system will be discussed in considerable detail because 
it is the only one known in which a transition from partial to complete wetting 
takes place at a temperature below the triple point of the bulk adsorbate 
[22.11]. Occurring below the bulk melting temperature, the transition involves 
only solid phases. 

22.2.1 Experimental Methods 

The apparatus used for the LEED-RHEED experiments is shown schematically in 
Fig.22.1. The LEED diffractometer, designed specifically for measurements with 
electron beam currents as low as 10-9 ~, contains conventional, four-grid 
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Fig.22.1. Schematic of electron diffraction apparatus 
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optics followed by a channel plate intensifier and fluorescent screen. Accu­
racy of parameter determination with this instrument is about one percent 
[22.15]. A commercial Riber model 510 RHEED gun with magnetic focusing and 
x,y deflection plates is also incorporated into the system. Its screen (mo­
deled after one developed by Ina [22.16])is a plano-concave half sector of 
a sphere of radius 240 nm centered on the sample and can be viewed either 
directly (to give a conventional RHEED pattern) or via an angled plane mirror 
which gives a projection similar to a LEED pattern. In normal operation the 
beam is incident at a grazing angle of 2-3 degrees and the electron energy is 
set within the range 0 - 50 keV. A RHEED pattern is typically obtained using 
a current of about 10-8 ~ with an electron energy in the neighborhood of 
30 keV. 

For purposes of structural analysis both the LEED and RHEED patterns are 
photographed with a 35-mm Nikon camera. Ideally, azimuthal angle control is 
required for accurate structural determinations but that was not possible 
when the experiments described below were carried out. Instead, the azimuthal 
angle was simply determined to be 17 ± 2 degrees relative to the (01) axis of 
the reciprocal lattice of the graphite surface [22.10]. After this series of 
experiments was completed, however, azimuthal angle control was added to the 
apparatus. 

The cryogenic sample holder has been described previously [22.15]. It al­
lows samples to be maintained at any temperature between 8 and 200 K with a 
stability of 0.1 K or less. The absolute value of the temperature is estimated 
to be accurate to within ± 2 K. 
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Gas pressures in the ultrahigh vacuum chamber are measured with a Bayard­
Alpert ionization gauge calibrated against a Baratron capacitance manometer. 
A quadrupole mass spectrometer is used to monitor gas purity. 

Before starting an experiment the system is first baked at 160°C for 24 
hours which reduces the residual gas pressure to 10-10 Torr or less. Then, 
after baking, a monolayer of the adsorbate is condensed on the single crystal 
graphite substrate surface and its structure determined. If the measured lat­
tice parameter agrees well with the established value, the surface is assumed 
to be uniform and free of contamination. Film thickness is estimated from the 
impinging flux of adsorbate atoms. To do this, the deposition rate is calibra­
ted by measuring the attenuation of the graphite (01) LEED beam and assuming 
the sticking coefficient to be constant over the entire thickness range. 

22.2.2 RHEED Studies of Wetting 

a) Two- and Three-Dimensional Diffraction Patterns-Streaks vs. Spots 

RHEED patterns depend sensitively on the type of overlayer that forms. If com­
plete wetting occurs and the film condenses layer by layer, the diffraction 
pattern is composed of parallel streaks. Alternatively, if small 3D crystal­
lites form, sharp spots appear on the screen. In partial wetting cases both 
streaks and spots are observed simultaneously as long as the 3D crystallites 
(which sit on top of the uniform layers of the film) are small enough for 
appreciable beam transmission. 

Since detailed discussions of how RHEED diffraction patterns are formed 
can be found in [22.5-7] we will only give a brief summary of the basic ideas 
here. The reciprocal lattice of a 2D solid monolayer is a set of rods perpen­
dicular to the monolayer plane as shown in Fig.22.2a. Electrons of energies in 
the range 10 - 50 keV have wavelengths 1 ess than 0.1 t Thei r Ewal d sphere is, 
therefore, of large radius and its surface very nearly planar. The inter­
sections of the sphere with the rods -which determine the directions of the 
diffracted beams-are lines which appear as streaks on the observing screen 
concentric with the sphere. 

The penetration depth of electrons is only about 10 ~ when they are incident 
at grazi ng angl es on the order of 2 - 3 degrees. Thus, ina compl ete wetti ng 
situation in which the film is many layers thick, electrons will only be dif­
fracted from the top 3 or 4 layers of the film and the reciprocal lattice be­
comes effectively a set of rods (slightly modulated by interference effects 
between the individual layers of the film) whose intersections with the Ewald 
sphere produce a series of modulated streaks on the screen. 
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A -

Fig.22.2a,b. Formation of RHEED streak and spot patterns. (a) A uniform 
ordered monolayer on a flat substrate will diffract electrons like a two­
dimensional (2D) crystal. The reciprocal lattice (R) of such a crystal is 
composed of rods perpendicular to the crystal plane. For certain values of 
the electron azimuth and energy, one (or more) of these rods will be tangent 
to the Ewald sphere (E) and thus to the fluorescent screen (F) which is con­
centric with it. The electron beam is incident at an angle of 2-3 degrees. 
From view (A) streaks are visible; from view (B) (through the mirror M) the 
intersections of the reciprocal lattice rods with (E) (or F) give spots 
analogous to a LEED pattern [22.161. (b) Three-dimensional (3D) crystal­
lites (c) have reciprocal lattices of pOints rather than rods. The equiva­
lent Ewald construction gives a spot pattern on the screen whether it is 
viewed from (A) or (B) 

When small 3D solid crystallites are present, however, the reciprocal lattice 
is composed of points rather than rods as shown in Fig.22.2b. In this case it 
is evident that the RHEED pattern will consist of a series of spots correspond­
ing to intersections of the Ewald sphere with particular points of the reci­
procal lattice. 

bJ Experimentat ResuZts 

A number of investigations of the wetting of metal films on clean, uniform 
metal [22.5 -71 and semiconductor [22.7,17] surfaces have already been des-
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cribed in the literature. These systems, of course, form strongly bound, 
chemisorbed phases and it is doubtful that their wetting transitions take 
place under equilibrium conditions. To avoid this difficulty, we will restrict 
our review to studies of the more mobile and volatile physisorbed overlayers 
where equilibrium conditions are more easily achieved. The specific systems 
that will be discussed are Xe, Ar, Ne, N2 [22.8,10], Kr, O2 [22.9,10], CF4 
[22.11] and CH4 [22.12] on graphite basal plane surfaces. 

Xe, Ar, and Kr were observed to exhibit complete wetting behavior down to 
8 K, the lowest accessible temperature. CH4, Ne, N2, and O2, on the other 
hand, were found to be partial wetting systems at low temperatures. 

Figure 22.3a shows a typical RHEED pattern for a complete wetting system, 
Kr/Graphite, observed at 16 K with 30 keV electrons. The film was about 10 
monolayers thick. (Unit coverage is here defined as the amount of gas neces­
sary to form a commensurate, I3x 13 solid monolayer on the graphite basal 
plane surface.) As noted above, the modulation of the streaks-evident in the 
figure-increases as the films thicken until the number of layers ultimately 
reaches a limit determined by the grazing angle. In this particular apparatus 
the grazing angle is 2-3 degrees and the modulation amplitude ceases to 
change after about five monolayers are deposited. The indexing of the pattern 
is shown in Fig.22.3b and the Ewald sphere construction in Fig.22.3c. 

As an example of a partial wetting system, Fig.22.4a shows the RHEED pat­
tern obtained at 10 K from two solid Ne monolayers condensed on graphite. 
The streaks indicate that the bilayer forms two domains rotated + and - 17 
degrees with respect to the commensurate /jx /j orientation. The result agrees 
well with an earlier LEED study of a Ne monolayer on the same substrate 
[22.15]. Figure 22.4b shows the RHEED pattern of a 13-monolayer Ne film. 
Sharp spots are now visible along with the streaks indicating that 3D crys­
tallites have formed on top of the bilayer film .• A similar pattern of behav­
ior is observed with N2 [22.8,10] with O2 [22.9,10], and CF4 [22.10,11], the 
latter two at temperatu'res below 32 K and 37 K respectively. 

The results for both complete and partial wetting systems can be summarized 
as follows: 
i) When complete wetting is observed (Xe, Kr, and Ar), the structure of 

the monolayer or bilayer film is nearly identical to that of the dens­
est plane of the corresponding 3D phase. Differences in the lattice 
constant are typically less than one percent. 

ii) In partial wetting systems (Ne, N2, O2, and CF4) the 3D crystallite 
islands that appear at higher coverages have the same orientation as 
the bilayer domains on which they are (presumably) formed. 
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(a) 

(b ) 

Fig.22.4a,b. RHEEO pattern of Ne on graphite. (a) Two monolayers at 14 K 
showing streak pattern. (b) 13 monolayers at 8 K showing spot patterns in 
both the normal (Al and mirror (B) views (see Fig.22.2). This pattern is 
typical of partial wetting behavior 

iii) In the case of Ne, the nearest-neighbor spacing in the 3D crystallites 
is two percent greater than in the 20 layers that form on the surface. 

iv) In molecular systems, a considerable reorganization of the film struc­
ture occurs at the time the third or fourth layer is deposited. 
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22.2.3 Combined RHEED and LEED Studies of the CF 4-on-Graphite 
Wetting Transition 

a) RREED Measurements 

When one or two nominal layers of CF4 are deposited on graphite, the RHEEO 
pattern below 37 K consists of streaks, indicating a 20 phase. At 35 K, adding 
a third layer causes the pattern to disappear with a proportionate increase 
in the background. Only when two more layers are added, bringing the total 
to five, is the RHEEO pattern restored. It is then composed of streaks with 

(a) 

(b) 

Fig.22.5a,b. Comparison of RHEED patterns of CF4 on graphite above and below 
the wetting transition at 37 K. (a) 50 monolayers at 40 K. The modulated 
streaks indicate complete wetting. (b) 50 monolayers at 25 K. Only a spot 
pattern is visible indicating partial wetting 
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sharp spots close to the streaks indicating that a partial wetting system has 
formed with islands of 3D crystallites sitting on top of two to four uniform 
layers of film. 

This sequence is interpreted in the following way: the sudden disappearance 
of the pattern when the third layer is added clearly shows that the 20 bilayer 
is undergoing a dramatic restructuring. In the two-to-four layer regime, pro­
nounced local strains develop as evidenced by the RHEEO patterns which show 
some of the spots diffracted by 3D crystalites lying outside the streaks from 
the 20 portions of the film. The displacement of the spots indicates a 2 to 3% 
misfit between the 20 layers and 3D crystallites oriented parallel to the 
graphite surface. These strains, probably arising from a structural mismatch 
between the bilayer and either the thick 20 film or bulk 3D crystallites (or 
both), then cause clusters to form. 

As more CF4 is added the streak pattern gradually disappears and sharp 
spots emerge (Fig. 22. 5b). Presumably, at these hi gh coverages (20 - 100 mono­
layers) the surface is completely covered by 3D crystallites. But when the 
temperature is raised above 37K the pattern changes abruptly: the sharp spot 
disappear and a modulated streak pattern emerges (Fig.22.5a) indicating that 
a wetting transition has taken place and that the 3D crystallites have been 
replaced by a uniform, multilayer film. Alternately heating and cooling the 
system through the transition produces a slight hysteresis indicative of a 
first-order process [22.11]. It should also be noted that the transition occurs 
well below 89.5 K, the triple point of bulk CF4. 

An analysis of the RHEEO pattern shows that the plane spacing perpendicular 

to the surface is 7 ± 0.3 ~, which matches the {DOl} plane spacing (7 .29 ~) 
of the alpha phase of bulk CF4 [22.181. But a single azimuth is not enough to 
determine the epitaxial orientation of the 3D crystallite islands and more 
work (using the new azimuth control system) will be needed before this point 
can be clarified. 

bJ LEED Measurements 

Earlier it was mentioned that LEED is used to probe the structure and initial 
orientation (on the substrate) of the first few layers of adsorbed film. But 
it has other applications as well. LEED can also be employed to make equili­
brium adsorption isotherm measurements. This is done by observing the attenu­
ation of the (01) substrate spot intensity as adsorbate is added to the system 
at a fixed temperature. When complete wetting occurs the appearance of each 
new layer will cause a sharp drop in intensity, equivalent to a step in an ad­
sorption isotherm. As many as three or four distinct steps have been seen in 
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Fig.22.6. Adsorption kinetic measurements of CF4 on graphite. Plotted is 
the time dependence of the graphite (01) spot intensity under a constant 
flux of CF4 vapor as observed at different temperatures. The discontinui­
ties indicate successive monolayer condensation. For reasons of clarity 
the curves have been spaced five minutes apart 

this way [22.11,13,14]. Moreover, by plotting the logarithm of the pressure at 
which each step occurs against l/T, the heats of condensation can be easily 
determined [22.13,14,19,20]. These are a measure of the binding energies of 
the individual layers, quantities thought to be important in mediating wetting 
and layering transitions [22.3,21-23]. 

All of the LEED isotherm measurements made between 51 and 58 K are consistent 
with the view that the CF4 film completely wets the graphite surface in this 
temperature range. Unfortunately, it was not possible to extend the measure­
ments down to temperatures near the wetting transition temperature (37 K) be­
cause the vapor pressure of bulk CF4 is well below 10-10 Torr in this tempera­
ture range. It was, however, possible to obtain a set of what might be called 
"kinetic" isothenns by rapidly producing a given pressure within the ultrahigh 
vacuum chamber and then monitoring the decrease with time of the graphite (01) 
spot intensity [22.11] while holding the system at a fixed temperature. The 
resulting curves, plotted in Fig.22.6, exhibit discontinuities at higher tem­
peratures due to layered growth. Although the technique is limited by the 
depth penetration of LEED to films no more than two to three layers thick, 
these discontinuities should provide evidence of any decrease in the thickness 
of the uniform part of the film with decreasing temperature. And indeed, the 
30-K curve in Fig.22.6 shows no sign of the discontinuities that are evident 
at higher temperatures. Thus it appears that at this temperature the film 
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consists of 3D crystallites formed on top of one uniform layer. Assuming that 
this change in the character of the kinetic curves genuinely arises from a 
change in the structure of the overlayer and is not simply a manifestation of 
the reduced surface mobility of the molecules, it is reasonable to interpret 
the data of Fig.22.6 as indicating a wetting transition taking place somewhere 
in the interval between 33 and 42 K, consistent with the RHEED evidence of a 
transition at 37 K. 

LEED studies of the CF4/graphite system have also been made in the mono­
layer and multilayer regimes with results in good agreement with those obtained 
earlier [22.24]. The monolayer LEED pattern consists of six double spots in­
dicating a two-domain structure. It is close to being a commensurate 2x 2 
hexagonal 2D solid but slightly rotated with respect to the 2 x2 direction 
of the graphite surface. The same pattern is observed for a bilayer film. When 
the coverage is further increased, however, the LEED pattern disappears al­
together with a corresponding increase in the background. It reappears when a 
fourth layer is deposited but the six doublet spots of the bilayer are then 
replaced by six broad spots close to the 2 x 2 directions. When a fifth and 
sixth layer are added the intensity of these spots increases further. 

This evidence of a restructuring of the film above two monolayers agrees 
well with the RHEED experiments. We note, however, that the abrupt disappearance 
of long-range order occurs both above and below 37 K and is, therefore, un­
likely to be related to the wetting transition. Also, one should remark that 
for coverages below 10 monolayers there is no way to decide from the LEED 
pattern alone whether the system 'is exhibiting complete or partial wetting 
behavior. Above 10 monolayers, however, the LEED patterns above and below 
37 K are distinctly different. In the complete wetting regime above 37 K six 
broad spots are observed; below 37 K the six spots are replaced by six doublets 
corresponding to two hexagonal domains. Like those observed in the monolayer 
and bilayer systems, they are slightly rotated with respect to the 2x 2 direc­
tion. The corresponding lattice parameter is 4.5±0.2 ~ which is close to the 
nearest-neighbor distance in the close-packed {DOl} plane of the alpha phase 
of solid CF4 [22.18]. Earlier we mentioned that the LEED penetration depth 
is no greater than three or four layers. Since the whole surface is covered 
with 3D crystallites below 37 K at coverages above 10 monolayers, we have to 
assume that the 3D crystallites are oriented with a well-developed face paral­
lel to the graphite surface to explain the LEED pattern. Above the wetting 
transition the LEED pattern of broad spots implies a uniform, layered solid 
film with only short-range structural order. This probably results from de­
fects such as dislocations, stacking faults, grain boundaries, etc., in other 

623 



words, the usual mechanisms for strain accommodation in epitaxially grown 
overlayer films [22.25-27]. 

22.2.4 Summary of RHEED and LEED Investigations 

Complete wetting has been shown to occur in Xe, Kr, and Ar films on graphite 
down to 10 K. Films of CH4, Ne, N2, O2, and CF4 on graphite exhibit partial 
wetting behavior, while CF4 is found to undergo a wetting transition at 37 K. 
Above this temperature a multilayer 2D solid phase is formed. 

The results suggest the following general conclusions: 

i) In films that completely wet the surface the structural mismatch bet­
ween the first two or three layers and the thick film is negligibly 
small, typically less than one percent. 

ii) If the mismatch is greater than about two percent, considerable re­
structuring of the film takes place when it reaches a thickness of 
about two or three layers. 

iii) In partial wetting systems, the 3D crystallite islands that form are 
epitaxially oriented on the film surface. 

22.3 X-Ray and Neutron Studies of Layering Transitions 

X-rays and neutrons have also been used, although not as extensively as elec­
trons, to explore wetting behavior. All applications to date have been to 
layering transitions in partial wetting physisorbed systems. In this section 
our attention will focus primarily on one of these systems, ethylene (C2H4)/ 
graphite since it has been investigated in greater detail than any of the 
others and is regarded as a prototype system for the study of solid-on-solid 
layering transitions. 

The first evidence that ethylene does not completely wet graphite surfaces 
came from the adsorption isotherm measurements of Menaucourt et al. [22.28]. 
In 1977, when the measurements were made, the observed behavior pattern seemed 
bizarre and inexplicable. Now, viewed from the perspective of Pandit, Schick, 

and Wortis's theory of wetting [22.3], it can be recognized as typical of lay­
ering transitions in an intermediate substrate system. What Menaucourt et al. 
observed was that the isotherm below 80 K had only a single sharp step (indi­
cating formation of a single monolayer) and then the vapor pressure rose rapid­
ly to its bulk value. Between 80 and 98 K, however, two steps appeared and 
above 98 K the number increased to three. Heating the system above its triple 
point temperature, 103.8 K, caused the sharp steps to broaden and ultimately' 
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disappear indicating that the film thickness had then begun to increase smooth­
ly. From analysis of their measurements Menaucourt et al. deduced the critical 
points TnC of the three layering transitions to be TIC = 114.2 K, T2C =119 K, 
and T3C about 116 K. 

Later Larese and Rollefson [22.29] using the minimum of the nuclear magnetic 
resonance (NMR) spin-lattice relaxation time as the indication of melting, 
traced out the solid-liquid boundary of the C2H4 / graphite monolayer and bi­
layer phases. At coverages below 0.81 monolayers the film was found to melt 
at a fixed temperature of 69 K. Above 0.81 monolayers the melting temperature 
was seen to increase rapidly; then, at coverages above 1.1 monolayers, it 
restabilized at 89 K. Large spin-lattice relaxation times, indicating an orien­
tationally disordered solid, were observed in the solid phase down to 55 K. 
At all coverages below 1.3 monolayers, the film signal strength increased with 
coverage. Above 1.3 monolayers, however, it no longer changed. And at very 
high coverages (10 monolayers) the signal was seen to exhibit both the short 
decay time and the temperature dependence of the signal from bulk ethylene. 
It was inferred from this that at low temperatures, after approximately 1.3 
monolayers of film were deposited on the surface, a bulk solid phase started 
to form. 

22.3.1 Experimental Methods 

a) X-ray Spectrometers 

Two different X-ray spectrometers were employed for the investigation of ethy­
lene films on graphite. At the Massachusetts Institute of Technology, a rela­
tively low-resolution, 12-KW, rotating anode spectrometer like the one shown 
schematically in Fig.22.7a was used [22.30]. In this spectrometer slits define 
the beam divergence before the graphite crystal monochromator and between the 
monochromator and sample, while Soller slits determine the angular acceptance 
between the sample and the NaI detector. Typically, the spectrometer is opera­
ted with X-rays of wavelength 1.54 ~ and provided a longitudinal resolution of 
0.012 ~-1 (hwhm). 

The high-resolution measurements were made at Beamline VII-2 at the Stan­
ford Synchrotron Radiation Laboratory using a configuration like that shown 
in Fig.22.7b [22.31]. In this arrangement X-rays are emitted from an eight~ 
pole wiggler, then focused by a platinum coated, glancing angle mirror and 
monochromated by an asymmetrically cut, Ge{lll} double crystal monochromator. 
After scattering from the sample and reflection by a Ge{lll} crystal analyzer, 
the X-rays are detected by a NaI scintillation counter. Slits limit the in-
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Fig.22.7a,b. Schematic representations of X-ray spectrometers used for film 
studies. (a) Rotating anode spectrometer. (b) Synchrotron source spectrome­
ter 

cident and scattered beam divergences. All synchrotron source measurements 
were made with X-rays of 1.742 ~ wavelength and with a longitudinal resolution 
of 5 x 10-4 ~-1 (hwhm). 

b) Neutron Speatrometers 

Most of the neutron scattering work to date on layering transitions has been 
done with triple-axis spectrometers of the type shown in Fig.22.8. In these 
instruments Soller collimators define the beam divergence in front of the mono­
chromating crystal, between monochromating crystal and sample, between sample 
and analyzing crystal, and between analyzing crystal and BF3 or 3He detector. 
Most often, pyrolytic graphite crystals are employed as monochromators and 
analyzers. Since the scattering of interest in layering experiments is elastic 
in nature, the spectrometers are generally operated in the elastic configura­
tion, i.e., with the analyzing section set to accept only elastically scattered 
neutrons, although sometimes measurements are made in the two-axis mode with 
the analyzer crystal removed and the analyzer section aligned with the detector. 
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Fig.22.8. Schematic representation of a neutron triple-axis spectrometer 

Most measurements are made with 2.4 ~ neutrons using a pyrolytic graphite 
filter to remove higher order (shorter wavelength) contamination from the beam. 
Scattering vector resolution is typically in the range from 0.012 to 0.018 ~-1. 

c) Samples 

In the X-ray studies, loosely packed vermicular graphite is the substrate of 
choice because it has a large specific area, no significant preferred orien­
tation, and a surface coherence length in the neighborhood of 500 ~ [22.30]. 
For neutron studies a slightly more compressed vermicular graphite is preferred 
because a larger surface area per unit volume is needed to obtain satisfactory 
scattered intensities. (As a general rule, overlayer atoms have to constitute 
about 0.1% or more of the total number in the system if the substrate is to be 
satisfactory for neutron measurements.) In the X-ray experiments, surface 
areas are usually determined from krypton isotherm measurements. Nitrogen 
isotherms are more often used for the neutron measurements. In either case, 
unit coverage is defined as the amount of gas necessary to cover the basal 
plane surface with a 13 x 13 commensurate monolayer. 

All X-ray studies of adsorbed ethylene were made with non deuterated C2H4, 
as were the quasi-elastic neutron scattering measurements. However, deuterated 
ethylene (C2D4) was used for the neutron diffraction measurements since it is 
a more effective coherent scatterer. 

d) Diffraction from 2D Powders 

Detailed discussions of the diffraction profiles arlslng from scattering by 20 
crystals can be found in the literature [22.32,33]. Here we will give only a 
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brief outline of the factors underlying coherent (Bragg) reflection in 2D crys­
talline powder samples. 

As was noted above, the reciprocal lattice of an ordered 2D array consists 
of a set of rods perpendicular to the crystal plane. Defining the scattering 
vector Q= ki - kf , where ki and kf represent, respectively, the wave vectors 
of the incident and scattered photons (or neutrons), the condition for Bragg 
reflection by a 2D crystal reduces to the simple statement that Q must termi­
nate on a reciprocal lattice rod. In a powder composed of 2D crystallites there 
will be a minimum value of Q that will satisfy this condition. This will occur 
in crystallites with planes oriented parallel to Q; for other crystallites 
titled at progressively larger angles with respect to Q, the Bragg condition 
will only be satisfied for increasingly larger values of the scattering vec­
tor. This leads to a characteristic "sawtooth" 1 ineshape-the identifying 
feature of Bragg reflection from 2D powders- with the peak position deter­
mined by the spacing between the lines of diffracting atoms, the leading edge 
width by the range or spatial correlation in the crystallites, and the shape 
of the trailing edge by the orientational distribution of crystallites within 
the powder. Figure 22.9 shows a typical 2D diffraction profile: the (10) 
X-ray reflection from a commensurate Irx Ir Kr monolayer on graphite. The 
solid line is a powder averaged, finite-size-limited (500 ~), Gaussian line­
shape [22.34] folded with the instrument resolution. In this particular example, 
the resolution is smaller than the separation between experimental points. 

When the 2D crystallites are composed of a pair of commensurate layers of 
atoms rather than a single layer, interference effects can significantly alter 
the diffraction profile. If the overlayer is a close-packed bilayer, as is 
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fig.22.9. X-ray diffraction profile of a commensurate Kr monolayer measured 
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often the case, the width of the leading edge will remain the same but scat­
tered intensity will be shifted out from the peak to larger values of Q, 
making the profile appear flattened compared to its single layer equivalent. 
Examples of experimentally observed monolayer and bilayer powder diffraction 
profiles can be found in [22.31]. 

In both X-ray and neutron measurements the diffraction profiles of the over­
layer films are obtained by taking the difference between scattered intensi­
ties observed with and without the adsorbate in the sample cell. Corrections 
for absorption have also to be made to the X-ray (but not the neutron) data. 

e) Samples and The~ometry 

Since neither X-rays nor neutrons are strongly attenuated in passing through 
small amounts of vapor, and since both probes are normally used with samples 
of such large specific area that surface contamination is not a major problem, 
it is seldom necessary to maintain ultrahigh vacuum conditions in the region 
traversed by the beam. Typically, thin-walled cylindrical beryllium cells 
are used for the X-ray experiments while for neutron measurements cylindrical 
aluminum cells with walls about 0.5 mm thick are employed. Normal procedure 
is to bake the graphite (or other) substrate material in vacuum at high tem­
perature to remove surface contaminants and then load it into the cells under 
an inert gas atmosphere. Access for the adsorbate-usually introduced at a 
temperature near the upper end of the (bulk) liquid range-is provided by 
thin-walled capillaries attached to the cells. 

In all cases discussed here, the cells were clamped to the refrigeration 
blocks of Oisplex, closed-cycle helium refrigerators. This allowed the samples 
to be held at any fixed temperature between 12 and 300 K. Except for the high­
resolution X-ray measurements made at the Stanford Synchrotron Laboratory 
(where Si diodes were employed), calibrated Pt and Ge resistance thermometers 
fastened to the cells were used for all temperature measurements. With thermo­
meters of this type reproducibility is typically of the order of ± 0.01 K al­
though absolute values of the temperature are probably not determined to an 
accuracy of better than ± 0.1 K. 

22.3.2 X-Ray and Neutron Studies of Layering Transitions in 
Ethylene Adsorbed on Graphite Basel Plane Surfaces 

In Figure 22.10 we show a representative set of neutron diffraction scans taken 
with ethylene coverages between 0.75 and 1.5 monolayers [22.35]. The low 
coverage scan is typical of all low-temperature ethylene/graphite scans below 
0.83 monolayers. It shows a pair of typical asymmetric 20 peaks at 1.56 and 
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2.70 ~-1 which can be indexed as the (10) and (11) reflections from an incom­
mensurate, close-packed, triangular-lattice solid with a nearest-neighbor 
distance of 4.65 a. Both the neutron and NMR data indicate that this phase, 
which has come to be known as the LO solid, melts at a constant temperature 
of 68 K. Behavior of this type is typical of a 20 solid-liquid-vapor triple 
point such as is found in the Xe/graphite system [22.36,37]. Recent evidence 
obtained by Chan and his collaborators from heat capacity measurements [22.38] 
shows that there is also a coexisting 20 liquid-vapor phase boundary in the 
ethylene/graphite system in this coverage regime extending from 68 K, the triple 
pOint temperature, up to 110 K. The latter value is in reasonable agreement 
with the estimate by Menaucourt et al. [22.28] that T1C=114 K. Thus, below 
a coverage of 0.83 monolayers the adsorbed film forms a coexisting 20 solid 
and vapor phase up to 68 K; then it melts into a co-existing 20 liquid and 
vapor phase with a critical point temperature of 110 K. 

Above 0.83 monolayers the peaks at 1.56 and 2.70 ~-1 are still in evidence 
but a new reflection appears at 1.72 a-I showing that the higher coverage 
film consists of LO solid coexisting with a second, higher density solid phase. 
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Assuming the new phase-which has come to be known as the HD solid-also has 
a close-packed structure, the observed peak can be indexed as the (10) reflec­
tion from an incommensurate, triangular-lattice solid with a nearest-higher 
distance of 4.22 ~. At coverages above 1.05 monolayers only the 1.72 ~-1 peak 
remains (see Fig.22.10) indicating complete transformation to a film with a 
density matching that of the assumed HD triangular-lattice structure. 

Configuration energy calculations and steric considerations suggest that 
the C=C bond (which defines the long axis of the ethylene molecule) is parallel 
to the surface in the LD phase and that the LD-to-HD transition involves re­
orientation of the C=C bond from the parallel to the perpendicular direction. 
Similar transition have been observed in both O2 [22.39] and N2 [22.40] over­
layers on graphite. 

At coverages above 1.05 monolayers, new, symmetric, 3D diffraction peaks 
begin to appear but the intensity of the 1.72 ~-1 peak remains the same. The 
new peaks index as reflections of the monoclinic phase of bulk-solid ethylene 
[22.41] indicating coexistence of the HD solid monolayer with bulk ethylene. 
The neutron data thus directly confirm the isotherm and NMR studies from which 
it had earlier been inferred that bulk-solid ethylene forms at low temperatures 
in preference to a second layer. It should be noted that the appearance of 
bulk solid is also seen in the X-ray studies of ethylene on graphite [22.42]. 

When the LD solid is heated, the neutron data show that it expands slightly 
and then melts at 67 K as indicated by the NMR measurements. There is evidence 
of a slight thermal expansion of the HD solid on heating as well. At 72 K, 
however, an abrupt change is seen in the higher coverage diffraction pattern: 
along with the HD peak at 1.72 ~-1, a new Bragg peak appears at 1.64 ~-1 in­
dicating formation of a lower denSity, incommensurate solid phase. This phase 
is be 1 i eved to be the LD so 1 i d phase, compressed - at the higher coverage - to 
a higher denSity. Earlier referred to in the literature as the ID solid phase, 
it has more recently been given the name "compressed LD solid phase" since it 
is thought to evolve continuously at higher coverages and temperatures by 
compression of the LD solid. With further heating, the compressed LD solid is 
seen to expand slightly and then melt in the temperature range 85-90 K as 
observed in the NMR experiments. The HD-solid to compressed-LD-solid phase 
transition shows a hysteresis of about sK. There is also evidence that the 
HD and compressed LD solids coexist. Thus, the phase change appears to be a 
first-order, two-dimensional, incommensurate-solid to incommensurate-solid 
transition. 

Quasi-elastic neutron scattering measurements [22.43] show that molecules 
in the LD phase begin to rotate freely at about 30 K. Below this temperature, 
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some type of orientational ordering process sets in but no evidence of an 
orientationally ordered phase is seen in diffraction data. This has led to 
the suspicion that the low-temperature state is one of "frozen-in" orienta­
tional disorder as suggested by recent molecular dynamics simulations [22.44]. 
These simulations also suggest that the HO phase forms an orientationally 
ordered herringbone structure between 12 and 48 K. No evidence of such ordering 
has ever been found in neutron diffraction measurements. "However, it is known 
from quasi-elastic scattering measurements that molecular rotation in the HO 
phase becomes too slow to be observed at low temperatures. 

From what has been said thus far, it can be deduced that the single step 
in the isotherm at 77 K-measured by Menauaourt et al. [22.28] represents at 
first the formation of a coexisting 20 liquid and vapor film. As the coverage 
is increased further, it also includes a sequence of successive transitions 
to a pure 20 liquid,to a coexisting 20 liquid and compressed LO solid, and, 
finally, to a pure compressed-LO-solid monolayer. In the temperature range 
between 80 and 98 K, where two-step isotherms were observed, the same transi­
tion sequence must have been followed for the first step. The X-ray scans of 
Fig.22.11 show what happens on further increasing the coverage. At 0.92 mono­
layers, only the (10) peak from the compressed LO solid is evident. But when 
the coverage is increased to 1.55 monolayers the diffraction pattern changes 
to the more flattened form characteristic of a bilayer. Additional structure 
also appears, which is identifiable, in the higher coverage scans, as coming 
from bulk, monoclinic-solid ethylene. Thus the X-ray scans show clearly the 
sequence of transitions from monolayer to bilayer to 3D solid. It should be 
noted that the solid lines fitted to the three higher coverage scans in 
Fig.22.11 were obtained assuming a primary 20 scattering vector Q10 = 1.58 ~-1 
and a close-packed, triangular-lattice bilayer film plus bulk ethylene. Al­
though, the quality of fit is good and clearly identifies the film part of 
the scattering as arising from a bilayer solid, it should not be viewed as 
providing a definitive determination of the bilayer structure. 

Another interesting and informative way to study layering behavior is to 
place sufficient ethylene in the cell to assure a 3D as well as 20 contribu­
tion to the scattering and then monitor the temperature dependence of the 
3D Bragg reflections. Figure 22.12 shows a sequence of such scans, made with 
X-rays, in which the individual layering transitions are clearly evident as 
sharp drops in intensity as ethylene is shifted from the bulk to the film 
phase. The drop at 75 K is the monolayer to bilayer transition. Although not 
as well resolved, the transition from bilayer to trilayer at 98 K is also evi­
dent. Layering transitions like those seen here should represent triple points 
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with two film phases and 'a bulk phase coexisting. Thus, each such transition 
would be expected to occur at a fixed pressure and temperature. This is not, 
in fact, what is observed. The layering transition temperatures decrease 
slightly as more material is added and each transition is spread out over 
a finite temperature interval. Furthermore, scattering from 3D crystallites 
appears at pressures below the saturated vapor pressure. These extraneous 
effects are thought to arise primarily from capillary condensation although 
both surface inhomogeneities and the broad distribution of particle sizes in 
the substrate could also be contributing factors. 

Determining what happens after the third layering transition takes place, 
i.e., at temperatures above 98 K, is less straightforward. Adsorption isotherms 
measured at temperatures of 103 K and 105.8 K, i.e., just below and just above 
the bulk-solid triple point temperature of Tt = 103.75 K, appear nearly identi­
cal: they show three steps and then, after the third step, the definitive in­
dication of complete wetting behavior-a smooth, asymptotic increase in pres­
sure towards the bulk coexistence value. No sign of a fourth layering transi­
tion could be found even though a warming scan (like that of Fig.22.12), made 
with the equivalent of six monolayers of ethylene in the cell, showed bulk­
solid ethylene to be present right up to Tt . There was, however, clear evi­
dence of hysteretic behavior, i.e., X-ray profiles obtained as part of an 
adsorption isotherm at 103 K showed no indication of the coexisting bulk-
solid phase seen in the above-mentioned warming scan. Even with the equivalent 
of eight monolayers of ethylene in the cell, only a liquid-like structure 
factor appeared. But, from the perspective of Pandit et al. [22.3] what is 
really of interest is not the hysteresis, which is an expected feature of 
first-order phase changes, but rather the fact that a transition from partial 
wetting behavior below Tt to complete wetting behavior above Tt could take 
place without the system ever exhibiting more than three layering transitions. 
We can only conjecture that a shift to some type of prewetting behavior in the 
temperature interval between 98 and 103 K preempted further layering transi­
tions. A similar effect was observed in the CC1 4/graphite system [22.45] and 
may, in fact, be characteristic of triple point wetting. 

One final question remains to be addressed: at what temperature exactly 
does the transition to complete wetting occur? Hysteresis makes it difficult 
to give a precise answer but if the disappearance of the coexisting bulk 
phase is used as a criterion of complete wetting, then in the ethylene/graphite 
system complete wetting begins either at, or very close to, 103.75 K, the 
bulk triple point temperature. 
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22.S.S X-Ray and Neutron Studies of Layering Transitions in 
Co-Adsorbed Xenon and Ethylene Films on Graphite 

In attempting to come to grips with the details of the wetting process, our 
attention has thus far been centered on how different adsorbates behave on 
graphite basal planes. But there is another potentially interesting way to 
approach the problem: it is also possible to focus one's attention on a given 
adsorbate and see how the presence of a second adsorbate influence its wetting 
and layering behavior. In this section we will review briefly what has recently 
been learned about the influence of xenon on the layering transitions of ethy­
lene [22.46]. 

Xenon is known to form a stable, triangular-lattice solid monolayer on 
graphite surfaces [22.36,47]. Like other incommensurate solid monolayers, the 
xenon solid is reasonably compressible: depending on coverage and temperature 
the nearest-neighbor distance (a ) can expand to as much as 4.56 R (QI0~ 

0-1 nn 0 Q-l 
1.59 A ) or be reduced to as little as 4.32 A (QlO= 1.68 A ). But even at 
the highest coverages the solid cannot quite be forced into 13 xl3 registry, 
i.e., ann cannot be reduced to 4.26 R (QlO=1.70 R-1). Solid xenon monolayers 
melt at about 100 K at all coverages between 0.1 and 0.73 monolayers; above 
0.73 monolayers the melting temperature rises, reaching 140 K at unit coverage 
and continuing to higher temperatures as the coverage is increased further. 
The xenon/graphite system has the distinction of being one of the few known 
solid-on-solid systems that exhibits complete wetting. Since it shows every 
evidence of being extremely stable, the adsorbed xenon solid has long been 
assumed to act as an inert substrate for other, less tightly bound overlayers. 
All that was thought to be necessary to maintain a xenon underlayer film was 
that the system temperature be kept well below the xenon monolayer melting 
temperature. Indeed, xenon "preplating" has often been used for surface modi­
fication. But as will soon be evident, the xenon layer can, and-in some 
circumstances-clearly does, playa far more active role than had originally 
been imagined. 

Exploring fully the properties of two-component overlayers requires that 
the behavior of each component be investigated separately. This can be done 
for the xenon-ethylene system by combining the results of X-ray and neutron 
diffraction measurements. X-rays are strongly scattered by xenon but not by 
ethylene; for neutrons, exactly the opposite situation prevails. Thus, xenon 
diffraction peaks will be relatively prominent on X-ray scans and ethylene 
peaks much less evident, while on' neutron scans (deuterated) ethylene peaks 
will be prominent and xenon peaks almost unobservable. 
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Fig.22.13. X-ray (xxx) and neutron ( ••• ) diffraction peaks from a xenon:ethy­
lene=O.2:0.8 monolayer. The solid lines are guides to the eye 

Figure 22.13 shows X-ray and neutron diffraction data obtained from a 
xenon: ethylene = 0.2: 0.8 monolayer film on graphite. Profiles like those 
on the left-hand side of the figure were observed at all temperature below 
65 K. The X-rays show the strong, asymmetric (10) peak at 1.65 ~-1 typical 
of a solid xenon monolayer. There is also a weaker, but recognizable, ethy­
lene peak at 1.73 ~-1. The neutrons, on the other hand, show only a well­
defined, asymmetric 20 peak at 1.72 A-I. This, as we earlier saw, is the 
(10) peak of the ethylene HO solid phase. [The peak at 1.73 E-l in the X-ray 
scan is the (10) HO ethylene peak. It appears at a slightly larger value of 
Q because the film is slightly more compressed.] The right-hand side of Fig. 
22.13 shows X-ray and neutron scans typical of those observed above 69 K. 
Here, nearly identical X-ray and neutron peaks appear at 1.62 a-I. 
Evidently, the ethylene film has undergone the same HO-solid-to-compressed­
LO-solid transition observed in the pure ethylene overlayer. This, in itself, 
is not unexpected. What is surprising, however, is that at the higher tem­
perature the xenon and ethylene films appear to have identical structures. 
f4oreover, investigation shows that the HO-sol id-to-compressed-LO-sol id phase 
transition shifts monotonically to lower temperatures with increasing xenon 

636 



concentration. And, in addition, it is found that the high-temperature solid 
phase melts at a temperature some 6-10 K higher than the equivalent pure com­
pressed-LD-solid ethylene phase. Thus, at low temperatures it appears that 
there is a separation of the monolayer into either pure xenon and pure eth­
ylene solid phase or (more likely) into xenon-rich and ethylene-rich solid 
phases. And at higher temperatures the evidence suggests that the system 
undergoes a mixing transition, possibly coinciding with the HD-solid-to­
compressed-LD-solid phase transition, which converts the monolayer into a 
mi xed xenon-ethyl ene soli d phase wi th the same - or nearly the same - structure 
as the equivalent pure xenon and ethylene phases. Indeed, it is quite possible 
that the essentially identical structures of the pure xenon and compressed-LD­
solid ethylene phases are the reason for the formation of a mixed solid phase. 

Figure 22.14 shows diffraction data obtained from a higher-coverage xenon: 
ethylene = 1: 1 overlayer on graphite. On the left the 40-K X-ray profile shows 
a compressed xenon (10) monolayer peak at 1.70 R-1. The structure on its 
leading edge is identifiable in the neutron scan as the (110) peak from bulk 
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more symmetric neutron peak on the left originates from 3D bulk monoclinic­
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monoclinic ethylene. At this higher coverage and relatively low temperature 
3D bulk ethylene evidently coexists with a commensurate or nearly commensurate 
monolayer film that is either a highly compressed pure xenon or (more likely) 
a xenon-rich 20 solid. Ethylene seems not to wet the xenon covered graphite 
surface, at least under these conditions. As before, striking changes take 
place in the film at higher temperatures. The scans at 91.5 K plotted on the 
right show markedly asymmetric peaks at 1.64~-1. Noticeab~y flatter than the 
monolayer peaks of Fig.22.13, the profiles strongly suggest (see also the pro­
files of Fig.22.11) the formation of a structurally ordered bilayer. The flat­
tened peaks first appear at 82 K and persist to about 95 K. Since the X-ray 
and neutron scans show peaks of nearly identical shape, it is clear that both 
xenon and ethylene are present in each layer. Thus a layering and, possibly 
at the same time, a mixing transition appears to have taken place somewhere 
below 82 K, converting the system from coexisting 3D solid ethylene and 20 
xenon (or xenon-rich) phases into what seems to be a mixed bilayer. This bi­
layer phase is found to melt at about 95 K, i.e., some 6K higher than the 
pure ethylene bilayer but nearly 60 K lower then its pure xenon equivalent. 
As would be expected, the leading edge of the bilayer peak begins to broaden 
at the onset of melting. But when the coverage is increased, something quite 
surprising occurs: a peak appears at 1.73 ~-1. This structure, evident in 
both X-ray and neutron scans, is as yet unexplained. It is probably the ori­
gin of the slight bump at 1.73 ~-1 in the high-temperature X-ray profile of 
Fig.22.14. 

Investigation of subsequent layering transitions is most conveniently done, 
as before, by monitoring the intensities of the bulk-ethylene diffraction 
peaks. The data in Fig.22.15 compare the temperature dependence of the inten­
sity of the {200} neutron diffraction peak of bulk monoclinic-solid ethylene 
in a xenon.: ethylene = 1: 6 system on graphite with that observed in a 0: 6 
system, i.e., in an equivalent system containing ethylene alone. In the 1: 6 
system there is an abrupt change in slope at about 68 K when the transition 
from a pure xenon monolayer to a mixed bilayer takes place. A similar change 
in slope occurs at about 73 K in the 0: 6 system indicating, in this case, 
formation of a pure ethylene bilayer. The data are not of sufficient quality 
to identify third layer formation, which certainly occurs in the 0 : 6 system 
(see Fig.22.14), and probably takes place in the 1: 6 system as well. In both 
systems the bulk phase melts at 104 K and complete wetting begins. Curiously, 
the monolayer to bilayer transition, aside from a slight shift in temperature, 
seems little affected by the fact that, in the first case, it starts from a 
layer of pure (or nearly pure) xenon and, in the second case, from pure ethy-
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leneand that the bilayer, when it appears, seems to be made up, in the first 
instance, of a mixture of xenon atoms and ethylene molecules and, in the sec­
ond instance, of ethylene molecules alone. Moreover, the transition to com­
plete wetting behavior seems completely unaffected. In view of the large dif­
ferences in the cohesive and adhesive interaction energies of the xenon and 
ethyl eRe components of the film, such behavior is, to say the least, quite 
unexpected. 

22.3.4 Summary of X-Ray and Neutron Investigations 

Ethylene/graphite has long been thought to be the prototype partial wetting 
system and, indeed, it shows many of the characteristics predicted for such 
systems by Pandit et al. [22.3]; in particular, it shows a sequence of layering 
transitions occurring with increasing temperature. The layering transitions are 
themselves complex processes and sometimes involve several overlayer phases. 
Only three layers are observed to form. Further layering, therefore, appears 
to be prevented by some change in the properties of the system as it approaches 
the bulk triple point temperature. Above the triple point temperature, complete 
wetting occurs. 

Introducing a monolayer of xenon into the ethylene-on-graphite system dra­
matically alters the properties of individual layers that form on the surface 
but has surprisingly little effect on the layering transitions themselves or 
on the ultimate wetting behavior of the system. In spite of the fact that the 
first layer in the two-component system is pure xenon, not ethylene, and the 
bilayer appears to be a xenon-ethylene composite, not separate xenon and ethy-
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lene layers, the layering transitions occur very much as in the pure system. 
And, as in the pure system, the transition to complete wetting behavior takes 
place at the bulk-ethylene triple pOint temperature. Even though the cohesive 
and adhesive interaction energies of the two components are different enough 
to produce phase separation at low temperatures, layering and wetting appear 
1 ittle affected. 
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