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Preface

This volume contains review articles which were written by the invited speak-
ers of the seventh International Summer Institute in Surface Science (ISISS),
held at the University of Wisconsin - Milwaukee in July 1985. The form of
ISISS is a set of tutorial review lectures presented over a one-week period
by internationally recognized experts on various aspects of surface science.
Each speaker is asked, in addition, to write a review article on his lecture
topic. No single volume in the series Chemistry and Physics of Solid Surfaces
can possibly cover the entire field of modern surface science. However, the
series as a whole is intended to provide experts and students alike with a
comprehensive set of reviews and literature references, particularly empha-
sizing the gas-solid interface. The collected articles from previous Summer
Institutes have been published under the following titles:

Surface Science: Recent Progress and Perspectives, Crit. Rev. Solid
State Sci. 4, 125-559 (1974)

Chemistry and Physics of Solid Surfaces, Vols. I, II, and III (CRC Press,
Boca Raton, FL 1976, 1979 and 1982), Vols. IV and V, Springer Ser. Chem.
Phys., Vols. 20 and 35, (Springer, Berlin, Heidelberg 1982 and 1984).

The field of catalysis, which has provided the major impetus for the de-
velopment of modern surface science, lost two of its pioneers during 1984
and 1985: Professors G.-M. Schwab (1899-1984) and P.H. Emmett (1900-1985).
Both of these distinguished scientists have been associated with ISISS;
Professor Emmett presented the opening lecture at the first Summer Institute
in 1973 [P.H. Emmett: "Fifty Years of Progress in Surface Science", Crit. Rev.
Solid State Sci. 4, 127, 1974] and Professor Schwab's opening lecture at the
fourth Summer Institute appeared as a review article in Volume III of this
series [G.-M. Schwab: "Development of Kinetic Aspects in Catalysis Research,"
Chemistry and Physics of Solid Surfaces III (CRC Press, Boca Raton, FL 1982)
p.1], although Professor Schwab was at the last minute prevented by i1l
health from attending the meeting. Chemistry and Physics of Solid Surfaces
VI is dedicated to the memory of Professors Schwab and Emmett, and tributes
to them are presented in Chaps. 1 and 2 by their former students Professors
J.H. Block and W.X. Hall.

The Tinks between classical catalysis and modern surface science pioneered
by Schwab and Emmett are developed further in this volume by Sinfelt, who
reviews the subject of catalysis by metals with particular emphasis on sup-
ported bimetallic clusters. Hall uses the molybdena-alumina system to illus-
trate progress in the understanding of supported transition metal oxide
catalysts, while recent advances in the structure determination of zeolite
catalysts are reviewed by Thomas. The use of model single-crystal surfaces
to investigate the effects of promoters and poisons on catalytic reactions
is discussed by Goodman. Models of a different kind are described by Gates,
who reviews the use of organometallic complexes to prepare metal cluster cat-
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alysts supported on high-surface-area metal oxides. Madix describes the use
of synchrotron radiation to characterize adsorbed species, and the thermody-
namics and kinetics of weakly chemisorbed phases are discussed by Grunze. The
kinetics of surface reactions is covered by Yates. Campion describes how re-
cent advances in instrumentation now permit Raman spectra to be obtained
from adsorbed molecules on single-crystal surfaces without surface enhance-
ment.

Advances continue to be made in the various forms of microscopy for exam-
ining surface structures. Smith describes the use of high-resolution elec-
tron microscopy to observe surface features, and the new technique of scan-
ning tunneling microscopy for measuring surface topography is reviewed by
Behm. Tsong describes the study of gas-surface interactions with the time-
of-flight atom-probe field ion microscope, and Melmed gives an account of
the current status of field emission microscopy.

Electron scattering from surfaces is considered from a theoretical view-
point by Tong, while Bauer describes the use of low-energy alkali ion scat-
tering to determine surface structures. Kirschner outlines the use of spin-
polarized electrons in various surface analytical techniques. The relatively
novel technique of inverse photoemission spectroscopy is reviewed by Dose.
Himpsel discusses surface electronic states, and the subject of wetting of
solid surfaces by adsorbed layers is covered in the the final chapters by
Passell and Ebner.

As in previous volumes, an extensive subject index is provided.

We would 1like to thank the sponsors of ISISS: the Air Force Office of
Scientific Research and the Office of Naval Research (Grant No.
N00014-85-G0140) as well as the College of Letters and Science, the Labora-
tory for Surface Studies and the Graduate School of the University of
Wisconsin-Milwaukee for making both the conference and publication of this
volume possible. The cooperation of the authors and the publisher in achiev-
ing rapid publication is also acknowledged.

Milwaukee, Auckland R. Vanselow
October 1985 R.F. Howe
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1. Georg-Maria Schwab:
Early Endeavours in the Science of Catalysis

J.H. Block

Fritz-Haber-Institut der Max-Planck-Gesellschaft, Faradayweg 4-6,
D-1000 Berlin 33

Georg Maria Schwab, one of the few Grand Seigneurs in the field of catalysis,
died on 23 December 1984, at the age of 85. The sad news of his sudden death
came as a surprise since he had been mentally sharp and in excellent health

up to the last days of his life. Indeed, he was studying the weather forecast

a few days before he died, planning to spend part of Christmas vacation skiing
in the Alps. Schwab was active in science till the end of his life. At the

VIII International Congress on Catalysis, of which he was the Honorary Presi-
dent, in 1984 in Berlin, Georg-Maria Schwab impressed a large international
audience with his excellent scientific lecture. And a few years ago, long after
his retirement, Schwab contributed with the "Development of Kinetic Aspects in
Catalysis Research" to the 4th International Summer Institute in Surface Science.

The early development of science in catalysis is closely connected with the
name Georg-Maria Schwab. He was, like Paul Emmett, one of the great old masters
of catalysis, who introduced a scientific foundation to a field which was till
then only poorly empirical. As a former student and junior colleague of Schwab
in the 50s, the honor falls upon me to present here a sketch of his Tife and
to describe the great influence his thinking and work had upon science.

There was much in Schwab's life that was unusual. The direct personal con-
frontation with contradictions early on in life may partially explain Schwab's
independence. Although born in Berlin, in 1899, he had Bavarian citizenship,
which in the Prussia of that time was equivalent to being a foreigner. The
reason for this pecularity was his parents' origin in Bavaria; his father had
been displaced to Berlin where he was managing editor of an important newspaper.
Schwab's role as an outsider lead to a certain restraint regarding the mili-
tary orientation of Prussia and the obedient respect for authority, which was
so much a part of a Prussian upbringing. Consequently, when he was called to
serve in World War I as a 18-year-old, he pledged his allegiance not to the
Prussian flag, but to the Bavarian.

In 1918 he returned safe and sound from the battlefield of Flanders and be-
gan to study chemistry in Berlin. After his examinations he joined the labo-
ratory of Walter Nernst, where he received his doctor's degree in 1923 with a
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work on the properties of ozone, which was performed under the guidance of
Professor Riesenfeld. Today it is hard to remember that back in the 20s the
question was still open as to whether ozone, as a high-atomic-weight modifi-
cation of oxygen, also included oxozone, 04. Schwab's task was to determine
the amount of active oxygen species (that is, oxygen species higher than 02)
in the form of 03 and possibly 04 from vapor density measurements and jodine
titration. The presentation of this early problem was argumentatious; typical
for Schwab. He set forth a certain doubt or contradiction as his premise and
then used the result of his experiments to solve the problem: Both methods,
titration and vapor density, only give the right amount of 03 and 04 in the
composition when used in combination with fractional distillation. In Schwab's
own words: "Applied alone or together, they only lead to the correct molecular
weight when this weight is assumed from the beginning. This logical error is
inherent in most of the work done on ozone in the last century". And so, with
his dissertation, G.-M. Schwab had refuted the theory of oxozone.

A similar situation, by the way, arose a few years later with hydrogen.
Triatomic hydrogen, H3, also called ozone hydrogen, was haunting the litera-
ture. Sir J.J. Thomson had found Hg ions during his first studies with the
mass—spectrometer and surmised that it was formed by the ionization of neutral
H3. Since the differences in characteristics and stability between neutral
molecules and ions were not yet very clear, there were quite a few people who
were searching for neutral Hj. Among them were Wendt and Landauer from Chica-
go, and also Paneth and co-workers from Berlin, who published methods for pro-
ducing and identifying H3. At that time Schwab and Seuferling were occupying
themselves with the chemical processes of silent discharges (coronas), includ-
ing those of hydrogen, and so they also investigated this question. They were
particularly suspicious of the reaction of H3 with elemental sulfur, which was
supposed to yield easily traceable HZS’ so they developed a detection procedure
using arsenic. The formulation of their results was logically consistent, but
cautious: "We consider it proven that in silent discharges at 50 mm pressure
some kind of active hydrogen is formed. For the time being we cannot and do not
want to say anything about its nature. It could quite well be identical to
atomic hydrogen" [quote from Z. Elektrochem. 34 (1928)].

Today we know that the identification methods used then were not very speci-
fic, and that, for example, vibrationally excited molecular hydrogen reacts
differently from molecular H2 in its ground state. And in fact, as early as in
1927 Paneth discredited the theory of "ozone hydrogen", so Schwab's cautious
conclusion was indeed justified.



After receiving his doctorate, Schwab worked for more than two years with
Max Bodenstein, Nernst's successor. His work at this time was mainly concerned
with the kinetics of gases under the influence of electron excitation. The
first catalytic investigations came about by chance when it was noticed that
on glow cathodes during electron impact on methane, the electron excitation
led to different products than did thermal activation on the cathode surface.
This was the first time that the Polanyi theory of catalysis was mentioned and
the occurrence of an active state with intermediate atomic states was assumed.

These few examples give an idea of Schwab's first scientific papers which
at the outset had mostly to do with the characteristic and reactions of gases.
Schwab's scientific productivity spans 62 years. His first paper "The Additi-
vity of the Critical Volume as a Quantum Function" [1.1] appeared in 1922. It
dealt with a comparison of the mole volumes of different gases. His last paper
"On the Apparent Compensation Effect" [1.2] appeared in 1984. In the time bet-
ween these two publications a diverse assortment of nearly 300 scientific publi-
cations appeared with a very unusual breadth of scope, in contrast to the usual
narrowness of a researcher's specialty nowadays. He published important papers
on everything from reactions in solids to inorganic chromatography, from pho-
tochlorination to ferment models, from homogeneous gas kinetics to the photo-
graphic process, from the Kjeldahl reaction to parahydrogen conversion, but
his most important work was on heterogeneous catalysis, and it is this field
which we now examine more closely.

In 1931 Schwab published a book, "Catalysis From the Standpoint of Chemical
Kinetics", to great acclaim. Fundamental laws of heterogeneous kinetics were
developed. It became a classical issue, was translated into many languages and
gained Schwab international recognition.

Forty-five years ago a book appeared which became a milestone on the path of
catalytic research. The book was the "Handbuch der Katalyse" and it was written
by G.-M. Schwab. In the introduction to this Handbook series Professor Schwab
wrote: "Today we still ask with the same unsatisfied curiosity why a certain
substance catalyses a particular reaction or does not. Even today this is still
an unsolved riddle of catalysis."

We should ask ourselves whether, and if so, to what extent, the question
G.-M. Schwab posed 45 years ago can be answered today. In the time since then
a large number of effective analytical procedures to characterize the surfaces
of catalysts have been thought of and tested. We know a wealth of details about
crystallographic structures and their chemical composition, about the proper-
ties of adsorption layers and the dynamics of interactions at interfaces. But
although over four tumultuous decades of development in interface research lie
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behind us, the question G.-M. Schwab asked, why a particular substance will or
will not catalyse a particular reaction, is close to being answered only in a
few special cases.

If we trace the development of catalysis by using Schwab's work as a basis,
we come across many old fundamental questions which today have been approached
with new methods. Many of Schwab's earlier papers have been consigned to obli-
vion and many phenomena already described in Schwab's work have, sometimes re-
invented, now become major research fields.

The theory of "adlineation", which he developed with Pietsch, was a counter-
part to H.S. Taylor's concept of "active centers". In his paper on the topo-
chemistry of contact-catalysis Schwab wrote: "We can by now describe the active
centres as homogeneous lines, an interpretation within which kinetics laws re-
tain their original validity, also if the existence of active areas is proven"
[1.3]. Aspects of this theory of adlineation can be found in more recent papers
dealing with the influence of Tine defects of edges and steps on surface re-
actions, such as the work done by G. Somorjai.

Schwab's first productive period in Munich was ended by the Nazi regime.

The Niirnberg Laws forced him to emigrate. As his place of exile, he chose
Greece, where he married E11y Agallidis. They had met in Munich when he was
her doctoral advisor. He became a researcher in the Inorganic, Physical and
Catalytic Chemistry Department of the Institute Nicolaos Canellopulos in
Piraeus, Greece. In this industrial factory he could do basic research only

on the side with a few unpaid colleagues. His situation deteriorated steadily
after the occupation of Greece by German soldiers. In 1942 his passport was re-
voked and he was forbidden to publish scientific papers in German-language
journals. But, under these almost hopeless circumstances, Schwab continued to
do research, granted by very modest resources. In fact, it was during this
period, in which he was under deep personal stress, that his most important
ideas originated, those having to do with the connection between heterogeneous
catalysis and solid state theory. G.-M. Schwab's perception that heterogeneous
catalysis is fundamentally connected with solid state physics must count among
his most important scientific achievements. This brilliant work was done to-
wards the end of the war when his situation was most dangerous and material
privation the greatest. This was the first time that the thesis that metal
electrons probably influence catalysis was proposed.

As can be seen from Fig.1.1 (reproduced from the original work), the paper
"Metal Electrons and Catalysis" was accepted by Norrish for publication in the
“Transactions of the Faraday Society" in January 1946. These diagrams illustra-
te the relationship between the activation energy of thecatalytic dehydrogenation



o
! g
i
1 5
d
| b
TR
X Y
e Y nd s
DS s sb cubAtn & nesn Sn
20 40 60 80 100 20 40 60 80 100
%Sb afoms % Sn aloms

Fig.1.1. The first correlation between electronic properties and catalysis
[1.4]

of formic acid and the electron density in alloy phases, which in Ag/Sb and
Cu/Sn vary with the doping. These diagrams caused a lot of excitement in scien-
tific circles because the idea of a connection between electron density and
catalytic activity was completely new and unexpected.

I would Tike to quote from the paper's summary:

"It is found that within the domain of the y-phases of Hume-Rothery alloys,
the activation energy increases linearly or less with the solute concentration,
but with the square of the excess electron number of the solute",

and

"A11 the described results may be expressed in terms of the wave-mechanical
theory of the Hume-Rothery phases by a dependence of the activation energy on
the degree of electron saturation of the first Brillouin zone of the metal.
This leads to the concept that catalytic activation consists in a transition
of electrons from the substrate to the metallic catalyst".

The conditions under which Schwab had to work are evident from the acknow-
ledgements:

"I desire to express my gratitude to my faithful collaborators, Mrs. E.
Schwab-Agallidis, Mr. G. Holz, and Mr. A. Karatzas, and, especially, to
Professor G. Matthaeopoulos and Dr. K. Makris who most hospitably received
our air-damaged laboratory during the year 1944 in the rooms of their Chemical
and Microbiological Institute and so enabled us to finish the present investi-
gations".

A thank-you for financial support was not necessary. He did not receive any.

This was the hour of birth for the theory of "electronic factors" in cata-
lysis. This theory awakened researchers in many nations and provided the basis
for Tively discussion for decades. At the beginning, consistent rules were



found for the systems investigated, and a certain optimism took hold. Hume-
Rothery phases seemed to be a simple case of an electronic factor in catalysis
but the more scientists became occupied with related problems, the more they
found that a seemingly very simple result can entail some very complicated
original facts. A1l the problems of electron transfer for chemical bond for-
mation and bond excitation are involved and the electronic factor in catalysis
is, in general, still an unsolved problem.

Among the many other problems, I would like to select one where an old
idea of Schwab's recently gained great attention; it is the connection between
phase transitions and catalysis:

In a Swedish journal, Schwab published —together with Elly Schwab-Agallidis—
a paper entitled: "Is There Coupled Gas-Solid Catalysis?" [1.5]. Falling back
on work done by Hedvall and co-workers, he studied the influence of the cata-
lytic cracking of formic acid and ethanol on the phase-transition temperatures
in solids with the intention to discover whether the reaction is influenced by
the phase transition and vice versa. Schwab was not able to reach any generally
valid conclusions, however. The question of the reaction kinetic parameters
during phase transitions on and in solids is avidly being discussed today, es-
pecially in the Tight of the appearance of the 'chaos phenomenon'. A parti-
cularly good present-day example which brilliantly answers the question posed
by G.-M. Schwab in 1946, came from G. Ertl in 1985 in a publication entitled
"Catalysis and Surface Phase Transformation" [1.6]:

"Two different structures are formed in the chemisorption of CO on Pt{100},
a hexagon in the case of little coverage and a 1x1 structure with 1/2 mono-
layers. The oxidation of the CO with oxygen in the gas phase occurs with a
transition from the 1x1 to the hexagonal structure, which reverts once again
to 1x1 after the adsorption of CO. The phase transition has a direct effect
on the speed of the reaction, which is accompanied by oscillations" and "The
observation of kinetic oscillations in the platinum catalyzed oxydation of CO
represents a fascinating example for intimate connections between structural
phase transitions and catalytic activity of a surface".

This is a precise answer to the question posed by Schwab in 1946.

In 1949 Schwab became Professor for Physical Chemistry at the Technical
College in Athens. This position he kept for many years, also after he came
back to Germany. From 1950 Schwab was Professor for Physical Chemistry at the
Ludwig-Maximillians University at Munich. Here he attracted young scientists
from all over the world to perform research work in many disciplines of phy-
sical chemistry; problems in catalysis, solid-state reactivity, and chromoto-
graphy were major fields of interest. More than 300 scientific papers have



been published, many summarizing articles and monographs. Schwab had a talent
for languages, he wrote his manuscripts and gave talks in 6 different langu-
ages: German, English, French, Greek, Italian, and Spanish. He was an enthu-
siastic and inspiring teacher. His poetical style has been particularly admired:
a master of Spoonerism and a brilliant speaker at banquets. Schwab was a devoted
alpinist. As a young man he even climbed up the north front of the three storey
Institute building in Munich.

A Targe number of students and guest scientists, of whom many are now in
leading academic and industrial positions, made Schwab's Institute for Physical
Chemistry in Munich a world-famous center for catalysis studies. Even after
his retirement in 1971 G.-M. Schwab continued to be scientifically active. He
devoted a part of his energies to his second homeland. He set about working
on methods to save antique art treasures in Greece which had been damaged by
environmental pollution.

During his many years of scientific activity Prof. Schwab received many
outstanding honors: He was given membership of the Bavarian Academy of Sciences,
of the "Leopoldina" in Halle, and of the academies in Vienna and Heidelberg.
Numerous honorary doctorates were bestowed upon him, from the universities of
West Berlin, Paris, Liége, and Hamburg. The University of Caracas in Venezuela
awarded him an honorary professorship. Among his many other honors were the
Liebig Medal of the Association of German Chemists, the St. George Order of
Greece, an officership in the order of the Belgian Crown, and many, many
honorary association memeberships and chairmanships.

There are certainly very few scientists in this century who have contri-
buted as much to the field of catalysis as Georg-Maria Schwab. His personality
was notable for its benevolence and serenity, sparked by an enigmatic and
subtle sense of humor. Regarding himself and his achievement he was modest
and unpretentious, and his friendly and almost fatherly relationship with his
many students was a bond until his death. We will remember G.-M. Schwab as an
exceptional human being, ingenious and humorous, who radiated an inner warmth
which cannot be forgotten.

Acknowledgement. Mrs. N. Kublin-Brendecke and Mrs. I. Reiffel have been most
helpful in preparing the English text.
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2. The Life and Times of Paul H. Emmett

W.K. Hall

Department of Chemistry, University of Wisconsin-Milwaukee, P.O. Box 413,
Milwaukee, WI 53201, USA

Another of the great pioneers in the areas of surface science and catalysis
has departed. Professor Paul H. Emmett died on April 22, 1985 just a few
months before his 85th birthday. It is my privilege to present here a personal
account of his career.

Professor Emmett had a special role in the development of the University
of Wisconsin-Milwaukee (UWM) and the International Summer Institute in Surface
Science. He acted as a consultant to the Department of Chemistry in setting
up its new PhD program in 1968, and helped to establish the Laboratory for
Surface Studies. He presented the opening lecture at the first International
Summer Institute in Surface Science in 1973, lecturing on "Fifty Years of
Progress in Surface Science". For his service to UWM, he was awarded an hono-
rary degree of Doctor of Science in 1973. He attended the first Gordon Con-
ference on Catalysis held in 1940, and was its third chairman in 1945. It was
a matter of pride with him that he missed only one such conference up to and
including 1984.

We who knew him well recognized him as a staunch friend and sound counsel-
lor. He had a prodigious memory, a critical attitude towards research, and
time and again guided us in new and promising directions. We all thought of
him as someone special. He was so friendly, helpful, and unassuming that few
of us ever wondered why. I would Tike to describe here some of the circumstan-
ces which led him to this place of distinction in our hearts and minds.

Professor Emmett once said that in any accounting of the career of a scien-
tist, the circumstances, the events, and the people who influenced his work
need to be considered along with his research accomplishments. The following
is a summary of his contributions in the perspective of the times during which
they were made. Some of the events affecting his 1ife and career are idenified
by numbers in Fig.2.1 which correspond to those in parentheses in the text.

Professor Emmett was born (5) on September 22, 1900 in Portland, Oregon.
These were truly horse and buggy days. The electric light bulb had been in-
vented only 21 years earlier (1) and in 1900 the first trial of metropolitan
lighting was made part of Manhattan (5). The internal combustion engine had
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Fig.2.1. The Tife and times of Paul H. Emmett

been invented (2) only 6 years earlier (1894), and in 1904, the Ford Motor
the following year, when Emmett was 5, the Wright

Company was founded (6):
brothers flew the first plane at
great invention and discovery.

Catalysis was in a similar rudimentary condition. Stohman (3) stated in
1894, "Catalysis is a process involving the motion of atoms in molecules of
labile compounds which results from the presence of a force emitted by another
formation of more stable compounds and the
liberation of energy." (Note that the postulate of a mysterious force is a

compound, and which leads to the
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modernization of the old concept of the philosophers stone!) Catalysis received
an important stimulus in 1897 when Sabatier (4) observed that he could hydro-
genate olefins over nickel. Although his peers recognized this accomplishment
as the solution of a long standing problem in chemical synthesis, they con-
sidered the catalysis as a mysterious black art which nonetheless deserved a
Nobel Prize (1912). Today we know that Sabatier discovered that catalysis can
circumvent a "symmetry-forbidden reaction".

Emmett was 9 years old when Fritz Haber (8) solved another long-standing
problem; the direct synthesis of NH3 from the elements. During the last
quarter of the 19th century, the laws of mass action and chemical equilibrium
had become understood (Nernst and Ostwald). Haber recognized that the equili-
brium became less favorable as the temperature was raised (exothermic reaction),
but that high temperatures were evidently necessary to break the strong N =N
bond. He recalled a hint from Berzelius (1836) that sometimes one can "add a
catalyst instead of heat". Thus, having defined the problem he set out to
establish feasible reaction conditions; he anticipated that small equilibrium
concentrations of NH3 might be formed and so invented the catalytic recycle
reactor and discovered that osmium would function as a catalyst. This change
from static systems to dynamic flow systems was a new concept which became
one of the foundations of modern chemical engineering. Haber received the
Nobel Prize for this work in 1918. The important role of the Haber process in
the First World War (WW-1) was not lost on Emmett in his Tate teens.

WiThelm Ostwald (9) was the recipient of the Nobel Prize in 1909, partly
for his discovery (1904) that HNO3 could be produced via the catalytic oxida-
tion of NH3 over Pt. In his laureate address he stated, "The employment of
the concept of catalysis has served hitherto as an indication of scientific
backwardness." (Ostwald evidently thought that recent developments, his own
included, had made catalysis more respectable!)

Haber reached an agreement with BASF in 1909 and the commercial develop-
ment of the ammonia synthesis was turned over to Carl Bosch and catalyst
development to Alwin Mittasch. The approach taken was a brute-force investi-
gation of the periodic table including mixtures of elements and compounds.

By the end of 1911 approximately 6500 two-week tests had been carried out
over 2500 compositions; by 1919 the number of tests exceeded 10000 over more
than 4000 compositions. Several significant points should be made here:

a) in 1919 a very successful NH3 synthesis process had been developed, b)
the effectiveness of promoters had been recognized, but not understood, and
c) catalyst development was clearly an art, not a science.
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The onset of the First World War (10) had many important consequences.
Among these it vastly accelerated the growth of the Haber process in Germany,
which reached a capacity of 60000 tons/day in 1917, thus frustrating the
British navy's attempt to deprive Germany of a source of (Chilean) nitrates.
Indirectly, this led to the establishment of the Fixed Nitrogen Laboratories
(FNL) in the United States. Finally, in 1916 a young assistant professor from
Princeton, H.S. Taylor, a British citizen, returned to England to initiate
with Eric Rideal, the Anglo-American School of Catalysis (12). A result of
this collaboration was the book entitled "Catalysis in Theory and Practice",
which was published in 1919. It was one of Professor Taylor's students, Dr.
Arthur Benton, who became Emmetts research advisor at Caltech (14), and it
was from Benton that he learned the state-of-the-art techniques for studies
of adsorption and catalysis. Emmett's thesis work, "Investigation of Auto-
catalysis in the Reduction of Metal Oxides with Hydrogen, could have been
translated as "Factors in Catalyst Preparation". Emmett held Taylor in great
esteem; he tended to evaluate papers from his own laboratories in terms of
what he thought Taylor would think of them. In later years this respect be-
came mutual.

Two significant events related to the development of surface science oc-
curred about this time. The famous Langmuir papers appeared (11) which iden-
tified chemisorption with surface compound formation, defined the chemisorp-
tion isotherm quantitatively, and introduced the concept of surface reaction
between atoms or molecules chemisorbed on adjacent sites. Langmuir received
a Nobel Prize for his work in 1932. Then, as Emmett was completing his thesis
work, H.S. Taylor's concepts of activated adsorption and desorption appeared
(15). The stage was thus set for Emmett's career to be devoted to the conver-
sion of the art of catalysis into a science.

When the allied armies of occupation entered Germany in 1919, they "liber-
ted" (13) a barrel of the up-to-then secret iron synthetic ammonia catalyst.
The barrel was shipped back to the United States to the FNL, where it was
shortly found to operate as expected. It was thought that it would be a simple
matter to analyze it and duplicate it, but this turned out not to be so. It
was not until 1925 that it was discovered that a small amount (about 0.5%) of
K20 made a big difference. This had been understandably missed in the earlier
analyses, and then thought to be simply an impurity. Other problems had been
encountered, e.g., catalyst preparations of identical composition could not
be reproduced, aging and poisoning effects were unpredictable, and the func-
tion of promoters was not understood. This was the state of affairs in 1926
when Emmett joined the FNL (16). Nothing was known about the reaction kinetics
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or mechanism, uncertainties remained in the thermodynamics, and yet in spite
of these unpredictables, large-scale plants producing up to 105 tons of NH3
per day were feasible and proven by the German work.

Emmett was put in charge of a group of FNL and asked to apply the techniques
of physical chemistry to solve some of these problems. The accomplishments
of this group greatly exceeded any reasonable expectation. The thermodynamics
of the important ancillary water gas shift reaction were established (17),
and similarly those of the FeXN phases were established and found not to func-
tion as intermediates in the synthesis. It was noted, however, based on work
of Almquist and Black (1926), that the thermodynamics of surface layers could
be very different from those of the bulk.

The first reliable kinetic data for NH3 synthesis and decomposition were
obtained (18). Emmett used to tell a story about his technician, Katherine
Love, who made these measurements. Miss Love was extremely nearsighted so by
removing her glasses and moving her eyes very close to the manometer she could
estimate an additional significant figure that no one else could read. Thus,
Emmett obtained superior data.

While these studies were going on, Emmett, working with Stephen Brunauer,
started looking into the variability of various catalyst preparations. It was
soon recognized that a means was meeded to measure the surface areas of their
catalysts and two approaches were taken: physical adsorption and (following
Langmuir) chemisorption. A brilliant and extensive set of experiments revealed
that physical adsorption was nonselective and that Point B (20) taken from ap-
propriate isotherms could be used to estimate the total surface area of powders
to within about 10%. This perspective soon led to the multilayer concept for
physical adsorption and the familiar Brunauer-Emmett-Teller (BET) equation
(21). However, much more was accomplished. It had been recognized for many
years that the upper (higher-pressure) portions of physical adsorption iso-
therms should be dominated by capillary condensation (Kelvin equation) and a
consideration of multilayer adsorption with superimposed capillary condensation
led to present-day methods of measuring pore size distributions. Much could
be said about this aspect—how the concepts evolved from qualitative to quan-
titative—but it will suffice to say that it was Emmett a decade later a Mellon
Institute who guided the work of Barrett, Joiner, and Hallenda in the development
of the sophisticated theory presently used to provide pore volume and area dis-
tribution data on a routine basis, and who matched their results with those ob-
tained from mercury porosimeter data. Thus, the work of Emmett and co-workers
formed the foundations on which present-day methods of determination of cata-
lyst (adsorbent) morphology, structure, and surface area rest.
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Given Vm’ the monolayer capacity, the chemisorption approach became equally
rewarding. Methods of selective chemisorption were worked out to measure the
extent of exposed iron surface on supported catalysts. The differentiation be-
tween structural promoters and chemical promoters was made. Using the selective
chemisorption of 002 to measure the fraction of the surface covered by K20,
Emmett was able to explain why 0.5% of this promoter could have such a pro-
found effect on the catalytic behavior. His result (27% of the surface covered
by KZO) is in excellent agreement with similar recent estimates based on ESCA
(eTectron spectroscopy for chemical analysis) data.

The chemisorption work revealed as early as 1934 that the rate of NH3 syn-
thesis was approximately equal to the rate of the chemisorption of NZ' When
it was assumed that the rate determining step in the synthesis was the disso-
etative chemisorption of N2, it was found that the kinetic data were in ex-
cellent agreement with the theoretical treatment of Tempkin and Pyzhev (1940).
This picture was challenged, then confirmed, and finally beautifully substan-
tiated by the recent works of Ertl, de Boer, and Boudart. Thus, the work at
FNL laid a firm foundation for modern surface science. Emmett was elected to
the National Academy of Science based on this work (22) in 1949. There are
those who feel that he could have been—perhaps should have been—a Nobel
laureate.

In 1937, Emmett left FNL to head a newly formed Department of Chemical
Engineering at Johns Hopkins University and had it accredited within 3 years.
In this period, and while he was on leave to the Manhattan Project between
1943 and 1945, his research at Johns Hopkins continued and was directed toward
finding independent ways to measure surface areas with model systems for com-
parison with the BET results. Some of this continued during his early years
at Mellon Institute and was finally nicely corroborated by the absolute method
of Harkins and Jura, as well as by the sum of the areas of the pore walls ob-
tained by the Barrett, Joiner, and Hallenda method. Hence, when in 1950 the
validity of the BET equation was seriously questioned by George Halsey (23),
Emmett simply smiled and noted that, right or wrong, the theory worked. Halsey
clained that if the assumption made by BET were valid, the isotherms should
have steps. These have since been found for homogeneous surfaces.

Paul Emmett arrived at Mellon Institute in 1945 to head the catalysis re-
search sponsored by the Gulf Research and Development Company. At that time
there was great concern about United States petroleum reserves. The German
army had used synthetic liquid fuels during the Second World War (WW-2); the
United States had plenty of coal, so why shouldn't we follow suit? Inter-
estingly, the first attempts at synthesis of hydrocarbons had been made at
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BASF in 1912 with modest (patentable) success. It was an obvious variation

to substitute CO for N2 in the existing pressure flow ammonia synthesis reac-
tors. An interesting story exists leading up to the commercial development

in 1938, based on the work of Franz Fischer and Hans Tropsch, but it will suf-
fice to say here that the situation in 1945 was analogous to that concerning
the NH3 synthesis in 1926 (except for the much more complicated product dis-
tribution, which was not known in any detail).

Emmett approached this new challenge in much the same way that had been so
successful for the NH3 synthesis. He examined the thermodynamics of the carbide
phases which form concomitantly with synthesis and showed that they could not
be intermediates. Then, with the evolution of ideas of chain growth, he saw
the opportunity to add radioactive compounds into the synthesis. If any of
these transformed into the same intermediates being formed from CO and H2,
all products of higher carbon number would have the same radioactivity per
mole. This was confirmed and mechanistic ideas were developed which helped
establish our knowledge of chain building. He maintained his interest in ad-
sorption problems of all kinds. The Second World War had created new demands
for catalysis; catalytic cracking and isomerization to generate aviation gaso-
line, butadiene for synthetic rubber, etc. Emmett became interested in proper-
ties of acid catalysts and in particular how hydrocarbons adsorb, form carbo-
nium jons, and how these transform. He (with MacIver) showed how very small
chemisorptions could be detected and measured using a radioactive adsorbate.

I first met Paul Emmett in 1946 and came to work with him in 1951 where I
was joined several months later by Richard J. Kokes who became my laboratory
partner for the four years. It was here that we learned about some of Emmett's
personal attributes. He was an eternal optimist. He foresaw no reason why a
complicated rack of glassware built to the specifications of Joe Kummer (6'7")
should cause any difficulties for W.K. Hall (5'7"). He would read a paper and
rush into someone's laboratory with an idea for a "simple experiment" which
should take no more than a day or two. The only problem was, these simple ex-
periments came faster than they could be done. We kept lists and finally
learned to select the most interesting and promising ones to work on. I re-
member one such idea. Why didn't we make gaseous radioactive formaldehyde and
introduce it into the Fischer-Tropsch synthesis? We did, but it took two months
including one 48-hour shift. Emmett was delighted with the results and promptly
suggested that we now try radioactive ketene. The exhausted students agreed to
put this one on the back-burner, but Paul never forgot and would occasionally
ask about the status of this project. We would give him one excuse or another
—usually reminding him of some of his more recent ideas. We were finally saved
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when Emmett decided to return to Johns Hopkins, where now George Blyholder got
the job and managed to get the desired results in something less than two years.
Dogged determination was another Emmett characteristic.

Another form of his optimism was exhibited in his approach to people. He
always gave the other fellow, even the most lax members of his own group, the
benefit of the doubt. In the nearly 40 years that I knew him, I cannot remem-
ber a single instance when he made a derogatory remark; as a referee, he never
outright rejected a paper; instead he would sometimes prepare two to three
pages summarizing changes needed and additional experiments that were required.
He served as referee for the Journal of Catalysis up until late last fall when
he finally wrote to me that he no longer felt physically able to do a good job.

Another personal characteristic was what was called at Mellon, "the boss
has a bee in his bonnet". These were usually farsighted research opportunities
and included, as noted above, the use of radioactive tracers to solve mechanis-
tic problems. Paul evidently got this idea while working with Harold Urey on
the Manhattan Project. He obtained the first scaling unit east of the Missis-
sippi and with Joe Kummer devised unique methods of synthesizing the needed
radioactive compounds as required, gas handling, and counting. Another was the
great opportunities afforded by gas phase chromatography to facilitate mechanis-
tic studies in a variety of ways, including the so-called microcatalytic pulse
technique devised by Kokes, Tobinand Emmett in 1954. Finally, one that involved
me directly was Paul's curiosity about the new ideas concerning electronic
factors versus geometric factors in catalysis. These stemmed from the earlier
work of Schwab (1946) as amplified in papers by Dowden, Volkenstein, and par-
ticularly Otto Beeck, who published results from a remarkable series of ex-
periments in 1950-52 which introduced the concept of percentage d-character as
a correlating parameter for a series of transition metals. Emmett was anxious
to pursue these ideas. I remember him coming into my office one day and saying
"Keith, I can't ask you to abandon your present work if you don't want to,
but I do think that if you would examine hydrogenation over Cu/Ni alloys and
find out what is really important, electronic factors or geometric factors,
it would make a much stronger thesis than one more piece or work on the
Fischer-Tropsch synthesis." I took his advice and we were able to show that
the rates of ethylene and benzene hydrogenation were controlled by the fre-
quency factors, not the activation energies as postulated by Dowden. The new
microcatalytic technique was used in the ethylene work, another first for metal
catalysts. For this it was necessary to invent a dosing device made of stop-
cocks which has now been replaced by the six way valve.
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In his final days at Mellon Institute, Emmett completed editing the seven-
volume series of books, "Catalysis", which still serves as a reference source
for work before 1955. As my thesis advisor, he demanded that I thoroughly re-
view the literature and write up and evaluate the current ideas on electronic
versus geometric factors in catalysis. I had the satisfaction of learning
later that this became required reading for some of his students at Johns
Hopkins where he became Grace Professor of Chemistry in 1955, a position he
held until 1971. Here his role became more that of an educator, although his
research interests remained essentially unchanged. Some 15 of his former stu-
dents became university professors and at least as many others rose to posi-
tions of considerable prestige, owing much to their educational experience.

At Johns Hopkins, Emmett and his students demonstrated the complexity of crack-
ing reaction of paraffins such as cetane. Notable also was the successful chro-
matographic separation of ortho from para H2 as well as the hydrogen isotopes.
He also demonstrated (with M.J. Phillips) that the Balandin hypothesis failed
when benzene was hydrogenated over iron catalysts. Much of this research re-
mains unpublished although it may be found in the Johns Hopkins Tibrary in the
form of theses.

In 1971 Professor Emmett officially retired from Johns Hopkins, but actually
only moved to a new base of operations at Portland State University where he
continued research and active participation in professional activities. His
last paper, on modified porosity of coals, appeared in 1983. He remained ac-
tive in meetings, both National and International. As recently as the summer
of 1984, he could be found holding discussion groups at the Gordon Conference
on Catalysis. He, 1ike Professor Schwab, did not fade away; he died, as the
saying is, "with his boots on!". He will be sorely missed by his friends and
colleagues.
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3. Three Decades of Catalysis by Metals
J.H. Sinfelt

Corporate Research Science Laboratories, Exxon Research and
Engineering Company, Annandale, NJ 08801, USA

This chapter reviews some of the developments in the field of metal catalysis
during the past three decades, corresponding to the period of time in which
the author has been actively working in the field. The paper is not intended
to be a comprehensive review of the whole area. Rather, it concentrates on
several aspects of metal catalysis which have been of particular interest to
the author. The topics covered include bifunctional catalysis, the characteri-
zation of dispersed metal catalysts, hydrocarbon reactions on metals, and bi-
metallic catalysts.

3.1 Bifunctional Catalysis

Shortly after World War II, a new catalytic process was introduced in the pe-
troleum industry. The process, known as catalytic reforming, employed a catalyst
containing a small amount of platinum (about 0.5 wt.%) dispersed on alumina
[3.1-3]. The surface area of the alumina was high, typically about 200 mz/g.

In the process, a petroleum fraction consisting predominantly of C6 to C10
saturated hydrocarbons was contacted with the catalyst at temperatures in the
range of 700-800 K and at pressures of 10-35 atm [3.4,5]. Alkanes and cyclo-
alkanes in the petroleum fraction were converted extensively to aromatic hy-
drocarbons, which impart excellent "anti-knock" properties to gasolines used as
fuels in internal combustion engines. Another reaction which occurred was the
isomerization of n-alkanes to branched alkanes. The latter also have improved
anti-knock properties.

Platinum on alumina possesses two different types of catalytic functions,
and is therefore known as a bifunctional catalyst. One function is associated
with platinum sites, which catalyze hydrogenation and dehydrogenation reactions,
while the other is associated with acidic sites on the alumina, which readily
catalyze reactions involving a rearrangement of the carbon skeleton of hydro-
carbon molecules containing carbon-carbon double bonds. The presence of the
acidic sites is readily demonstrated by the affinity of the alumina surface
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for such basic molecules as ammonia, trimethylamine, n-butylamine, pyridine,
and quinoline [3.6,7].

The nature of the acidic sites on alumina has been the subject of much
discussion. The surface is characterized by the presence of hydroxyl groups
which could conceivably be a source of Bronsted (protonic) acidity. However,
it has been concluded that the hydroxyl groups do not contribute significantly
as a source of protonic acid sites [3.8], on the basis that infrared spectra
obtained after adsorption of ammonia or pyridine on the surface do not exhi-
bit bands due to ammonium or pyridinium ions. However, the surface of alumina
in a reforming catalyst normally contains chloride ions which can interact
with the hydroxyl groups to enhance their acidity [3.9]. Since the aluminas
employed in reforming catalysts are normally heated to high temperatures
(775-875 K) in their preparation, there are Lewis acid sites present as a
result of dehydroxylation reactions [3.10]. A Lewis acid is defined as a
species that can accept a pair of electrons from a base [3.11]. At the sur-
face of dehydroxylated alumina there are incompletely coordinated aluminum
atoms (i.e., aluminum atoms coordinated to three oxygen atoms instead of
four) which could serve as electron acceptors. The interaction of these
aluminum sites with a Lewis base such as ammonia, via bonding involving the
lone electron pair on the nitrogen atom, is readily visualized.

For certain types of reactions of importance in catalytic reforming, both
types of sites are involved in the sequence of steps leading from reactant
to product. The conversion of methylcyclopentane to benzene, for example, first
involves a dehydrogenation step on platinum sites yielding methylcyclopentenes
as intermediates [3.12]. The latter then isomerize to cyclohexene on acidic
sites. Cyclohexene subsequently returns to platinum sites, where it can either
be hydrogenated to cyclohexane or dehydrogenated to benzene, the relative
amounts of these products depending on reaction conditions. Isomerization of
normal alkanes to branched alkanes involves the same kind of reaction sequence
in which olefinic intermediates are transported between platinum and acidic
sites on the catalyst. The mode of transport of the intermediates must be con-
sidered in this type of reaction scheme. A sequence of steps involving trans-
port between platinum and acidic sites via the gas phase gives a good account
of much experimental data [3.13-17].

Kinetic investigations have played an important role in advancing the con-
cept of bifunctional catalysis. The isomerization of n-pentane on a platinum-
alumina catalyst provides a good example [3.15], where the rate measurements
were made at a temperature of 645 K. The n-pentane was passed over the catalyst
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in the presence of hydrogen at total pressures ranging from 7.7 to 27.7 atm
and at hydrogen to n-pentane ratios varying from 1.4 to 18. Over this range
of conditions the rate was found to be independent of total pressure and to
increase with increasing n-pentane to hydrogen ratio.

The kinetic data were interpreted in terms of a mechanism involving n-pen-
tene intermediates:

P_;t =
nCg v-nCS + H2 s (3.1a)
¢ Acid e 3.1
55t 5 (3.1b)
o= & iC 3.1
H2 + 1C5 = iC . (3.1c)

According to this mechanism the n-pentane dehydrogenates to n-pentenes on
platinum sites. The n-pentenes are then adsorbed on acid sites, where they
are isomerized to isopentenes. The latter are then hydrogenated to isopen-
tane on platinum sites, thus completing the reaction. The isomerization step
on the acid sites has commonly been assumed to involve carbonium jon type
intermediates.

At the conditions used, equilibrium is readily established in the dehydro-
genation and hydrogenation steps represented by (3.la,c). The equilibrium con-
centration (or partial pressure) of n-pentenes in the gas phase is proportional
to the molar ratio of n-pentane to hydrogen. The rate-limiting step is the
isomerization of the n-pentenes to isopentenes in (3.1b). Consequently, the
overall rate of isomerization of n-pentane is determined by the equilibrium
partial pressure of n-pentenes in the gas phase, as demonstrated in Fig.3.1
by the circles. Also shown in the figure is a data point (the square) for the

1000 T T Fig.3.1. Isomerization rate as a function
of pentene partial pressure at a tempera-
ture of 645 K. The circles are data for
the rate of isomerization of n-pentane on
a platinum-on-alumina catalyst. For these
points the pentene partial pressure rep-
resents the equilibrium value, which is
determined by the molar ratio of n-penta-
ne to hydrogen in the reactor. The square
is a datum point for the isomerization
of 1l-pentene on the acidic component of
the catalyst alone, i.e., on a sample of
1 L L catalyst which contains no platinum. For
1 10 100 1000 this point, the pentene partial pressure
Pentene partial pressure is simply the pressure of the l-pentene
atm x 10 reactant [3.15]
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rate of isomerization of l-pentene over a sample of catalyst containing no
platinum. For this point the pentene partial pressure is simply the partial
pressure of the l-pentene reactant. The point falls close to the Tine corre-
lating n-pentane isomerization rate with ‘the equilibrium partial pressure of
n-pentenes, as one would expect from the foregoing discussion. Whether one
starts with l-pentene or 2-pentene in this type of experiment should make little
difference, since double-bond migration is fast compared to skeletal isomeri-
zation of olefins.

3.2 Characterization of Dispersed Metals

In metal catalysts of industrial importance, the metal is generally dispersed
on a carrier, as in the case of the platinum-on-alumina catalysts used in re-
forming. The metal exists in the form of small metal clusters or crystallites,
frequently in the size range of 10 - 100 R. The characterization of the metal
component of such catalysts has provided a challenge to the catalytic scien-
tist. Much progress in this area has been made as a result of the development
of reliable methods for the determination of chemisorption isotherms. More
recently, physical probes such as X-ray absorption spectroscopy and nuclear
magnetic resonance have greatly extended our capabilities for the investiga-
tion of these catalysts.

3.2.1 Chemisorption Isotherms

Chemisorption measurements have shown that freshly prepared platinum-on-alu-
mina reforming catalysts are characterized by extremely high dispersion of
platinum on the surface of the alumina carrier [3.18,19]. In hydrogen chemi-
sorption studies on such catalysts, the amount of hydrogen taken up is fre-
quently close to one hydrogen atom per atom of platinum. It is a generally
accepted view that the hydrogen molecule dissociates into atoms during chemi-
sorption on Group VIII metals. Typical data on the chemisorption of hydrogen
at room temperature on a platinum-on-alumina catalyst [3.20] are shown in
Fig.3.2. The isotherm labeled A is the original isotherm determined on the
"bare" catalyst surface. The "bare" surface was prepared by evacuation of the
adsorption cell at a high temperature (725 K) subsequent to the reduction of
the catalyst in flowing hydrogen at 775 K. After the catalyst was cooled to
room temperature in vacuum, it was contacted with hydrogen in the measurement
of the isotherm. After isotherm A was completed, the adsorption cell was eva-
cuated at room temperature for ten minutes (to approximately 10'6 Torr), and a
second isotherm labeled B was measured. Isotherm A represents the total chemi-
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Fig.3.2. Typical hydrogen chemisorption data at room temperature on a plati-
num-on-alumina catalyst containing 1 wt.% platinum. A: original isotherm.

B: second isotherm determined after evacuation of the adsorption cell for

10 mins (to pressure ~ 1076 Torr) after completion of A. The difference iso-
therm A-B represents the strongly chemisorbed fraction [3.20]

sorption. Isotherm B represents the weakly chemisorbed fraction, since it is
removed by simple evacuation at room temperature. This isotherm includes ad-
sorption on the alumina carrier. The difference isotherm, labeled A-B, is ob-
tained by subtracting isotherm B from isotherm A and is independent of pres-
sure over the range of pressures used in obtaining the isotherm. It represents
the strongly chemisorbed fraction, i.e., the amount which cannot be removed by
evacuation at room temperature. The quantity H/M in the right-hand ordinate
of Figure 3.2 represents the ratio of the number H of hydrogen atoms adsorbed
to the number M of platinum atoms in the catalyst. If we assume a stoichio-
metry of one hydrogen atom per surface platinum atom in the case of the strong-
1y chemisorbed fraction, the value of H/M determined from the difference iso-
therm A-B corresponds to the ratio of surface platinum atoms to total plati-
num atoms in the catalyst. This ratio is commonly called the metal dispersion,
which is about 0.9 for the catalyst in Fig.3.2.

High-resolution electron microscopy studies provide independent evidence
of the highly dispersed nature of platinum in platinum-alumina reforming ca-
talysts [3.21]. Such studies have shown that the platinum exists as very small
crystallites or clusters of the order of 10 R in size. Platinum clusters of
this size necessarily have a very large fraction of their atoms present in the
surface. The fraction would be very close to the value of 0.9 derived from the
chemisorption data in Fig.3.2.
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The successful application of chemisorption methods in the characterization
of platinum-on-alumina reforming catalysts led to their use with other sup-
ported metals, including most of the metals of Group VIII [3.22-24]. This re-
presented a major advance in the characterization of supported-metal catalysts.
With this capability, the activity of 'such a catalyst can be referred to the
amount of metal in the surface rather than to the metal content of the cata-
lyst as a whole. Data on the activities of different metal catalysts for a
given reaction can therefore be compared in a more fundamental manner.

3.2.2 Application of Extended X-Ray Absorption Fine Structure

Extended X-ray absorption fine structure (EXAFS) refers to fluctuations in
absorption coefficient which are commonly observed on the high-energy side of
an X-ray absorption edge. The fluctuations of interest in EXAFS begin at an
energy of approximately 30 eV beyond an absorption edge and extend over an ad-
ditional range of 1000-1500 eV. The fine structure is observed in the absorp-
tion of X-rays by all forms of matter other than monatomic gases, and was first
considered theoretically by Kronig [3.25-27]. The possibilities of EXAFS as a
tool for investigating the structures of noncrystalline materials, however,
have been realized only recently, and have emerged as a result of advances in
methods of data analysis [3.28,29] and experimental techniques, the latter
being due primarily to the application of high-intensity synchrotron radiation
as an X-ray source.

In EXAFS we are concerned with the ejection of an inner core electron from
an atom as a result of X-ray absorption. The ejected electron (photoelectron)
is characterized by a wave vector K, given by

K= ()2 m (3.2)

where m is the mass of the electron, h is Planck's constant/ 2r, and E is the
kinetic energy of the photoelectron. The energy E is the difference between
the X-ray energy and a threshold energy associated with the ejection of the
electron. At the threshold energy, an X-ray absorption spectrum exhibits an
abrupt change in absorption coefficient, i.e., the absorption edge. A typical
spectrum [3.30] for bulk platinum at 100 K is shown in Fig.3.3. The data cover
a wide enough range of energy to include all three of the characteristic L
absorption edges, LIII’ LII’ and LI’ corresponding, respectively, to ejection
of photoelectrons from 2p3/2, 2p1/2, and 2s states. At energies higher than
the threshold value corresponding to a particular absorption edge, we note
the fluctuations in absorption coefficient which constitute the extended fine
structure.
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Fig.3.3. X-ray absorption spectrum
of bulk platinum at 100 K in the
region of the L absorption edges
[3.20,30]
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In the treatment of EXAFS data, the absorption coefficient in the region
of the EXAFS is divided into two parts. One part is identical to the absorp-
tion coefficient for the free atom. The other part, which depends on the en-
vironment about the absorber atom, is the oscillating part constituting EXAFS.

Division of the latter part by the former normalizes the EXAFS oscillations,
which are then represented by the EXAFS function x(K). Details concerning the
determination of x(K) from experimental EXAFS data are given elsewhere [3.20,
29].

Plots of the function K3- x(K) versus K are shown in the left-hand sections
of Fig.3.4 for bulk platinum and for two platinum catalysts containing 1 wt.%
platinum [3.20]. In one catalyst the platinum was dispersed on silica, while
in the other it was dispersed on alumina. Chemisorption measurements on the
catalysts indicated platinum dispersions in the range of 0.7 to 0.9. The data
in Fig.3.4, which were obtained at a temperature of 100 K, are for EXAFS as-
sociated with the LIII absorption edge. Fourier transforms of K3- x(K) are
shown in the right-hand sections of the figure. The Fourier transform yields
a function ¢(R), where R is the distance from the absorber atom [3.31,32].
Peaks corresponding to neighboring atoms are displaced from true interatomic
distances because of phase shifts. The feature in the transforms for the cata-
lysts near R=0 is an artifact introduced by asymmetry in the EXAFS function,
which in turn is due to a Timitation in ability to extract the background ab-
sorption from the total absorption. Improvements in the characterization of

background absorption have largely eliminated this artifact in more recent work.
The EXAFS fluctuations for the dispersed platinum catalysts are substanti-

ally smaller than those for bulk platinum. Correspondingly, the magnitudes of
the peaks in the Fourier transforms are also smaller (note that the scales in
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the figures are not the same for the dispersed platinum catalysts and bulk
platinum). These features are a consequence of a lower average coordination
number and/or a higher degree of disorder of the platinum atoms in the dis-
persed catalysts. The degree of disorder is characterized by a parameter o,
which is the root-mean-square deviation of the interatomic distance about the
equilibrium value.

From the EXAFS data in Fig.3.4, values of average coordination number, in-
teratomic distance, and disorder parameter o were obtained for the platinum
clusters in the catalysts. Details of the procedure employed in the analysis
of the EXAFS data are described in our original paper [3.20]. The average
number of nearest neighbor atoms about a platinum atom in a cluster is 7 for
the Pt/A]zo3 catalyst and 8 for the Pt/S1‘02 catalyst. The values are signi-
ficantly lower than the value of 12 for bulk platinum. This result is expec-
ted, since most of the platinum atoms in the clusters are surface atoms with
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lower coordination numbers than the atoms in the interior of a crystal. Also,
atoms at corners and edges have lower coordination numbers than the interior
atoms in surface planes of crystals and become increasingly important as the
size of a metal crystal decreases. Nearest-neighbor interatomic distances in
the platinum clusters differ from the value for bulk platinum by less than
0.02 R, which is within the estimated uncertainty in the determination of dis-
tances. Although differences in distances are small, the values of the dis-
order parameter o for the platinum clusters are greater than the value for
bulk platinum by a factor of 1.4-1.7.

3.2.3 Application of Nuclear Magnetic Resonance

In recent years the author has been collaborating with Professor Charles
STichter and his students at the University of I1linois in the application

of nuclear magnetic resonance (NMR) to the characterization of platinum
catalysts and molecules chemisorbed on the catalysts. A brief discussion is
given here of some experimental results on 195Pt NMR Tline shapes for a series
of air-exposed platinum-on-alumina catalysts of widely different platinum
dispersions [3.33]. The results were obtained using the technique of "spin
echoes" [3.34].

| L N S B
a) Pt-4-R
- Peak amplitude =104

[ I v 1 i 1 ' T
14r (d) Pt-26-R

»

n

o

D

NMR Absorption (arbitrary units)
N

0 I
I
4 (fyrt-58-R
2r T sk -
A 1 1 | 1 1 ! 1 1 1 1
O~os 110 12 14 0 08 LIO L2 L4
Ho/vo (kG/MHz) Ho /¥y (kG/MHz)

Fig.3.5. Shapes of NMR absorption lines at 77 K and at a frequency (v_) of
74 MHz for platinum-on-alumina catalysts of varying platinum dispersidn

[3.331]
27



Data are shown in Fig.3.5 for catalysts in which the percentage of surface
atoms in the platinum clusters or crystallites (i.e., the platinum dispersion)
varied by an order of magnitude from 4 to 58. In Fig.3.5, each catalyst has
a designation Pt-X-R, in which X is the platinum dispersion (the letter R sig-
nifies "as received", i.e., air-exposed). The values of platinum dispersion
were determined from hydrogen chemisorption isotherms. In Fig.3.5 the ordinate
is the NMR absorption and the abscissa is the ratio of the static field to
the characteristic NMR frequency [3.33]. The NMR lines are very broad, in
marked contrast to the very narrow NMR lines observed with liquids.

For the catalysts with low platinum dispersion (4 to 11 %), there is a
pronounced peak at HO/ vo = 1.138 kG/ MHz. The resonance for bulk platinum is
observed at the same value of HO/ vo» which is 3.4% higher than the value at
which the resonance is observed for H2Pt16, the standard reference typical of
diamagnetic platinum compounds. The large displacement of the resonance for
the bulk metal from the resonance for the diamagnetic platinum compounds is
due to polarization of the spins of the conduction electrons in the metal. It
is known as the Knight shift [3.34]. The peak characteristic of bulk platinum
is due to atoms in the deep interior of the platinum crystallites. The small
peak at Ho/v0 = 1.089 kG/MHz is identified with surface platinum atoms cov-
ered by chemisorbed species, which are present because the catalysts were
exposed to the air. The position of the peak is in the region characteristic
of diamagnetic platinum compounds, indicating that the conduction electrons
of the surface platinum atoms are tied up in chemical bonds. The surface pla-
tinum atoms are therefore not metallic, and do not exhibit a Knight shift.
The broad structureless region of the NMR Tine between the bulk and surface
peaks is attributed to platinum nuclei near the surface, the environments of
which are sufficiently different to produce a range of Knight shifts. As the
platinum dispersion increases, the surface peak at 1.089 kG/MHz becomes pro-
gressively larger, while the bulk peak at 1.138 kG/MHz becomes smaller.

No peak at 1.138 kG/MHz is evident for the catalysts with platinum disper-
sions of 26 to 58%. The catalysts with platinum dispersions of 46 and 58%
exhibit pronounced surface peaks at 1.089 kG/MHz. The ratio of the area of
the surface peak to the total area of the NMR Tine should be equal to the
ratio of surface atoms to total atoms in the platinum clusters. In general,
there was fair agreement between the value of this ratio obtained from the
NMR data and the value obtained from hydrogen chemisorption data. In the de-
termination of the area of the surface peak in cases where only the low-field
side of the peak was well resolved from the 1ine, the high-field side was
drawn by assuming the peak was symmetric about 1.089 kG/MHz.
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When the adsorbed species are removed from the catalysts by a cleaning pro-
cedure involving alternate treatments with flowing hydrogen and oxygen at
573 K, followed by evacuation, the surface peak disappears from the NMR spec-
trum. The surface platinum atoms are then metallic, since their conduction
electrons are no longer tied up in chemisorption bonds. The observation of
the resonance for surface platinum atoms is therefore dependent on the presence
of adsorbed species with which they form chemical bonds.

3.3 Hydrocarbon Reactions on Metals

Metals are catalysts for a variety of reactions of hydrocarbons, including
hydrogenolysis, hydrogenation, dehydrogenation, and isomerization. During
the past three decades, our knowledge of these reactions has increased sub-
stantially. Much has been learned about the specificity of metal catalysts
for these reactions. Significant progress has also been made in determining
the sensitivity of the reactions to surface structure, and in elucidating
general mechanistic and kinetic features of the reactions.

3.3.1 Hydrogenolysis

Hydrogenolysis reactions of hydrocarbons involve the rupture of carbon-carbon
bonds and the formation of carbon-hydrogen bonds. The simplest hydrogenolysis
reaction of a hydrocarbon is the conversion of ethane to methane

C2H6 + H2 > 2 CH4

This reaction has been studied in detail over a number of metals [3.22-24,
35-39]. The reaction may be dissected into two separate steps [3.40-42]

C2H6 #=C2Hx(ads) + aH2 s Csz(ads) - adsorbed C1 fragments ,

where the symbol (ads) signifies an adsorbed species. The quantity a is equal
to (6-x)/2. Ethane is first chemisorbed with dissociation of carbon-hydrogen
bonds, ultimately yielding a hydrogen deficient surface species CZHX' The lat-
ter then undergoes carbon-carbon scission to yield adsorbed C1 fragments
(e.g., adsorbed CH or CHZ) which are subsequently hydrogenated to methane.

A comparison of the catalytic activities for ethane hydrogenolysis of all
of the metals of Group VIII and of rhenium in Group VIIA is given in Fig.3.6,
which has three separate fields representing the metals of the first, second,
and third transition series [3.41,42]. The Group IB metals (copper, silver,
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gold), for which precise data are not available, are much less active than the
least-active Group VIII metals. The most complete data are available for the
metals of the third transition series, in which the hydrogenolysis activity
attains a maximum value at osmium. From osmium to platinum, the activity de-
creases by eight orders of magnitude. A similar variation is observed from
ruthenium to palladium in the second transition series. In the first transi-
tion series, the pattern of variation of hydrogenolysis activity is different,
the maximum activity being found in the third rather than the first subgroup
within Group VIII. This difference in detail is somewhat analogous to known
chemical differences between elements of the first transition series on the
one hand, and the corresponding elements of the second and third transition
series on the other [3.43].
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The pattern of variation of catalytic activity of the metals of the second
and third transition series for the hydrogenolysis of ethane is also observed
in n-heptane hydrogenolysis [3.41,44,45], as shown in Fig.3.7. The products
of the hydrogenolysis reaction of n-heptane are Cl-C6 alkanes, the relative
amounts of which depend on the metal. Absolute rates of hydrogenolysis are
approximately two to three orders of magnitude higher for n-heptane than for
ethane [3.44].

The specific activity of a metal catalyst for the hydrogenolysis of an al-
kane or cycloalkane depends in general on the state of dispersion of the me-
tal, i.e., the catalytic activity per surface metal atom is different for a
large metal crystal from that for a very small metal crystallite or cluster.
Data illustrating this point are shown in Fig.3.8 for the hydrogenolysis of
cyclohexane over a series of ruthenium catalysts varying in dispersion by two
orders of magnitude [3.46]. As indicated earlier, dispersion is defined as the
ratio of surface atoms to total atoms in the metal crystallites, and is de-
termined from chemisorption measurements. The products of the cyclohexane hy-
drogenolysis reaction are alkanes with fewer carbon atoms, predominantly
methane. The rate of hydrogenolysis decreases with increasing dispersion,
declining by about one order of magnitude as the dispersion increases by two
orders of magnitude.

In the interpretation of data on the hydrogenolysis activities of metals,
it has commonly been hypothesized that the chemisorbed hydrocarbon intermedi-
ate forms a number of bonds with the metal surface and that a surface site
consisting of a single active metal atom is not adequate [3.47,48]. Finding
a suitable array of surface atoms to accommodate such a chemisorbed interme-
diate presents no difficulty on a large metal crystal where most of the sur-
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face atoms are present in the faces of the crystal. On very small crystallites,
however, a large fraction of the surface atoms exists at edges and corners.

If the required array comprises a large number of metal atoms, the probability
of finding such an array in the surface may be substantially Tower than on
large crystals. If such an array of active metal atoms is required for hydro-
genolysis, one might expect the specific hydrogenolysis activity of highly
dispersed metal clusters to be lower than that of large crystals, as observed
for ruthenium. One would also expect that atoms of an inactive second element
dispersed on top of the surface, or within the surface layer, would greatly
decrease the availability of the required arrays and hence decrease hydrogeno-
lysis activity strikingly. As will be seen, this expectation is indeed borne
out in hydrogenolysis studies on bimetallic catalysts.

3.3.2 Hydrogenation and Dehydrogenation

In comparison with alkane hydrogenolysis reactions, hydrogenation and dehydro-
genation reactions of hydrocarbons on metals exhibit a much smaller range of
variation in rate (per unit surface area or per surface atom) from one metal
to another. They also exhibit much smaller effects of the degree of metal
dispersion on the rate per surface atom. Thus, while rates of ethane hydro-
genolysis vary by about eight orders of magnitude among the Group VIII metals
[3.41,42], rates of hydrogenation of benzene to cyclohexane and of ethylene
to ethane vary by about two and three orders of magnitude, respectively [3.49].
For cyclohexane dehydrogenation to benzene, the available data indicate a si-
milar Tower range of variation of rates among the metals [3.47,50-53]. More-
over, rates of benzene hydrogenation and cyclohexane dehydrogenation per sur-
face metal atom are essentially unchanged when metal dispersion is varied by
an order of magnitude [3.53-56]. As a consequence of the small effect of me-
tal dispersion on rates for these reactions, they have been characterized as
structure-insensitive, the terminology having been introduced by Boudart[3.57].
In the case of reactions which have been identified as structure-insensitive,
the view is commonly held that the surface site need not consist of a large
array of active metal atoms. Perhaps a single metal atom is adequate [3.58].
If this view is correct, incorporating atoms of an inactive second component
within or on the surface of the active metal should have a substantially
smaller effect in decreasing the number of sites capable of catalyzing the
reactions than in the case of reactions in which the required sites consist of
large arrays of active metal atoms. Thus, the effects for hydrogenation and
dehydrogenation reactions should be very different from those for hydrogeno-
lysis.
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3.3.3 Isomerization

As discussed earlier, isomerization reactions of alkanes and cycloalkanes
occur very readily on bifunctional catalysts containing both metal and acidic
components. However, the reactions can also occur on certain metals, notably
platinum, in the absence of a separate acidic component in the catalyst [3.44,
59,60]. While it has been shown that a purely metal-catalyzed isomerization
process can occur, the findings do not challenge the commonly accepted mode of
action of bifunctional reforming catalysts in which separate metal and acidic
sites participate in the reaction. The data available for conditions commonly
used with commercial reforming catalysts indicate that a purely metal catalyzed
process does not contribute appreciably to the overall isomerization reaction
on a bifunctional catalyst. Nevertheless, the metal-catalyzed isomerization
reaction is of interest from the point of view of understanding the nature of
hydrocarbon transformations on metal surfaces [3.5].

In studies of the conversion of n-hexane on platinum metal films of vari-
able thickness, including ultra-thin films consisting of microcrystallites
with sizes of 20 R or less, it has been reported that the conversion to iso-
merization products (2-methylpentane and 3-methylpentane) relative to hydro-
genolysis products (Cl- C5 alkanes) is very much higher on the ultra-thin films
than on thick films [3.61]. On the basis of these results, it was concluded
that the isomerization reaction could occur on sites consisting of single me-
tal atoms, such as the corner atoms of a crystal. The fraction of metal atoms
present at corners is much higher in the microcrystallites constituting the
ultra-thin films than in the thick films not characterized by this type of
microstructure. The improved selectivity to isomerization in the case of the
ultra-thin films then results because hydrogenolysis requires a site consisting
of a large array of active metal atoms of the type present in the face of a
crystal. As a consequence of this conclusion, one might expect, as in hydro-
genation and dehydrogenation reactions, that selectivity to isomerization on
an active Group VIII metal surface would be enhanced by the random incorpora-
tion of atoms of an inactive second component at the surface (either within,
or on top of, the surface layer).

3.4 Bimetallic Catalysts

Bimetallic catalysts have played an important role in the field of heterogene-
ous catalysis. They have been utilized extensively for fundamental investiga-
tions and have had a major technological impact, especially in the petroleum

industry [3.62].
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3.4.1 Metal Alloys as Catalysts

One of the early interests in metal alloys as catalysts was using them to
study the "electronic factor" in catalysis by metals [3.63-65]. The original
ideas were based on the electronic structure of a metal crystal as a whole
rather than on the localized electronic structures of individual surface
atoms. As experimental data on chemisorption and catalysis on alloys have
accumulated, however, it has become increasingly clear that localized pro-
perties of surface atoms are very important. In the case of a Ni-Cu alloy,
for example, the atoms of the two metals retain their inherent chemical dif-
ferences, although bonding properties of the atoms are probably altered to
some degree. The electronic factor in catalysis by alloys is currently being
pursued from this point of view.

A complicating feature in catalytic studies on metal alloys is the possi-
bility of a difference between surface and bulk compositions. Evidence for
such a difference in the case of Ni-Cu alloys is based on the observation
that strong H2 chemisorption does not occur on copper. The addition of only
a few percent of copper to nickel decreases the amount of strongly chemisorbed
H2 severalfold (Fig.3.9), an indication that the concentration of copper in
the surface is much greater than in the bulk [3.47]. Similar results have been
obtained by several different groups of investigators [3.66,67], and the
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findings are consistent with the results of studies of surface composition

by Auger spectroscopy [3.68]. An important factor in determining surface com-
position is the nature of the gas in contact with the surface of an alloy.
Thus, for Ni-Au alloys, gold concentrates in the surface in an inert atmos-
phere, whereas nickel is the predominant surface component in the presence
of 0, [3.69]. If the interaction of a gas with one of the components is suf-
ficiently strong and selective, the surface tends to be enriched in that par-
ticular component.

The emphasis in early studies on alloy catalysts was on the activity for a
particular reaction, often a simple hydrogenation reaction of an unsaturated
hydrocarbon. The possibility that the effect of alloying depends on the type
of reaction was considered later [3.47,50,70]. A striking example of speci-
ficity with regard to the type of reaction is provided by work on Ni-Cu alloy
catalysts in which two different reactions were investigated, the hydrogeno-
lysis of ethane to methane and the dehydrogenation of cyclohexane to benzene.
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Fig.3.10. Activities of Ni-Cu alloys for the hydrogenolysis of ethane to

methane and the dehydrogenation of cyclohexane to benzene [3.47]. The acti-

vities are reaction rates at 589 K
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The latter type of reaction is important in the production of gasoline com-
ponents in the petroleum industry [3.4,5]. The effect of copper on the cata-
lytic activity of nickel for cyclohexane dehydrogenation is very different
from that found for ethane hydrogenolysis [3.47], as shown by the data on a
series of Ni-Cu alloys in Fig.3.10. In the case of ethane hydrogenolysis,
adding only 5 atom % Cu to Ni decreases the catalytic activity by three orders
of magnitude. With further addition of copper, the activity continues to de-
crease. However, the activity of nickel for the dehydrogenation of cyclohexane
is affected very little over a wide range of Ni-Cu alloy composition and
actually increases on the addition of the first increments of copper to
nickel. Only as the catalyst composition approaches pure copper is a marked
decline in activity for this reaction observed.

In interpreting the ethane hydrogenolysis data, we recall the hypothesis
that the reaction proceeds via a hydrogen-deficient surface intermediate,
CZHX’ which is bonded to more than one metal atom in the surface. Such an in-
termediate would require sites comprising arrays or "multiplets" of adjacent
active metal atoms. (The term multiplet is taken from the work of Balandin
[3.711). If the active metal atoms are diluted with inactive metal atoms in the
surface, the concentration of active multiplets will decline sharply. For the
Ni-Cu alloy system, in which the inactive Cu atoms concentrate strongly in the
surface, the addition of only a few percent of copper to nickel will result in
a markedly Tower concentration of multiplet Ni atom sites. Although such a
geometric argument can account for a large inhibiting effect of copper on the
hydrogenolysis activity of nickel, it is difficult to dismiss the possibility
that electronic interaction between copper and nickel may also affect the ca-
talysis. In view of the low ability of copper relative to nickel to chemisorb
a variety of hydrocarbons, one might reasonably expect that the addition of
copper to nickel in an alloy would decrease the strength of adsorption of hy-
drocarbon species on the surface. In ethane hydrogenolysis, the strength of
bonding between the two carbon atoms in the chemisorbed intermediate might be
expected to vary in an inverse manner with the strength of bonding of the
carbon atoms to the metal. One would then conclude that rupture of the C-C
bond would be inhibited by a decrease in the strength of adsorption accom-
panying the addition of copper to nickel. If C-C rupture is rate limiting, the
rate of hydrogenolysis should then decrease.

The cyclohexane dehydrogenation reaction may not require a site consisting
of a multiplet of active Ni atoms. Although this lack of a multiplet site re-
quirement would account for the absence of a steep decline in activity as Cu
is added to Ni, it does not explain why copper-rich alloys have dehydrogenation
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activities as high or higher than that of pure Ni. However, if the activity
is controlled by a step whose rate is inversely related to the strength of
adsorption (for example, desorption of the benzene product), the addition of
Cu to Ni could increase the activity of a catalytic site and compensate for
a decrease in the number of such sites. Over the range of composition from
pure Ni to pure Cu, however, it is likely that the rate-determining step
changes. For pure Cu, the chemisorption of the cyclohexane itself may be 1i-
miting.

3.4.2 Bimetallic Aggregates of Immiscible Components

The Ni-Cu alloys just discussed were prepared under conditions of complete
miscibility of the two components. At this point it is pertinent to consider

a system such as Ru-Cu, the components of which are essentially completely
immiscible in the bulk. The crystal structures of the two metals are different,
ruthenium having a hexagonal close-packed structure and copper a face-centered
cubic structure. Although the Ru-Cu system can hardly be considered as an
alloy-forming system, bimetallic Ru-Cu aggregates can be prepared which are
similar to alloys such as Ni-Cu in their catalytic behavior. In such aggre-
gates, the copper tends to cover the surface of ruthenium [3.52,58]. Evidence
for this structure comes from studies of hydrogen chemisorption capacity and
ethane hydrogenolysis activity, both of which are markedly suppressed when

even small amounts of copper are present with the ruthenium. The interaction
between the two components may be considered analogous to that which would
exist in the chemisorption of copper on ruthenium. The behavior of the Ru-Cu
system for ethane hydrogenolysis is similar to that observed for Ni-Cu. In
cyclohexane dehydrogenation to benzene, the two systems also behave similarly,
in that copper has only a small effect on dehydrogenation activity. However,
pure ruthenium exhibits extensive hydrogenolysis of cyclohexane to alkanes of
lower carbon number (mostly methane) in addition to dehydrogenation to benzene.
Addition of copper to ruthenium suppresses hydrogenolysis strongly relative to
dehydrogenation, so that a marked increase in the selectivity to benzene is
observed. The chemisorbed intermediates are probably different in the dehydro-
genation and hydrogenolysis reactions. As in the case of ethane hydrogenolysis,
the intermediate in cyclohexane hydrogenolysis is probably a hydrogen-deficient
surface residue which forms bonds with more than one surface metal atom.

In general, the addition of a Group IB metal to a Group VIII metal decreases
hydrogenolysis activity markedly but has a much smaller effect on other reactions
such as dehydrogenation, hydrogenation, and isomerization of hydrocarbons
[3.47,50-52,70,72]. Selectivity is therefore an important aspect of hydrocar-

bon conversion on bimetallic catalysts of this type.
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3.4.3 Bimetallic Clusters

For industrial application of bimetallic catalysts, large metal surface areas
are desirable. A good way to obtain a large area is to disperse the metal on

a carrier such as silica or alumina [3.51,58,62]. One can prepare highly dis-
persed bimetallic clusters by impregnating a carrier with an aqueous solution
of salts of the two metals of interest. The material is dried and then brought
in contact with a stream of H2 at an elevated temperature to reduce the metal
salts. This procedure results in the formation of bimetallic clusters even for
cases in which the individual metal components exhibit very Tow miscibility

in the bulk [3.51,58,62]. Examples of such metal clusters which have been in-
vestigated are Ru-Cu and Os-Cu supported on silica, in which the metal clusters
cover about 1% of the surface of the silica. The metal dispersion, expressed
as the percentage of metal atoms present in the surface, is in the range of
50 - 100% in these systems.

As copper is incorporated with ruthenium or osmium in bimetallic clusters,
the selectivity for conversion of cyclohexane to benzene is improved greatly
(Fig.3.11); hydrogenolysis to alkanes is inhibited markedly, whereas dehydro-
genation to benzene is relatively unaffected [3.51,73]. The behavior is simi-
lar to that described for unsupported Ru-Cu aggregates and therefore provides
clear evidence for the interaction between copper and the Group VIII metal on
the carrier.

From the studies on Ru-Cu and Os-Cu catalysts employing chemical probes,
we conclude that the copper is present on the surface of the ruthenium or os-
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Fig.3.11. Selectivity of conversion of cyclohexane over silica-supported bi-
metallic clusters of Ru-Cu and Os-Cu at 589 K, as represented by the ratio
D/H [3.51,73]. (D is the rate of dehydrogenation of cyclohexane to benzene,
and H is the rate of hydrogenolysis to alkanes)
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mium. If we consider Ru-Cu aggregates in which copper covers a specified
fraction of the ruthenium surface, we note that the atomic ratio of copper
to ruthenium required for this degree of coverage will increase with decreas-
ing aggregate size. According to this view of the Ru-Cu system, the atomic
ratio of copper to ruthenium required to achieve a given extent of inhibition
of hydrogenolysis activity will be much higher for highly dispersed Ru-Cu
clusters than for large aggregates. This is indeed found to be the case [3.52],
as shown in Fig.3.12. The ratio of surface metal atoms to total metal atoms
in the bimetallic entities is of the order of 0.01 for the large Ru-Cu aggre-
gates and of the order of 0.5 for the highly dispersed clusters. For the
clusters a thousand fold decrease in hydrogenolysis activity is obtained for
a copper to ruthenium atomic ratio equal to one. With the large aggregates,
however, the same inhibiting effect is observed for a fifty fold lower ratio
of copper to ruthenium. Similar effects are observed in hydrogen chemisorption
studies, in which a given degree of inhibition of hydrogen chemisorption re-
quires a much higher atomic ratio of copper to ruthenium in the highly dis-
persed clusters than in the large aggregates [3.52]. These studies employing
ethane hydrogenolysis and hydrogen chemisorption as chemical probes provide
excellent support for the view that the copper is present on the surface of
the ruthenium.

When the initial research on bimetallic clusters such as Ru-Cu and Os-Cu
was conducted, the characterization of the clusters was limited to methods
involving chemical probes because of the difficulty of obtaining information
with physical probes. However, the situation changed decidedly when it became
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Fig.3.13. Normalized EXAFS data at 100 K
(Cu K absorption edge), with associated
0.7F ] Fourier transforms and inverse transforms,
for silica-supported Cu and Ru-Cu cata-

. lysts [3.74]

Fig.3.14. Interaction between Ru and Cu
dispersed on silica, as illustrated by
T the marked difference in the EXAFS en-
velope functions derived from EXAFS da-
1 ta associated with the K-absorption ed-
ge of Cu for silica-supported Cu and

. \ - Ru-Cu catalysts [3.74]
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evident that X-ray absorption spectroscopy provided an effective probe for in-
vestigating the structures of catalysts. Results of EXAFS studies on Ru-Cu
and 0s-Cu bimetallic clusters have provided strong evidence in support of the
conclusions about structure derived from the studies with chemical probes.
Plots of normalized EXAFS data at 100 K, with associated Fourier transforms
and inverse transforms, are given in Fig.3.13 for silica-supported Cu and
Ru-Cu catalysts, the former containing 0.63 wt.% Cu and the latter 1.0 wt.% Ru,
0.63 wt.% Cu [3.74]. The EXAFS data are for the extended fine structure be-
yond the K absorption edge of copper. The inverse transforms were taken over
a range of distances chosen to isolate the contribution to EXAFS arising from
nearest-neighbor metal atoms, as signified by the subscript 1 in Xl(K)’ An
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envelope function obtained from the maxima in K-xl(K) provides a good illus-
tration of the interaction between ruthenium and copper in the Ru-Cu catalyst
[3.74], as shown in Fig.3.14. The EXAFS envelope function for the Ru-Cu ca-
talyst is compared with that for the copper reference catalyst. The marked
difference in the envelape function shows the effect of the ruthenium on

the EXAFS observed in the X-ray absorption spectrum of the copper as a con-
sequence of the copper atoms having nearest-neighbor atoms consisting of

both ruthenium and copper instead of copper alone. The data of Fig.3.14 pro-
vide clear evidence for the existence of bimetallic clusters of ruthenium and
copper in the Ru-Cu catalyst. A quantitative analysis of the data on the Ru-Cu
clusters, which have an average diameter of about 30 K [3.75], indicates that
the copper atoms in the clusters have nearest neighbors which are about equally
distributed among copper and ruthenium atoms. By contrast, Ru EXAFS data on
the catalyst indicate that the ruthenium atoms are coordinated largely to
other ruthenium atoms. These results are in excellent agreement with a model
of a Ru-Cu cluster consisting of a central core of ruthenium atoms with cop-
per on the surface. Results of EXAFS studies on O0s-Cu clusters [3.76] provide
a similar conclusion to that derived for Ru-Cu clusters.

The quantitative analysis of EXAFS data on bimetallic cluster catalysts has
been described in detail in our original papers [3.74,76]. In the studies which
have been made, our analysis has been limited to consideration of contributions
of nearest-neighbor atoms to EXAFS. In Fig.3.15, the EXAFS fluctuations re-
presented by the solid line in all three fields of the figure are due to con-
tributions from nearest-neighbor backscattering atoms for a silica-supported
0s-Cu catalyst [3.76]. The solid Tine was derived from experiment by inverting
a Fourier transform of EXAFS data associated with the LIII absorption edge of
osmium over a range of distances chosen to include only backscattering contri-
butions from nearest-neighbor atoms. The points in the upper field (labeled A)
of the figure represent values of an EXAFS function caleulated using parameters
for the 0s-Cu clusters obtained from the data by an iterative least-squares
fitting procedure. The quality of fit of the points to the line in A is seen
to be excellent, except at very low K values. The fits can be improved at the
very low K values by modification of the details of the phase shift functions,
but there is very little effect of such a modification on the values of the
structural parameters obtained. In B and C of Fig.3.15 the points represent
the separate contributions of nearest-neighbor copper and osmium backscattering
atoms, respectively, to the osmium EXAFS for the 0s-Cu catalyst.

In addition to the information which can be obtained from the EXAFS asso-
ciated with an X-ray absorption edge, valuable information can be obtained

41



Fig.3.15. Contributions of nearest-neighbor
Cu and Os backscattering atoms (points in B
and C, respectively) to the EXAFS associa-
ted with the Os Ly absorption edge of a
silica-supported Bs-Cu catalyst containing
2 wt.% Os and 0.66 wt.% Cu [3.76]. (The
points, in A show how the individual con-
tributions combine to describe the exper-
1men§a1 EXAFS represented by the solid

line

16

from an analysis of the structure of the edge itself. From a study of LIII

or LII absorption threshold resonances, one can obtain information on elec-
tronic transitions from a core level, 2p3/2 or 2p1/2, respectively, to vacant
d states of the absorbing atom [3.77,78]. The electronic transitions are sen-
sitive to the chemical environment of the absorbing atom [3.79]. In the case
of silica-supported Os-Cu catalysts, we find that the magnitude of the ab-
sorption threshold resonance associated with the osmium atom is decreased by
the presence of the copper. This effect is illustrated in Fig.3.16 for the
LIII absorption edge of osmium. The absorption coefficient Hy is a normalized
absorption coefficient determined by a procedure described in our paper on
X-ray absorption threshold resonances [3.79]. In the upper half of Fig.3.16,
the left-hand section compares the resonance for a silica-supported osmium
catalyst containing 1 wt.% Os with that for pure metallic osmium. The magni-
tude of the resonance is higher for the osmium dispersed on the support, the
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Fig.3.16. The effect of Cu on the threshold X-ray absorption resonance asso-
ciated with the Lyyy absorption edge of the Os in a silica-supported catalyst
[3.76]

extent of increase being indicated by the difference spectrum in the lower
left-hand section of the figure. This effect is similar to the results we have
reported for iridium and platinum dispersed on an alumina support [3.79]. In
the upper right-hand section of Fig.3.16, the magnitude of the resonance for a
silica-supported Os-Cu catalyst containing 1 wt.% Os and 0.33 wt.% Cu (1:1
atomic ratio of copper to osmium) is compared with that for pure metallic os-
mium. The magnitude of the resonance for the osmium in the supported Os-Cu
clusters is again higher than that for the pure metallic osmium, the extent

of increase._being indicated again by the difference spectrum in the lower right-
hand section of the figure. However, the increase in this case is about 30%
lower than is observed when the supported osmium alone is compared with pure
metallic osmium, i.e., the area under the difference spectral line in the lower
right-hand section is about 30% smaller than the area under the corresponding
spectral Tine in the Tower left-hand section of the figure.

In the case of the catalyst containing osmium alone on silica, the osmium
clusters behave as if they are more electron deficient than pure metallic os-
mium; i.e., there appear to be more unfilled d states to accommodate the elec-
tron transitions from the 2p3/2 core level of the absorbing atom. In the silica-
supported Os-Cu clusters, however, the osmium atoms appear to be less electron
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deficient than they are in the pure osmium clusters dispersed on silica. The
presence of the copper thus appears to have the effect of decreasing the number
of unfilled d states associated with the osmium atoms.

Up to this point the discussion of bimetallic clusters has been concerned
with combinations of a Group VIII metal and a Group IB metal. Another type
of bimetallic cluster of interest is a combination of atoms of two Group VIII
metals, e.g., Pt-Ir [3.80-82]. Dispersed Pt-Ir clusters can be prepared by
contacting a carrier such as silica or alumina with an aqueous solution of
chloroplatinic and chloroiridic acids. After the impregnated carrier is dried
and possibly heated to 525-575 K, it is exposed to. flowing hydrogen at a tem-
perature of 575-775 K. The resulting material contains Pt-Ir clusters dis-
persed on the carrier.

1
- = PtLy
g
o
€5
tifey
e
LR
8o IrLs L Fig.3.17. An X-ray absorption
5< \ PtL p,| Spectrum at 100 K in the region
§ of the L absorption edges of
iridium and platinum for a cata-
) ) \ lyst containing Pt-Ir clusters

1" 12 1|3 14 [3.83]
Energy [keV]

An X-ray absorption spectrum at 100 K showing the L absorption edges of
iridium and platinum [3.83] is given in Fig.3.17 for a catalyst containing
bimetallic clusters of platinum and iridium. The data were obtained over a
wide enough range of energies of the X-ray photons to include all of the L
absorption edges of iridium and platinum. Since the extended fine structure
associated with the Li1p edge of iridium is observable to energies of 1200-
1300 eV beyond the edge, there is overlap of the EXAFS associated with the
LIII edges of iridium and platinum in the case of a catalyst containing both
of these elements. Separating the iridium EXAFS from the platinum EXAFS in
the region of overlap is therefore necessary in the analysis of the data. De-
tails of the analysis are presented in [3.83]. We will be concerned only with
the results of the analysis here. Briefly, the results on interatomic distances
indicate that the average composition of the first coordination shell of atoms
(nearest neighbors) surrounding a platinum atom is different from that sur-
rounding an iridium atom. The catalyst appears to exhibit platinum-rich and
iridium-rich regions.
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One might visualize a distribution of metal clusters with different compo-
sitions, some of which are platinum-rich and others of which are iridium-rich.
Both the platinum-rich and iridium-rich clusters would contain substantial
amounts of the minor component on the basis of the distances derived from the
EXAFS data. Alternatively, one can visualize platinum-rich and iridium-rich
regions within a given metal cluster. This possibility seems reasonable on the
basis of surface energy considerations. According to this view, the platinum
rich region would be present at the surface since platinum would be expected
to have a lower surface energy than iridium. In support of this expectation,
recent work on Pt-Ir films indicates that platinum concentrates in the surface
[3.84].

When the ratio of surface atoms to total atoms is equal to 0.5 for clusters
containing 50% each of platinum and iridium, one can visualize a situation in
which essentially all of the platinum is present in the surface and all the
iridium in the interior. There would then be a close resemblance to the Ru-Cu
clusters we considered earlier. When the ratio of surface atoms to total atoms
approaches unity, the notion of complete or nearly complete segregation of the
platinum in a surface layer and of iridium in a central core cannot be accommo-
dated if the clusters are spherically symmetrical. The notion can, however,
be accommodated without difficulty if the clusters have a two-dimensional,
"raft-Tike" shape rather than a spherical shape. One can then visualize a cen-
tral iridium-rich raft with platinum atoms around the perimeter. In very highly
dispersed catalysts of the type visualized here, the effect of the platinum on
the catalytic properties of the iridium, and vice versa, would presumably be a
consequence of the interaction between the two components at the boundary.

Catalysts containing Pt-Ir clusters dispersed on alumina are of interest in
the reforming of petroleum fractions for production of high octane number gaso-
line components. They are more active and exhibit much better activity mainten-
ance than the platinum-alumina catalysts originally used in reforming [3.5,62,
80,85,861. In parallel with the development of Pt-Ir catalysts in the Exxon
laboratories, another reforming catalyst containing platinum and rhenium (a
Group VIIA metal) was under development in the laboratories of the Chevron
Corporation. During the 1970s, Pt-Ir and Pt-Re catalysts were introduced widely
in catalytic reformers. The use of these catalysts was a key factor in making
unleaded gasoline feasible.

3.5 Summary

During the past three decades, significant advances of a fundamental nature
have been made in the area of metal catalysis, both in the characterization
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of catalysts and in the elucidation of important features of the reactions
which occur on metals. The fundamental advances have been accompanied by major
technological advances, as in the widespread application of bimetallic cata-
lysts in petroleum reforming. On a long-term basis, the outlook for the future
is excellent. There are many exciting challenges for workers in this area,

and in the field of catalysis in general.
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4. Molecular Organometallic Chemistry and Catalysis
on Metal-Oxide Surfaces

B.C. Gates

Center for Catalytic Science and Technology, Department of Chemical
Engineering, University of Delaware, Newark, DE 19716, USA

The supported metals used widely in catalysis are aggregates or crystallites

of various sizes, shapes, and compositions dispersed on stable large-surface-
area metal oxides such as y-A1203. Much ‘has been learned about the structures
of the metals in these materials from characterization techniques such as high-
resolution electron microscopy (Chap.15) and extended X-ray absorption fine
structure (EXAFS) [4.1],and a strong foundation of quantitative catalytic re-
action kinetics has been laid down [4.2], but there is still a gaping void in
our understanding of how catalyst structure at the atomic and molecular Tevel
is related to performance. Progress has been made in filling this void from

the foundation of molecular surface science of single metal crystals with simple
adsorbates; these have yielded to structural determination by high-vacuum tech-
niques such as low-energy electron diffraction (LEED), ultraviolet photoelec-
tron spectroscopy (UPS), and high-resolution electron energy-loss spectroscopy
(HREELS), and have been investigated as catalysts at high pressures in the
same apparatus [4.3].

The work summarized in this chapter represents a new approach to the eluci-
dation of the structure and reactivity of supported metal catalysts. The sup-
ported-metal species described here are molecular in nature, many having struc-
tures analogous to those of well-known molecular species such as metal carbonyl
clusters. A great advantage of working with these molecular organometallics is
associated with their susceptibility to precise characterization by spectro-
scopic techniques such as EXAFS, infrared, and Raman spectroscopies —the spectra
are interpreted by comparison with those of authentic molecular analogues. It
is important to recognize, however, that these organometallic surface structures
require a stabilizing ligand environment for their very existence, and they are
usually not good models of the bare metal aggregates that may be precursors of
typical supported-metal catalysts. Further, many of the known surface-bound
organometallic structures are not very stable, and there are only a few exam-
ples of catalysis involving these materials at high temperatures.

Progress in understanding the structure and reactivity of molecular oxide-
supported organometallics has been rapid, occurring chiefly in the last few
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years. The objective of this chapter is to summarize the state of this field,
with emphasis on polynuclear organometallic species (metal clusters) supported
on large-surface-area metal oxides. Much of the recently developed knowledge

is derived from the pioneering efforts of the research groups of Basset, Iwa-
sawa, Knozinger, and Ugo and Psaro, among others. The subject of metal clusters
in catalysis is treated in depth in a recent monograph [4.4], which includes
the subject matter of this chapter.

4.1 Synthesis

The synthetic routes to well-defined ("molecular") oxide-bound organometallics
have been inferred from the solution organometallic chemistry of the precursors
(typically, neutral metal carbonyl clusters) and the surface chemistry of the
supports. Some of the synthetic routes are analogous to those developed for a
wide range of mononuclear metal complexes on metal oxides [4.5], involving the
reaction of an -OH group of the oxide surface with a metal cluster having a
labile Tigand. For example, triosmium clusters have been anchored to y-A1203

by the reaction [4.6]

0s(C0)4
H
9
05,(C0)1(Cghg) + {) N (c0)305\—>05(c0)3 + Colg
7 ?

¥
Other labile ligands in addition to cyclohexadiene can be expected to be use-
ful in such preparations, but there are still only a few examples of such pre-
parations involving metal clusters on surfaces [4.6,7].

The most commonly used synthetic route involves deprotonation of acidic hy-
drido metal clusters by basic surfaces; this method has been used with strongly
basic supports (e.g., Mg0 and Ca0) and also with y-A1203 [4.8]. Examples involve
metal cluster precursors of the family H;M,(C0);,, namely, H,0s,(C0);, [4.9],
H4Ru4(C0)12 [4.10], and H4Ru053(C0)12 [4.11]. Evidently, deprotonation of the
cluster by basic surface groups generates surface -OH groups and surface ion
pairs, including the anion clusters H3M4(C0)12-.

Another preparative route is described formally as an exidative addition
reaction involving a surface -OH group, illustrated here for the reaction of
053(C0)12 with the surface of n-A1203 [4.7].
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05(C0),

H / H \
053(C0)12 + é + (CO Os/:—:\Os(CO)3 +2CO0
T, ?
I

The stoichiometry of this reaction has been confirmed by measurement of the
CO evolution [4.7]. Similar reactions evidently occur with y-A1203 [4.12,13],
SiO2 [4.7,13]1, and probably Ti0, and Zn0 [4.7,13].

The surface reactions mentioned above occur simply and cleanly, usually
at temperatures near 100°C with the organometallic precursor in a paraffinic
solution in contact with the support. Alternatively, the volatile organome-
tallic precursor may be transported to the surface through the gas phase.

Although the above-mentioned reactions occur cleanly, the usual situation
is different when organometallic compounds are brought in contact with metal-
oxide surfaces: the resulting surface structures are usually complicated mix-
tures, perhaps including complexes of various nuclearities and metal aggre-
gates. Most attempts to form organometallics with unique moleculear structures
on supports have led to such mixtures.

4.2 Structure Determination by Physical Methods
The characterization techniques of greatest value in the determination of

structures of surface-bound organometallics are closely comparable to those
used commonly in conventional organometallic chemistry; Table 4.1 is a 1ist

Table 4.1. Spectroscopic methods used to characterize supported metal clusters

Spectroscopic method Comparable method used in conventional
organometallic chemistry

Infrared spectroscopy Infrared spectroscopy

1H and 13C NMR spectroscopy 1H and 136 NMR spectroscopy

EXAFS X-ray diffraction crystallography
Raman spectroscopy Raman spectroscopy

UV-visible spectroscopy UV-visible spectroscopy

Inelastic electron tunneling

spectroscopy
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of these techniques. In the following sections, results of the most important
characterization methods are illustrated and the techniques are briefly eva-
luated.

4.2.1 Infrared Spectroscopy

Infrared spectroscopy is the method most easily and widely applied to charac-
terize surface-bound organometallics. For example, spectra in the carbonyl
stretching region (Fig.4.1) provide a basis for identification of the anion
H3Os4(CO)12' on y-A1203. The spectrum of the surface species formed by depro-
tonation of the neutral metal carbonyl precursor H4054(C0)12 is in good agree-
ment with the spectrum of the anion in solution and with the salt incorporating
this anion deposited directly on the surface [4.9]. Infrared spectra providing
fingerprints in the carbonyl stretching region have been widely used; this sen-
sitive and easily applied technique is capable of providing characterization

of ligands other than carbonyls, but there are few reported examples.
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Fig.4.1. Infrared spectra of samples (4) (prepared from Hg04(C0); and
y-A1,03, in air, at room temperature, and (B) [(thP)gN]+?H3OS4(CS)

CHzC?z at room temperature [4.9]. Reproduced from Jowurnal of Cutalyszs w1th
permission of Academic Press
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Fig.4.2. Laser Raman spectra in the metal-metal stretching and metal-carbon
bending region of H3Re3(C0)12 + Mg0 (physical mixture) and HoRe3(C0)12 ad-
sorbed on Mg0

4.2.2 Laser Raman Spectroscopy

Laser Raman Spectroscopy provides complementary data, but this vibrational
spectroscopy is much more difficult to apply successfully because of the Tack
of sensitivity of the technique and the difficulty of obtaining spectra of
many samples because of fluorescence of the surface and destruction of the
sample by the incident laser radiation. Raman spectroscopy provides evidence
of ligands such as CO and of metal-metal and even metal-oxygen bonds. For
example, the spectra of Fig.4.2 for H2Re3(C0)12' on Mg0 provide just this
kind of information [4.14]. There are, however, only a few examples of Raman
spectra characterizing surface-bound organometallics; progress will be facili-
tated by the availability of more sensitive instruments and cells for proper
handling of the often air-sensitive samples in appropriate atmospheres.
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4.2.3 Inelastic Electron Tunneling Spectroscopy
The third in the set of vibrational spectroscopies that have been used to char-
acterize surface-bound organometallics is inelastic electron tunneling spec-
troscopy. The technique requires the surface of the sample to be coated with
a conducting layer of a metal such as lead, and the spectra are typically de-
termined at liquid helium temperature so that the tunneling process is rapid;
the resolution is less than that of infrared and Raman spectroscopies. The
principal advantage of the method is its high sensitivity; the peaks in the
spectrum are especially intense for vibrations perpendicular to the surface
(and parallel to the direction of electron transport); therefore, the spectra
provide evidence of the orientation of the surface species.

Results are illustrated for the anion RuGC(CO)lg' on A1203 (Fig.4.3). The
CO stretching bands are consistent with those determined by infrared and Ra-
man spectroscopy [4.15].

4.2.4 Extended X-Ray Absorption Fine Structure Spectroscopy

The most powerful method in prospect for determining the structures of surface-
bound organometallics is EXAFS. Spectra of well-characterized standards are
essential for the proper interpretation of EXAFS data; the most appropriate
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Fig.4.3. Inelastic electron tunneling spectrum of Ru6C(C0)1§" adsorbed on
A1203 at Tiquid helium temperature [4.15]
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standards are the molecular analogues of the surface species themselves, and
it is best to use structural parameters determined from X-ray crystallography
as a basis for evaluation of the EXAFS data.

The method has been applied to the y-A1203-supported triosmium cluster

0s(C0)
A
7N\
I
By

4

Structural parameters characterizing the surface species are summarized in
Table 4.2 [4.16]; the results constitute a strong confirmation of the struc-
ture of the surface species, which is closely analogous to those of the com-
pounds

///05(C0)4
H
(c0)305’f:—;§§35(c0)

0
|
R

Table 4.2, Characterization of y-A1203-supported osmium carbonyls by EXAFS [7.15]

Sample 055(C0); 52 HOs 3(C0)1,0(AT} 0s(C0), (AT},
(x=2 or 3)

0s-0s distance [R]  2.88P 2.88¢ S

0s-0s coordination b

number 2 2¢ _—

C:0s atomic ratio 4 3.35° 2.5

0s-Osuppor;

distance [A] —_ 2.12 2.19

0s-Osupport
coordination number — 0.65 3

3 Reference compound, characterized in the crystalline state
b Value determined by X-ray crystallography

€ Value assumed on the basis of data characterizing the reference compound and the
surface species (see text)



. Structure of u-H0s3(C0)pg(n-0SiEt3).
The bond lengths are
[R] 0s(1)-0s(2), 2.777(1); 0s(2)-
0s(3), 2.816(1); 0s(1)-0s(3),
2.820(1); 0s(1)-0, 2.110(6); 0s(2)-
0, 2.126(6); 0-Si; 1.658(6). The
bond angles are < 0s(1)-0s(2)-0s(3),
60.54(1)°; <0s(2)-0s(3)-0s(1),
59.05(1)°; <0s(3)-0s(1)-0s(2),
60.41(1)°; <0s(1)-0-0s(2),
81.9(2)° [4.16]

where R is H, alkyl, or SiEt3 [4.17] (Fig.4.4). The EXAFS data confirm the sur-
face structure that had been inferred from the infrared spectra [4.7,13], Raman
spectra [4.18], inelastic electron tunneling spectra [4.19], and the stoichio-
metry of the surface synthesis [4.7]. This is regarded as one of the best-de-
fined oxide-bound organometallic structures.

4.2.5 Ultraviolet-Visible Reflectance Spectroscopy

The method of UV-visible reflectance spectroscopy offers the advantage of
ease of application, but it has been of minor value in the characterization
of surface-bound organometallics. It provides evidence of metal-metal bonds
[4.20], but since it does not provide highly specific structural information,
it is best used to complement the other methods referred to here. In a few
instances, the UV-visible spectrum provides a good fingerprint for identifi-
cation of a surface-bound organometallic; an example (Fig.4.5) is OSIOC(CO)ZZ'
on Mg0. Excellent agreement is observed between the spectrum of the [Et4N]+
salt deposited on Mg0 and that of the surface-bound dianion formed on Mg0
during CO hydrogenation [4.21]
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4.2.6 Nuclear Magnetic Resonance (NMR)

Nuclear magnetic resonance (NMR) spectroscopy has found only 1ittle applica-
tion to surface-bound organometallics [4.22-24], but modern high-field in-
struments portend greatly increased attention to this method. Supported mono-
nuclear complexes, e.g., rhodium allyl on S1‘O2 [4.22], have been characterized
by 1H NMR (without magic angle spinning). Changes in the spectrum (Fig.4.6)
provide evidence of conversion of the allyl Tigands into propylene and propane
as the rhodium (initially in the +3 oxidation state) is reduced at room
temperature in H2 to the zero-valent state, accompanied by formation of rho-
dium aggregates on the S1'02 surface.
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Fig.4.5. Electronic spectra of (4) sample prepared TR — 1
from [Hp0s(C0)4] and magnesia, (B) used catalyst, and |5 |90 5 0o -5-10
() [EtgN1p[0s10C(C0)pq] adsorbed on magnesia [4.21]. (8)

Reprinted grom Journa% of the American Chemical So- ppm
eiety with permission of the American Chemical Society

Fig.4.6. Three 1 NMR spectra of {Si}-0-Rh(allyl)p (0.75 wt.% Rh) during reac-
tion with Dp: (4) after reaction with flowing D2 for 30 min (760 Torr, 25°C;
500 coadditions); (B) after reaction with Dy for 48 h (760 Torr, 25°C; 500
coadditions); (C) subsequent evacuation of sample (1x 10-3 Torr, 25°C; 2500
coadditions, intensity multiplied by 2.25 vs. spectra 4 and B) [4.22]. Reprin-
ted from Journal of the American Chemical Society with permission of the
American Chemical Society
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The use of 13C NMR spectroscopy with magic angle spinning and cross pola-
rization to characterize organometallics on oxide surfaces has just begun;
mononuclear molybdenum carbonyl complexes on y-A1203 were found to have spec-
tra consistent with Mo(CO), subcarbonyls [4.23], and a mononuclear osmium
complex on Mg0 was found to have a spectrum consistent with the structure of
the anion HOs(C0)4_ [4.24]; the latter has been characterized by several other
techniques, and the surface chemistry is described in Sect.4.3.

Metal NMR has not yet been reported for supported organometallics, but the
prospects are excellent.

4.2.7T Temperature-Programmed Decomposition
Temperature-programmed decomposition of supported organometallics provides
quantitative information about the lTigands bonded to the surface species. In
this experiment, the temperature of a sample in an inert carrier gas stream
is ramped at a known (and usually constant) rate, and the gaseous effluent is
analyzed to provide a quantitative profile of what has desorbed or formed by
chemical reaction; often the chemical reactions involve -OH groups of the sur-
face, which may oxidize the metal [4.25]. A variation of this technique in-
volves use of a reactive gas stream such as H2 in place of the inert carrier
gas, and complementary data are obtained.

Some authors [4.7] have used static methods for decomposition of surface-

bound organometallics; whatever the details of the technique, the results
provide essential quantitative data determining the ligand environment of sur-

face-bound organometallics; such data are a necessary component of any full
characterization.

4.2.8 High-Resolution Transmission Electron Microscopy

Some of the most striking results characterizing metal clusters on supports
[4.26-28] have been produced by high-resolution transmission electron micro-
scopy. High resolution is illustrated by the micrograph of hexarhodium carbonyl
clusters on A1203 (Fig.4.7) [4.28]. Very high resolution may be attained when
films of the metal oxide support are specially prepared by oxidation of thin
films of the metal.

4.2.9 Other Methods and General Points

Other surface characterization methods of potential value for supported metal
clusters include electron spin resonance spectroscopy and magnetic suscepti-
bility measurements; Mossbauer spectroscopy, which can be expected to be of
greatest value for iron-containing samples; and ultraviolet photoelectron
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Fig.4.7. Electron micrograph of hexarhodium clusters on A1203. Provided by
courtesy of M. Ichikawa. Also see [4.28]

spectroscopy and electron energy loss spectroscopy, which ultimately are ex-
pected to offer interesting prospects as the techniques are developed for the
supported species. The well-defined supported organometallics offer good
prospects for extending the range of these latter methods.

In summary, supported metal clusters are among the best-characterized sup-
ported metals and some of the best-characterized molecular species on oxide
surfaces. These samples have provided opportunities for demonstrating the
power of a range of surface characterization techniques, including EXAFS, laser
Raman spectroscopy, inelastic electron tunneling spectroscopy, and high-reso-
lution transmission electron microscopy. The supported clusters are unique in
having discrete, molecular structures. Many of the surface characterization
techniques appear to be almost optimally suited to these materials, whereas
they are difficult to apply incisively to the more traditional supported metals.
There is a gap to be bridged: as the simple surface structures are perturbed,
they may be transformed into structures more representative of the conventional,
widely used, supported metal catalysts; as the changes in structure are fol-
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lowed with the techniques mentioned above, opportunities will be recognized
for application of the techniques to the broad class of supported metal cata-
lysts.

It is emphasized that the surface-science methods of greatest value in
characterizing the supported molecular organometallics are not the ultra-high-
vacuum techniques that have proved to be so valuable in characterizing surfaces
of single crystals. The "high-pressure" techniques that are appropriate for
characterization of the surface-bound organometallics can be used to charac-
terize not only structures but also reactivities. Infrared spectroscopy is the
method that has been used most successfully with samples in the presence of
reactive atmospheres (even at several hundred degrees Celsius and pressures of
tens of atmospheres, as discussed in Sect.4.4). Raman spectroscopy and EXAFS
can also be used under such conditions. The potential exists for NMR as well,
but this may be much more difficult when magic angle spining of the sample is
required.

4.3 Reactivity

Reactivities of surface-bound organometallics are not well understood at the
molecular level. The available data indicate the occurrence of the following
classes of reactions: (1) breakup of supported metal clusters to give mono-
nuclear surface complexes; (2) the opposite of cluster breakup, namely, con-
densation reactions leading to the formation of surface-bound metal clusters
and aggregates (or crystallites); and (3) oxidation and reduction processes
that often accompany these, the reduction processes often leading to the for-
mation of metal aggregates on the oxide surface.

Some of the most thorough reactivity studies have been carried out with
the 3102- and y-A1203-supported triosmium carbonyl clusters mentioned above
[4.29]. The results of these investigations (Fig.4.8) demonstrate the break-
up of surface-bound clusters as a result of oxidation by surface -OH. groups.
At temperatures greater than about 100°C, the triosmium clusters break apart,
giving mononuclear Os2+ carbonyl complexes; several groups have confirmed these
conlusions [4.7,12,13,16,18,26,27]. The stoichiometry of the surface reac-
tion has been determined from measurement of CO and H2 evolution [4.7]. The
resulting supported mononuclear complex on Y-A1203, having 2 or 3 carbonyl
1igands, has been characterized by infrared spectroscopy [4.7,12,13,16,26]
and EXAFS (Table 4.2) [4.16]. The A1203-supported sample with the broken-up
cluster no longer gave Raman evidence of 0s-0Os bonds, as expected [4.18].

The resulting mononuclear complexes on y-A1203 are quite resistant to reduc-
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0s3(CO)jp Fig.4.8. Schematic representation of the
-Al,05 surface chemistry of osmium carbonyls on

25°C y-A1203. Adapted from [4.29]
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tion in Hz——temperatures of 300—400 C are required for formation of Os metal,
present in the form of aggregates [4.7,12,13]. The reactivity of H3OS4(C0)1£
on y-A1203 is very similar to that of the triosmium cluster; at approximately
the same temperature, the surface-bound clusters in helium break up to give
the mononuclear carbonyl complexes, as indicated by infrared spectra [4.9].

A11 the known supported-metal clusters are subject to degradation proces-
ses at elevated temperatures. The products are variable and depend on the
support. For example, breakup of the triosmium carbonyl clusters on SiO2 rather
easily gives aggregates of Os metal, in contrast to the behavior of the
y-A1203-supported clusters [4.7].

Small y-A1203-supported aggregates of Os of various sizes have been pre-
pared by the treatment in CO+H2 of osmium carbonyls of nuclearities ranging
from one to six [4.30]; these aggregates are larger than the precursor clusters
and are nonuniform in size, as indicated by electron microscopy, but there may
be some correlation of the initial cluster nuclearity with the final average
aggregate size [the tetraosmium cluster appears to be exceptional, however,
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perhaps because of the relatively high stability of the H3054(C0)12' anion
initially formed on the y-A1,0,5].

Small iron aggregates on Mg0 have been prepared from Fe;(C0);, [4.31], and
small ruthenium aggregates on y-A]203 and Mg0 have also been prepared from
carbonyl clusters; these aggregates often exist in mixtures with mononuclear
ruthenium complexes and molecular ruthenium clusters [4.10,32].

Bimetallic clusters have also been used to prepare supported catalysts; re-
latively stable molecular clusters have been formed on y-A1203 [HRuOs3(C0)13'
and H3Ru053(C0)12-] [4.11], but for the most part, the resulting structures
have been metal aggregates. In some instances, the aggregates are probably
alloylike [4.33], and in other instances the metals originally present in the
cluster segregate, with the formation of aggregates of one metal and separate
mononuclear complexes of the other. For example, FeOs3 clusters on SiO2 evi-
dently give Fe aggregates and Os(II) complexes [4.34]; RuOs3 clusters on
v-A1,05 give Ru aggregates and mononuclear Ru and Os complexes [4.35], and
RhOs3 clusters on y-A1,05 give Rh aggregates and Os(II) complexes [4.36].
Other examples have been reviewed recently [4.37]. Selectivity data for cata-
lytic hydrogenation of CO suggest that there were intriguing variations in
the structures formed from RuX053_X(C0)12 on y-Al,04 [4.38]; these results re-
main to be explained.

The reactions described in the preceding paragraphs involving reduction of
metal and formation of metal-metal bonds are roughly the reverse of the reac-
tions described above as cluster breakup. Occasionally these reduction/aggre-
gation processes have been observed to lead to formation of supported mole-
cular metal clusters rather than structurally indistinct aggregates.

For example, the Os(II)(CO)2 or Os(II)(CO)3 complexes formed by destruction
of the above-mentioned surface-bound triosmium carbonyl clusters have been
partially reconverted into the original supported clusters, as indicated by
infrared spectra [4.7,39]. More thorough evidence of molecular osmium carbonyl
cluster formation has been reported for MgO-supported samples initially incor-
porating the anion HOs(CO);, inferred to be present on the surface in an ion
pair with the structure [4.21].
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s T T Fig.4.9. Infrared spectra (4) unused cata-
lyst incorporating HOs(CO)g~ prepared from
H20s(C0)4 and Mg0, (B) sample after use as
a CO hydrogenation catalyst, and (¢) solid
after extraction, incorporating 0sq C(CO)%&
[4.21]. Reprinted from Journal of t%e

A American Chemical Soctiety with permission
of the American Chemical Society
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This was formed by deprotonation of HZOS(CO)4 on the basic Mg0 surface.

When the sample was heated with a 3:1 (molar) H2 : CO mixture at 275°C
and 10 atm for about 20 h (the catalytic CO hydrogenation reaction took place,
as described in Sect.4.4), a condensation reaction occurred, giving H30$4(C0)12_
[which was extracted from the surface with (CH3)4NC1 in isopropano]].the
remaining solid had an infrared spectrum characteristic of OSIOC(C0)24 (Fig.
4.9); following the extraction, the solid was red; the UV-visible spectrum of
the used catalyst (Fig.4.5) confirms the structural inference. The surface
chemistry of the osmium carbonyls on the basic Mg0 closely parallels the solu-
tion chemistry of the osmium carbonyls: in the presence of CO and HZ’ the tetra-
nuclear cluster is relatively stable in solution [4.40], and the synthesis of
OSIOC(CO)ZE- takes place in high yield in the presence of Na (a reducing agent)
at about 260°C [4.41]. It is inferred that the cluster anions observed on the
Mg0 surface are the thermodynamically favored structures in the presence of
C0-+H2. There was no evidence of Os aggregates on this surface; it is clear that
the combination of ligands (provided by the basic support and the reactive gas
atmosphere) was crucial to the stabilization of the molecular clusters at high
temperature. Evidently the osmium carbonyls are sufficiently mobile on the sur-
face for the cluster formation reaction to occur.

In summary, there have been only a few systematic investigations of the re-
activity of surface-bound clusters. Often the reactions are complex; even when
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a structurally well-defined cluster can be prepared on a surface, it often
reacts to give complicated mixtures. The known solution chemistry provides
the best guide to surface reactivity, but it is imprecise. Understanding of
surface reactivity is expected to develop most rapidly for clusters with
stable metal frameworks (such as the osmium carbonyls). Characterization by
the concerted application of a variety of spectroscopic techniques (plus de-
termination of stoichiometries of reactions involving gain or loss of Tigands)
will lead to the most rapid progress.

4.4 Catalytic Activity

There are only a few examples of reactions known to be catalyzed by metal
clusters in solution [4.42,43], and not .surprisingly there are even fewer
well-documented examples of catalysis by surface-bound clusters. These examp-
les, cited below, involve reactions of olefins as well as carbon monoxide and
hydrogen.

Triosmium clusters bonded to Si02 [4.39] and y-A]ZO3 [4.44] appear to be
catalytically active for olefin isomerization at temperatures less than about
90°C. Infrared spectra of the SiOz-supported sample measured during catalysis
in a flow reactor at atmospheric pressure indicated that the only detectable
form of the organometallic species was the coordinatively saturated cluster
H053(C0)10-0-{Si}. As flow of but-1-ene was initiated over the sample at 85°C,
the catalytic activity slowly increased to a maximum and then remained unchanged.
Simultaneously, there were small changes in the infrared spectrum in the car-
bonyl region: two new bands indicated the formation of a small amount of a
cluster of different symmetry, inferred to have been formed by coordination of
reactants (but-1-ene and/or hydrogen) [4.39]. When CO was introduced into the
feed stream, the changes in the spectrum were reversed and catalysis stopped.
The results are consistent with the suggestion that the catalytically active
species were a small fraction of the surface-bound triosmium clusters, but the
nature of the coordinatively unsaturated species that presumably formed (e.g.,
by dissociation of CO) remains to be determined.

Similar results were observed with the y-A1203-supported cluster HOs3(CO)10-
0-{A1} [4.44]. Catalytic reaction rate data for isomerization of hex-l-ene in
the presence of H2 are shown in the middle curve of Fig.4.10. The reaction was
zero order in olefin and in H2 partial pressures. These data also are consis-
tent with catalysis by a small fraction of the supported clusters themselves.
When the temperature was increased to 120°C, the catalytic activity declined,
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Fig.4.10. Olefin isomerization activities of catalysts incorporating trios-
mium clusters and ensembles formed by breakup of triosmium clusters on metal
oxides

reaching a new steady state in about two hours; during this period, the clus-
ter broke up into the mononuclear 052+ complexes described above, as shown
by the infrared spectrum [4.44,45]. Catalytic activity data for the mononuc-
lear complexes are shown in Fig.4.10 (again, the isomerization reaction was
zero order in the reactant and in H2). The complexes are less active than the
clusters. This comparison is important in showing that the clusters themselves
were catalytically active; the possibility that small amounts of cluster de-
gradation products were actually responsible for the activity attributed to
the clusters can be discounted, since the degradation products are significantly
less active than the clusters themselves.

Similar catalytic activity for isomerization of but-1-ene has been observed
for y-Al,05-supported H3054(C0)12 [4.9] and H3Ru053(C0)I2 [4.11]. In each
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case, infrared spectra of the working catalyst indicated that the coordina-
tively saturated cluster anion was the only detectable organometallic species.
Extraction of most of the anions from the surface of each catalyst led to a
marked reduction in the catalytic activity. Treatment of the catalyst at higher
temperatures (>100°C) led to cluster breakup accompanied by reduction in the
catalytic activity. Catalysts prepared by deposition of a salt of the anion on
y-A1203 had approximately the same activitjes as the sample prepared by depro-
tonation of the neutral cluster, as described above.

The SiOz-supported triosmium clusters have been reported to be catalysts for
ethylene hydrogenation in a batch reactor at 70-100°C [4.46]. Infrared spectra
and chemisorption data indicated that ethylene and hydrogen coordinated to the
cluster, and structures have been hypothesized for the organometallic surface
intermediates [4.46]. The reaction orders in ethylene and hydrogen were found
to be 0 and 1, respectively, which are the values expected for metal catalysis.
One might consider the possibility that small amounts of small Os metal aggre-
gates were formed and were responsible for the catalytie activity.

There are reports of CO hydrogenation in the presence of oxide-supported
metal clusters [4.7]1. When HOs3(C0)10-0-{A1} was used for CO hydrogenation,
catalytic conversion to methane and other hydrocarbons was observed at Tow
pressures (~1 atm) [4.26]; infrared spectra of a used catalyst [4.26] indicated
that the clusters had broken up and that Os(II) carbonyl complexes were the
predominant species. It has been suggested, however, that undetectably small
amounts of Os metal aggregates were the more 1ikely catalytic species [4.31].

When a triosmium carbonyl cluster of undetermined structure supported on
Mg0 was introduced into a flow reactor for CO hydrogenation, methane and other

hydrocarbon products were observed at 300°C and 32 atm [4.47]. Infrared spectra
of the used catalyst indicated the presence of osmium carbonyl clusters, but
their structures were undetermined. This result is tantalizing in suggesting
the possibility of involvement of metal clusters in a catalytic reaction at
high temperatures.

In a more thorough investigation of catalysis by MgO-supported osmium car-
bonyls, the initial form of the catalyst incorporated the complex anion
HOS(CO);, prepared by surface deprotonation of HZOS(C0)4 [4.21]1. The catalyst
was brought up to the operating temperature (275°C) and pressure (10 atm) in
a flow reactor; the feed was a 3:1 (molar) H2 : CO mixture. The catalyst was
active for the Fischer-Tropsch reaction, giving methane and low-molecular-
weight hydrocarbons (the conversion was so low that higher hydrocarbons were
not detected) (Fig.4.11). The catalyst lost activity during operation (Fig.
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Fig.4.11. Rates of catalytic hydrogenation of CO in a flow reactor at 275°C
and 10 atm. The catalyst was initially HOs(CO)4~ supported on Mg0; the feed
was a 3:1 (molar) H:CO mixture [4.21]. Reprinted from Journal of the American
Chemical Society with permission of the American Chemical Society

4.11), and analysis of the used catalyst showed that about one-third of the
initial Os had been Tost, possibly as the volatile HZOS(C0)4.

The used catalyst was characterized by UV-visible and infrared spectros-
copy and by extraction with (CH3)4NC1, as mentioned above, the results indi-
cating that the only observable surface organometallic species were the stable
anions H30$4(C0)I2 and OSIOC(CO)S;. Since there was no evidence of Os metal
on the surface, it was suggested that the deactivation of the catalyst was
associated in part with formation of the decanuclear cluster anion, which might
be catalytically inactive.
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More work is needed to clarify these results, but they are believed to be
important in providing the first evidence of surface-bound molecular clusters
stabilized at high temperatures and implicated in a catalytic reaction.

The keys to the stabilization of these clusters are the following:

(1) The stable metal frameworks provided by strong 0s-0Os bonds.

(2) A favorable metal/support combination, the basic Mg0 stabilizing the
osmium cluster anions.

(3) High CO and H2 partial pressures to stabilize the clusters.

The best prospects for application of supported molecular clusters as cata-
lysts would seem to be those involving clusters with strong metal-metal bonds
(e.g., Os, Ru, Ir) and basic supports such as Mg0 and Ca0 and reactants such
as CO providing stabilizing ligands.

4.5 Supported Metals with Simple Structures Derived
from Supported Organometallics

Reactions leading to changes in the metal framework structure of a supported
cluster usually give complex mixtures of surface structures. There appears to
be an intriguing exception, however, involving the y-A1203-supported cluster
HOs3(CO)10-0-{A1}. When heated to about IOO-ZOOOC, this cluster breaks up in-
to mononuclear Os(CO)2{0A1}3 and Os(CO)3{OA1}3 complexes, as described in
Sect.4.3. It has been suggested [4.26] that the mononuclear complexes were
present in the form of ensembles, each consisting of three Os ions; charac-
terization by electron microscopy showed uniform scattering centers on the
Y-A]ZO3 support, all the same size (about 7 R) (Fig.4.12). The infrared evi-
dence of partial reconstruction of triosmium clusters on SiO? and y-A1203
(mentioned in Sect.4.3 suggests that the ensembles were formed on each sup-
port.

The ensembles appear to be unique among supported metals with respect to
their uniformity of structure; the ensembles on y-A1203 have been observed
to be stable in the high-energy electron beam of the electron microscope
[4.27], consistent with the strong jonic bonding of the osmium to the oxide
surface indicated by the EXAFS data (Table 4.2). When the sample was treated
in hydrogen at 400°C, reduced osmium ensembles of the same size were observed.
These constitute perhaps the first example of a zero-valent metal supported
on a metal oxide and having a single size of metal aggregate. These aggre-
gates have not been characterized fully, and their stability has not been
evaluated.

These results suggest that uniquely simple supported metals might be pre-
pared from metal cluster precursors; variation of the metal cluster nucleari-
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Fig.4.12. Electron micrograph of ensembles consisting of three osmium ions
on y-A1203, obtained by treating the supported triosmium cluster in argon

at 200°C [4.27]. Reprinted from Journal of Catalysis with permission of Aca-
demic Press

ty could allow systematic variation of ensemble (and aggregate) size, and va-
riation of the metal cluster framework composition could allow systematic
variation of ensemble (and aggregate) composition. The lack of stability im-

plies that these goals may not be achieved easily.

4.6 Summary

Supported molecular metal clusters are still a new class of materials, but
there have been rapid advances in our understanding of their structures, re-
activities, and catalytic activities. The rapid development is a consequence
of the simplicity of structure of the materials, which allows incisive char-
acterization with a powerful arsenal of techniques, including EXAFS, infrared,
Raman, NMR, and other spectroscopies that can be interpreted on the basis

of data obtained from true molecular analogues. A primary limitation of the
surface-bound organometallics is their relative lack of stability. There is

a need for discovery of more stable surface organometallic structures, not
only to allow characterization of more materials over wider ranges of condi-
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tions, but to provide good candidate catalysts. New supports and new metal-
support combinations are worthy of investigation. The prospects of wholly new
surface structures and new catalytic properties are valid, but much work re-
mains to develop stable species that are structurally and catalytically novel.

Acknowledgement. This work was supported by National Science Foundation
grant No.CPE-8218311.
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5. Catalysis by Molybdena-Alumina
and Related Oxide Systems

W. Keith Hall

Laboratory for Surface Studies and Department of Chemistry,
University of Wisconsin, Milwaukee, WI 53201, USA

During the past 30 years, modern surface science and a variety of new spectros-
copies have evolved, together with the ability to achieve, easily and routinely
ultra-high-vacuum conditions. At first, tungsten surfaces were studied almost
exclusively because of the ease with which they could be cleaned, used, and
regenerated reproducibly. Today, experiments are carried out on single-crystal
planes of many metals of catalytic interest. Similar studies of oxide and sul-
fide surfaces are just now beginning and they provide the investigator with
some new and challenging problems. No longer will the surface be composed of
atoms of a single element in various geometric arrangements all having similar
chemistry. Instead the surface will contain a variety of configurations of

both anions and cations, each having its own chemistry and at times acting co-
operatively with each other to activate molecules.

The surfaces of most oxides are terminated by a layer of hydroxyl groups
which substitute for an extension of the lattice. Usually these are thermally
unstable; they condense with their neighbors to form HZO and produce surface
defects which may be the catalytically active sites [5.1]. Other times they
function as Bronsted acids. The point to be remembered is that perfect single-
crystal surfaces of oxides will be rare and usually catalytically uninteresting.
On the other hand, chemically distinct isolated sites for chemisorption and
catalysis may sometimes be characterized.

Much surface science is directed towards understanding the problem of ca-
talysis. Under favorable circumstances, such approaches have proved rewarding.
For example, Ertl [5.2] has demonstrated that the ammonia synthesis can be
described as a series of microscopic steps, each of which can be isolated from
the others. Close scrutiny reveals, however, that this success has resulted
from a unique feature of this system. As in the work of Kokes and Dent [5.3]
on ethylene hydrogenation over Zn0, the rate-determining step is the reductive
cleavage of a strongly held (most abundant) surface intermediate. Only under
such circumstances can intermediates be detected, and generally this is not
the case.
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It is convenient to divide the problem of catalysis into five consecutive
steps: the diffusion of molecules to the surface, the chemisorption of mole-
cules on active sites, the chemical transformations, the desorption of the
product molecules, and the diffusion of products from the surface. By proper
choice of the experimental conditions the diffusion steps can usually be made
non-rate-1imiting. Thus, the principal problems of interest to the catalytic
chemist become the surface chemistry, the number and nature of the catalytic
sites and the intermediates which form thereon, as well as the chemical trans-
formations Teading to products. In general, much of this information is diffi-
cult to obtain and catalytic chemists tend to pick away at the problem from
both ends. The gross kinetics are easy to determine, but difficult to inter-
pret. Tracers are employed to establish reaction schemes. Studies of the ca-
talytic reaction are made using model compounds to isolate specific selecti-
vity factors. Selective poisons are employed to estimate the concentration of
the catalytic centers on the surface. Analogies to chemistry in homogeneous
systems are sought. Then, from the other end, studies of the surface chemistry
are made using probe molecules to establish functionality of surface sites.
Spectroscopic studies are made both of the surface and of molecules chemisorbed
thereon. Properties of these molecules are established by temperature programed
desorption, etc. Finally, by synthesizing all of these data from many labora-
tories, an understanding of the catalytic process may be evolved. In this
chapter, this synthesis process is illustrated for the molybdena-alumina sys-
tem. For convenience, most of the results presented were taken from the work
carried out in the writer's laboratory. This is not an exhaustive review; a
large volume of related work is referenced in papers cited herein.

5.1 Nature of the Catalyst

Molybdena-alumina catalysts are usually prepared by the impregnation of y-
alumina with aqueous solutions of (NH4)6M07024. The paramolybdate ions are
chemisorbed on the positively charged alumina surface at Tow pH [5.4]. On dry-
ing and heating, deamnination occurs, together with condensation of the result-
ing paramolybdic acid with the basic hydroxyl groups of the alumina surface,
leading to formation of bound clusters containing seven or so Mo+6 ions per
cluster [5.5], A cobalt or nickel promoter may be added to enhance the acti-
vity of the final sulfided catalyst. The replacement of the surface hydroxyl
groups by bonding to molybdate was demonstrated by the spectra [5.6] shown in
Fig.5.1, as well as by direct measurement of the decrease in the hydrogen con-
tent of the preparations[5.7]. The alumina 0-H stretching bands decreased in
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Fig.5.1. Infrared spectra from the OH stretching region of the alumina sup-
port ( z nd f gm the support lToaded with 1.1 (B), 2.8 (C¢), 4.6 (D), 5.0 (E),
and 7.3(F)x 10 Mo/g, respectively [5.6]

Fig.5.2. Infrared spectra from (4) the OH and (B) the OD regions of normal
and exhaustively deuterated preparations, respectively. The catalyst, con-
taining ~ 5 X 10 0 Mo/g, in its oxidized, reduced, and sulfided state may be
compared with the alumina support. A1l spectra were scaled to the same thick-
ness and loading [5.8]

intensity as the catalyst was loaded with increasing amounts of molybdena and
were virtually eliminated when the monolayer capacity was reached at ~7 x 1020
Mo/ g. This bonding to the alumina surface was partially reversed by reduction
or sulfiding. This is evident in the spectra [5.8] shown in Fig.5.2A for the
hydroxyl, and in Fig.5.2B for the deuteroxyl regions, respectively. Clearly,
the band intensities stemming from the alumina surface hydroxyl groups were
greatly reduced when the platelets were loaded with molybdena. It is equally
evident that these bands were partially restored when the catalyst was reduced
or sulfided. (The extreme noise in the spectrum of the sulfided preparation
in the 0-H regions was due to its very low transmission of <2% in this re-
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Table 5.1. Observations of surface hydroxyl groups by NMR [5.9]

Experiment Hydrogen content [H XI0_14/cm2]
By isotope di- By NMR Percent
lution (D2) observed
(A) On alumina support
Evacuated at 500°C 3.6 2.3 64
After adsorption of D20 3.6 3.5 97
(B) On reduced (e/Mo=1.3)
molybdena-alumina
Evacuated at 500°C 2.4 0.5 21
After adsorption of D,0 2.4 1.8 75

gion.) As discussed later in this section, it is probable that recrystalliz-
ation occurred in these steps.

Further evidence of surface segregation of the molybdena phase into islands
or clusters on reduction was obtained from measurements [5.9] of the 1H—NMR
of the hydroxyl groups (Table 5.1) coupled with observations of the electron
paramagnetic resonance (EPR) intensities from Mo*® formed on reduction. The
surface hydroxyl concentration following evacuation of the alumina support
at 500°C (measured by NMR) was roughly two-thirds as large as the total hy-
drogen known to be present (measured by the isotope dilution method upon ex-
change with DZ)' The missing protons could be recovered by adding DZO to the
sample, i.e., by rehydrating (healing) the surface. Moreover, the more exten-
sively the alumina was dehydroxylated, the larger was the fraction of the
missing protons. It was suggested [5.9] that the large electric field gradients
developed upon dehydroxylation greatly increased the relaxation frequency of
the 27A1 nucleus, and that this in turn broadened the signal from protons on
adjacent hydroxyl groups into the noise level.

When these data were compared with those from reducted molybdena-alumina
catalysts (Table 5.1) a similar phenomenon was observed, but now only about
two-thirds of the missing protons could be recovered by the addition of D,0.
The surprising feature, however, was that a proton resonance signal could be
detected at all. On reduction, unpaired electrons are produced and some of
these can be seen in the EPR signal from Mo+5. An isolated Mo+5 should elimi-
nate the signal from all protons within roughly 10 R, i.e., from an area of
about 315 RZ. A simple calculation showed that, were both the hydroxyl groups
and the unpaired electrons uniformly spread over the surface, no signal should
be detected from 158 mz/g of the 184 m2/g total area. The much higher fraction
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observed demonstrated that areas of free alumina surface exist in between the
clusters of molybdena. This was confirmed by second-moment calculations from
these data, which suggested that the protons being observed on the reduced
molybdena-alumina preparations were identical with those attached to free
alumina surface.

As described previously [5.4,5], the final calcined catalysts exhibited
the same principal Raman bands found on the freshly prepared wet samples
(made by the equilibrium adsorption method) as well as those corresponding
to (NH4)6M07024. Several additional bands were also present, however, which
suggested that some monomeric tetrahedral surface species may have been formed.
The latter were found [5.5] to be very difficult to reduce with H2 and could
be identified with the observed Mo+d signal.

Recent extended X-ray absorption fine structure (EXAFS) data obtained by
several groups [5.10,11] strongly suggested the presence of microcrystalline
MoO2 and MoS2 in the reduced and sulfided catalysts, respectively. In Fig.5.3
the EXAFS pattern from a sulfided catalyst is compared with those from amor-
phous and bulk MoSz. Significantly, the pattern from the sulfided catalyst is
almost indistinguishable from that of the amorphous material (surface area
~50 m2/g) prepared by the method of Chianell: et al. [5.12]. With the wafer-
1ike chalcogenide structure of MoSZ, growth would be expected along the edges

MoS,
900+

600

Fourier transform magnitude

0
s00r CoMoYAI,03

Fig.5.3. The magnitude of the Fourier trans-
forms of EXAFS spectra after background sub-
traction and multiplication by K3. A1l spec-
tra were recorded at 77 K. Polycrystalline

0 R and amorphous MoS, are compared with a sul-

00 20 40 60 fided molybdena-alumina catalyst [5.11]
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Fig.5.4. Model of a sulfided molybdena-alumina catalyst. Small wafers of

MoS2 are bound to the alumina surface at the growth edges of the chalcoge-
nide structure

of the planes. Thus, perhaps the best model (Fig.5.4) of the molybdena-alumina
catalyst in its working condition is that of tiny defective wafers still at-
tached to the alumina surface at the growth edges, the remaining periphery
providing the defect centers necessary for catalysis. Evidently, recrystalli-
zation has been necessary to transform the bound paramolybdate clusters into
the tiny edge-bound wafers. Alumina surface is freed in this process as evi-
denced by the regeneration of a portion of the hydroxyl groups lost during
preparation. In summary, the evidence suggests the presence of at least two
forms of molybdena bound to alumina in the unreduced catalysts: a monomeric
tetrahedral form in relatively small amounts, and a polymeric bound microcry-
stalline phase. These are recrystallized on reduction, freeing alumina surface.

Selective chemisorption is a useful tool in the study of supported cata-
lysts. A common application is to distinguish the surface area of supported
metal particles from the total surface area of the support plus metal. It has
been found [5.8,13] that NO and CO2 can be used in this way to separate the
molybdena component from the alumina support. This is illustrated by the spec-
tra in Fig.5.5. Spectra A and F were obtained on adsorption of NO on the
freshly prepared reduced and sulfided catalysts, respectively. Similarly B
and G were obtained with CO2 and C and H resulted when NO was adsorbed on top
of the C02. Spectra D and I were derived by the subtraction of spectra B and
G from C and H using the internal computer of the Nicolet Fourier transform
spectrometer. The resulting spectra are virtually identical with A and F, de-
monstrating that the two molecules adsorbed independently on different por-
tions of the catalyst surface. Spectra E and J were obtained when C02 was ad-
ded to the alumina support after the identical pre-treatment procedures used
with the reduced and sulfided catalysts, respectively. Clearly, CO2 adsorbs
selectively on the uncovered alumina portion of the catalyst surface and NO
on the molybdena portion. Interestingly, additional strong bands appeared
when the alumina was sulfided which were not present without this treatment.
This suggested that some sulfur was incorporated into the alumina surface
during the reductive treatment with 10% HZS/HZ'

As shown in Fig.5.6, the free alumina portion of the surface can be varied
by increasing the extent of reduction or by sulfiding. The parameter e/Mo is
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Fig.5.5. Spectra from chemisorbed NO and CO» demonstrating that they occur
in separate surface sites, i.e., the NO on the catalytically active sites
on the molybdena portion of the surface and the COp on the alumina. The left-
and right-hand spectra are for adsorption on fresh%y prepared reduced and
sulfided catalysts, respectively. (4,F): adsorption of NO; (B,G): adsorption
of CO»; (C,H): NO adsorbed on top of COp; (D,I): subtraction of spectra (B)
and (G) from (C) and (#), respectively; (E,J): COp added to the alumina sup-
port (without the molybdena component) [5.8,13]
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Fig.5.6. Dependence of the free alumina portion of the surface on the extent
of reduction as determined by (4) COp chemisorption and by (B) the integrated
intensities of the OH region of the %R spectra. The solid square distinguishes
a sulfided preparation from reduced ones plotted as open circles [5.8]
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a convenient measure of the average extent of reduction of the molybdena to
valence states below Mo+6. It can most conveniently be measured by reoxida-
tion of the preparations [5.14]; e/Mo =2 corresponds to an average valence
state of Mo+4, etc. It must be appreciated that this parameter does not mean
that all of the Mo jons have a single valence state; they may be distributed
among higher and Tower states. Note particularly that when e/Mo>2.0, the
presence of some molybdenum ions in valence states lower than Mo+4 is demon-
strated. The two plots in Fig.5.6 show that the integrated intensity of the
hydroxyl region and the CO2 chemisorption both increased linearly with the
extent of reduction; both measured the extent of the free alumina surface.
Carefully controlled measurements with the parent alumina provided a means of
estimating the fraction of free alumina surface following these treatments.
Data obtained in this way are shown in Fig.5.7. The data for the sulfided form
of the catalyst (solid squares) fell on the same plots with the reduced ca-
talysts in Figs.5.6A and 7. Moreover, it can be seen that the average valence
state for the sulfided form 1ies midway between Mo+4 and Mo+3, and that ap-
proximately 75% of the alumina surface area which was covered with molybdena
during preparation has been recovered on sulfiding. Clearly this evidence of

a recrystallization process conforms to the picture derived from the EXAFS
data.

Weller and co-workers [5.15] have attempted to approach the problem of mo-
lybdena dispersion in a manner analogous to the use of chemisorption techniques
with supported metals. They noted that 02 does not chemisorb to an appreciable
extent on alumina or on the oxidized form of the molybdena-alumina catalyst.
After reduction or sulfiding, however, it chemisorbs irreversibly and conven-
jently at about -78°C. A calibration was made by determining the total BET
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(Brunnauer-Emmett-Teller) surface areas of unsupported MoO2 after the same
reductive treatments used with the supported catalysts; the oxygen chemisorp-
tion values were then obtained and the value per unit area was used to deduce
equivalent molybdena area (EMA) on supported preparations. Implicit was the
assumption that the supported molybdena phase was composed of crystalline
MoO2 in a manner analogous to supported metals. This interesting concept has
been used as a correlating parameter for catalytic data. Unfortunately, it is

an oversimplification of the real system, and we think not the best interpre-
tation of the data [5.16,17].

5.2 Nature of the Catalytic Centers

Molybdena-alumina catalysts exhibit distinct catalytic functions. They are
active hydrogenation catalysts for olefins and di-olefins; they function su-
cessfully as hydrodesulfurization catalysts; they catalyze olefin metathesis
and the isomerization of cyclopropanes. Not infrequently they are said to have
a Bronsted acid function, and under severe conditions they can effect hydro-
genolysis of cyclopropanes and paraffins.

Simple olefins such as ethene can be hydrogenated rapidly at sub-zero tem-
peratures. The rates are strongly dependent on the extent of reduction and can
be too fast to measure under certain circumstances. Some data for propene
[5.18,19] are shown in Fig.5.8, where the rates of hydrogenation and meta-
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thesis at 20°C are plotted as a function of e/Mo. The rates of hydrogenation
were relatively slow until e/Mo approached unity; they then increased rapidly.
Metathesis on the other hand was turned on at a low extent of reduction, but
then was relatively independent of e/Mo. Moreover, the metathesis rate was

not much affected by the presence or absence of H2(D2) in the gas phase.

These data have now been extended to still higher extents of reduction and
to sulfided preparations [5.8]; the data from the several sets of experiments
are all collected in Fig.5.9. The hydrogenation rates for the sulfided prepa-
rations fit nicely onto the curve defined by the remaining data. This strongly
suggests that the catalytic hydrogenation sites for the sulfided and reduced
molybdena-alumina catalysts are similar in nature, have the same function, and
that the same rate-determining step is involved. Metathesis was eliminated by
sulfiding. The shapes of Figs.5.8 and 9 suggest that coordinative unsaturation
is being developed as H20 is removed by reduction. Evidently below e/Mo=1.0
the degree of coordinative unsaturation is low and hydrogenation slow. Above
this point, multiple coordinative unsaturation is developed and the rates of
hydrogenation increase rapidly.

A selective poison was sought [5.18,19] to enable the estimation of the
fraction of the molybdenum ions which are effective for hydrogenation. Nitric
oxide was chosen because it is a strong ligand in bonding to transition metal
ions. Reproducible rates could be obtained repeatedly over the unpoisoned ca-
talysts. The freshly reduced catalyst was titrated with varying measured amounts
of NO which were quantitatively chemisorbed. Experiments were also attempted
where excess NO was added and then partially removed by evacuation at higher
and higher temperatures. In this way the data of Fig.5.10 were obtained. The
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Fig.5.10. Poisoning plot for a reduced
molybdena-alumina catalyst. The lethal
dose may be determined from the inter-
cept on the abscissa (see text). Note
that olefin hydrogenation, but not
metathesis, is poisoned [5.18,19]
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lethal dose was defined as the smallest amount of NO required to completely
poison the catalytic activity under the existing experimental conditions. Non-
seleetive adsorption or complication arising during desorption at higher tem-
peratures can lead to higher values of the intercept on the abscissa, but these
are not meaningful. From the data shown on Fig.5.10 the intercept of about

0.25 cc(NTP)/g suggested that only about 1% of the molybdenum ions were effect-
ive in this experiment. These data were collected for a catalyst reduced to
e/Mo=0.9, i.e., just at the knee of Fig.5.8. When the experiment was repeated
with the same catalyst reduced to e/Mo=1.3, the lethal dose was found to be
about 4 times larger. It may be estimated, therefore, that on the sulfided
catalyst it might be something like 20 times larger. In this case the lethal
dose would correspond to about one NO molecule for every five molybdenum jons.
This would imply that something Tike 10 to 15% of these ions were active sites,
see later in this section.

Catalytic intermediates are usually metastable species having a very short
lifetime. Therefore, in the steady state they may be present in very small
supply, covering at most a few percent of the surface, and consequently un-
detectable by ordinary spectroscopic means. Furthermore, spectra are integrals
from all (adsorbed or surface) species present. They emphasise the most
strongly held species and these are usually not the catalytic intermediates.

It is easy for strongly adsorbed byproducts of the reaction to collect on the
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Fig.5.11. Infrared spectra from NO chemisorbed
on a reduced molybdena-alumina catalyst showing
dinitrosyl bands [5.20]
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Fig.5.12. Infrared spectra from chemisorbed NO
on reduced and sulfided molybdena-alumina cata-
lysts showing similarity of the sites. (4): re-
1 T duced catalyst; (B): reduced then sulfided;
1900 1700 (¢): sulfided only [5.21]

cm?

catalyst surface; thus, sorting out the intermediate is like looking for the
needle in the proverbial haystack. The use of selectively chemisorbed poison
molecules having favorable spectroscopic properties affords a way to circum-
vent this difficulty. Because of its strong dipole moment and characteristic
IR bands, NO can be readily detected even when present in small amounts. Thus,
catalysts containing the lethal dose or less chemisorbed NO were examined
[5.20] and the results are shown in Fig.5.11. Infrared bands were obtained
characteristic of dinitrosyl species found in inorganic chemistry. Isotopic
substitution of 15NO for 14N0 confirmed that these spectra stemmed from two
NO molecules bound to a single molybdenum center. Thus, it was established
that the sites required for catalytic hydrogenation have a high degree of
coordinative unsaturation and are present in relatively small amounts. More-
over, it may be suspected that these centers have lower than the bulk valence
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state for MoO2 or MoSz. The dinitrosyl spectra from reduced and sulfided ca-
talysts are closely similar. As shown in Fig.5.12, the spectra differed only
by a shift of from 10 to 20 cm :
slight broadening of the bands [5.21]. These spectra closely resemble (Fig.
5.13) those obtained when Mo(CH3CN)4(N0)2 [(BF4)2] was supported on silica
or alumina [5.22].

to lower frequencies on sulfiding and by a

Oxygen chemisorption determined by the method of Weller and co-workers
[5.15] may be used as a correlating parameter for catalytic activity, as
shown in Fig.5.14. The rate data were taken from Fig.5.7, and the oxygen
chemisorption data were determined on duplicate preparations. The data sug-
gest that both oxygen and NO adsorbed on the same sites, i.e., those which
effect catalytic hydrogenation. The relationship, however, was not simple.

200 /

Rate of Propylene Hydrogenation
(molecules/ g min)
1

.- Fig.5.14. Correlation of rates of
T hydrogenation of C3Hg with 02
2 4 6 8 10 chemisorption [5.19]
Oxygen Chemisorption, cc(STP)/g
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As shown in Fig.5.15, reasonably constant turnover frequencies for propene
hydrogenation could be calculated from O2 chemisorption, NO chemisorption,
and the lethal doses for NO poisoning when a 4 :1 relationship between NO and
02 was assumed, i.e., when each site was counted by two NO molecules or by
one oxygen atom. This 4 :1 relationship was confirmed by direct chemisorption
measurements [5.21].

Very little 02 could be adsorbed on a surface where the sites had been pre-
viously saturated by the NO, but the reverse was not true. Although no oxygen
desorbed when NO was exposed to an oxygen-covered surface, approximately two
NO molecules were adsorbed for each oxygen atom already present. These fea-
tures can be seen in the spectra of Fig.5.16. The results are consistent with

Fig.5.16. Infrared spectra from (4) NO
adsorbed on reduced molybdena-alumina
— , : T ; . before and after exposure to 02 and
1900 1800 1700 1600 (B) NO adsorbed on the same catalyst

WAVENUMBERS after chemisorption of oxygen [5.21]
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the grossly oversimplified chemistry written in Fig.5.17. According to this

diagnosis, the coordinatively unsaturated centers may be pictured as residing
at the edges of anion-deficient surface-bound MoO2 or MoSZ. These anion de-

ficiencies produce effectively Mo

2+

centers. Each of these will coordinate

two NO molecules just as in the complexes described pictorially in Fig.5.17.
The same Mo2+ centers may be oxidized by two electrons to hold one oxygen

SIS IIIIISIII IS
IIRIIIIINIRRIINIS,

Fig.5.18a,b. Layer model of
MoSz crystal. (a) Perfect unit
cell and (b) a surface unit
cell having two degrees of co-
ordinative unsaturation [5.23]
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atom each. When NO is exposed to the oxygen-covered surface, a further re-
arrangement may be visualized in which half of the oxygen chemisorption sites
are freed so that they may now form new dinitrosyl species. A more realistic
description of the anion vacancy site is borrowed from Tanaka and Okuhara
[5.23] and shown in Fig.5.18.

5.3 The Chemisorption of Hydrogen on the Catalytic Centers

If catalysis occurs, it is axiomatic that at Teast one of the reacting mole-
cules must be chemisorbed. Thus, the chemisorption of H2 was studied [5.24,
25] because it is common to hydrodesulfurization as well as hydrogenation re-
actions. At 78 K, substantial amounts of H2 or 02 were adsorbed. The isotherms
(Fig.5.19) were nearly reversible, but contained a very small irreversibly held
component. This could be measured directly in pulse experiments, some results
of which are shown in Table 5.2. The total adsorption (Fig.5.19) at 500 Torr
fell between 0.5 and 1 mmol/g with the D2 isotherm being approximately 80%
higher than that for HZ' The chemisorbed portion shown in Table 5.2 was two
orders of magnitude smaller, the amount varying with the extent of reduction,
see later in this section. The isotopic separation factors could be deduced

as shown in Fig.5.20 from the slopes of the Tinear plots of the hydrogen pres-
sure versus the deuterium pressure required to maintain the same surface co-
verage. The rationale for this treatment is as follows: if the adsorption
equilibrium constants for H, and Dys KH2 and KD,, can be written as factorable
functions of coverage and pressure, i.e.,

20
— 18
\o 16-
o
o 14-
8, 12
5 10
g 8
)
g °
4..
zq
— T T T : Fig.5.19. Adsorption isotherms
100 200 300 400 500 for D% (o) and for H2 (O) at
Pressure, (torr) 77 K for a catalyst reduced to

COMPARISON OF D, ISOTHERM WITHH,  e/Mo = 1.0 [5.24,25]
ISOTHERM AT 77K
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600 Fig.5.20. Determination of separation
factors by application of (5.2) [5.24]
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Ky = F(e)f(P s Kn = F(e)f(P 5 5.1
H, ()(02) D, ()(Hz) (5.1)

then the thermodynamically defined separation factor S may be written as

S = KD2 / KH2 = [f(PHZ) / (f)PDZ]e kt(PH2 / PDZ)G s (5.2)

leading to the result of Fig.5.20.
The data of Table 5.2 show that at Tow temperatures and low extents of re-

duction, H2 was chemisorbed as molecules. These could be eluted with 02 with-

Table 5.2. Hydrogen chemisorption on reduced molybdena alumina
catalyst at 78 Ka [5.25]

e/Mo chemisorption Elution by D2 pulses [0.312 cc(NTP)]
[gc NTP)/g] Pulse no H y Yy
. 2[%1  HD[%1 Dpl%]

0.75 0.090 1 85 0 15

2 25 0 75

3 10 0 90

4 tr 0 ~100
1.3 0.235 1 85 8 7

2 5 0 75

3 2 2 86

4 0 4 96

5 0 0 100

Chemisorpt1on was carried out by passing repeated pulses
conta1n1ng 0.278 cc(NTP) to saturate over a molybdena-catalyst
(5 x 1020 Mo/g or 8% Mo) reduced to various extents. The che-
misorbed Hp was then eluted with Dj.



out isotopic exchange. At higher extents of reduction, the behavior was simi-
lar, but isotopic exchange occurred both during the passage of the pulse of

02 and between pulses. In both cases the chemisorbed hydrogen could be essen-
tially completely removed during the passage of four pulses. These data suggest
that the primary process on the strong chemisorption sites is a heterolytic,
dissociative adsorption when the thermal energy is sufficient to rupture the
H-H bond. This occurs to an increasing extent as the strength of the sites is
increased by further reduction. The substantial barrier to rotation associated
with the large separation factors for alumina and the unreduced catalysts may
be taken as evidence of a strong polarization of the molecules in a high elec-
tric field of the type that would lead to a heterolytic dissociative adsorp-
tion given favorable energetics [5.26].

The isotherms of the type shown in Fig.5.19 were similar for the parent
alumina and for the oxidized and reduced catalysts. The coverages at fixed
pressure were highest for the parent alumina, passed through a minimum with
catalysts at low extents of reduction, but partially recovered when the cata-
lyst was further reduced. Moreover, the high separation factors obtained by
this technique on all these catalysts suggested that most of the reversibly
held H2 was associated with the alumina portion of the surface. This behavior
should be contrasted with that of the strong chemisorption shown in Fig.5.21
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which closely mimics the rates of hydrogenation shown in Figs.5.8 and 9. These
data strongly suggest that sites for H2 chemisorption are created on the molyb-
dena portion of the surface as the catalyst is reduced. Interestingly, a good
correlation between the rates of hydrogenation and the H2 chemisorption is
also shown in Fig.5.22 as well as in Fig.5.15. (The higher turnover frequen-
cies than those calculated from the O2 and NO chemisorption reflect the fact
that the H2 chemisorptions are only about one-half as large, other things being
equal. These turnover frequencies could be brought in line with the others
by the questionable assumption that the sites should be counted as H-atoms
rather than H2 molecules, as was done for the 02 chemisorptions.)

When the strong chemisorption of H2 [5.25] shown in Fig.5.21 was compared
with that for DZ’ the ratio plotted in Fig.5.23 was obtained. Interestingly,
at low extents of reduction where the chemisorption appeared to be molecular,
the ratios were similar to the high separation factors obtained from the total
adsorptions (Fig.5.20). The ratios fell close to unity, however, as the depth
of the reduction was increased into the range where isotopic exchange became
rapid. Thus, the values approaching unity can be taken as evidence that the
strong chemisorptions had become dissociative.

When the oxygen chemisorption corresponding to the lethal dose for hydro-
genation was added to a catalyst reduced to e/Mo=1.2, the total adsorption
of H2 was reduced to about half its normal value (Fig.5.24). Only the strong
chemisorption on the molybdena portion of the surface was eliminated, leaving
that on the alumina portion unaffected. Moreover, the ratio of strong D2 to
H2 chemisorption was reconverted from about 1.0 to ~2.2by an amount of chemi-
sorbed oxygen which was an order of magnitude less than that required to re-
oxidize the catalyst from its reduced state (e/Mo=1.2) back to its completely
oxidized from. Thus, the catalyst had been selectively reoxidized at the cata-
lytic centers.
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Fig.5.24. Effect of irreversibly chemisorbed oxygen on the total adsorption
of H2 at 77 K on a catalyst reduced to e/Mo~ 1.2 with 02 poisoning (0); with
NO poisoning (X) [5.27]
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Fig.5.25. Line widths for the 14-NMR signal (35 MHz, 77 K) as a function of
coverage from ortho-Hz adsorbed on the oxidized form of a molybdena-alumina
catalyst (@), and on the parent alumina (e) [5.27]

Another aspect of this interesting phenomenon can be observed in the 1H-NMR
spectra from adsorbed ortho-H2 [5.27]1. Spectra were taken under conditions cor-
responding to the isotherms of Fig.5.19. Figure 5.25 is a plot of the line width
versus the amount adsorbed on the parent alumina and on the oxidized catalyst.
The two curves converged at high coverage and both increased as the coverage
was lowered. These data conform nicely to the Kibby-Kazanski equations [5.28]
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Fig.5.26. Line widths for the 1H-NMR signal (35 MHz, 77 K) from ortho-H2 as
a function of coverage for molybdena-alumina catalysts reduced to various
extents, i.e., e/Mo=0.0 (O), 0.25 (A), 0.8 (x), 1.1(e), 1.4(A), and 1.7
(o). [5.27]
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Fig.5.27. Effect of prepoisoning by selective chemisorption of 02 (o) or NO
(x) on the line width of the lH-NMR signal (at 35 MHz, 77 K) from absorbed
ortho-H2. Unpoisoned catalyst curve (e) taken from Fig.5.26 (e/Mo=1.7) [5.27]

which are based on the assumption that the observed 1ine width results from
fast exchange between a strongly chemisorbed species and a loosely bound (phy-
sically adsorbed) form of the adsorbate. As shown in Fig.5.26, the behavior
changed markedly as the catalyst was reduced into the critical range where H2
is dissociated (Fig.5.23). In addition to the fast exchange phenomena, a maxi-
mum line width was observed which cannot be accounted for by simple theory.
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The effects on the line width of prepoisoning by chemisorption of the lethal
dose of NO or 02 are shown in Fig.5.27. THese relatively small chemisorptions
had the effect of changing the behavior from that of the deeply reduced cata-
lyst to that of the oxidized form. As with the ratio of the strong chemisorp-
tions of the D2 to H2 (
sociative hydrogen chemisorption.

Fig.5.23), the effect was to eliminate evidence for dis-

The leveling of the Tine width for the reduced catalysts (Fig.5.23) suggests
that chemisorption on the molybdena portion of the surface is also heterolytic.
This maximum line width is about that expected for an isolated surface hydroxyl
group. However, the dissociative oxidative addition of H2 to CUS molybdena cen-
ters cannot be completely ruled out. This kind of reaction is well known in
organometallic chemistry and leads to hydrogenation by what has become known
as Wilkinson's catalysis. This chemistry is, however, associated with metallic
jons in Tow valence states. It might be possible for Mo2+ to function in this
way, but hardly Mo4+. Nevertheless, the chemistry as written by Tanaka and
Okuhara [5.23], and by Siegal [5.29] cannot be unambiguously ruled out.

5.4 Relationships with Catalysis

Molybdena-alumina catalysts were originally designed for hydrodesulfurization
reactions. They are good hydrogenation catalysts which produce HZS in reactions
with sulfur-bearing molecules. They also hydrogenate olefins and (much less
readily) aromatic systems. They catalyze olefin isomerization and metathesis
as well as the isomerization of cyclopropanes. Studies of these reactions have
proved helpful in understanding the catalytic chemistry and the nature of the
intermediates. Olefin hydrogenation will be considered first.

The dissociative chemisorption of H2 over Zn0 is represented in (5.3). THis
is the only oxide system for which the mode of chemisorption has been unambi-
guously determined [5.3,30].

HoOH
|
(Zn - 0)g + Hy ¢ Zn O, . (5.3)

Moreover, Kokes and Dent [5.3] demonstrated spectroscopically all of the steps
in the hydrogenation reaction, i.e.,

H H CH3-CHy H

fast slo
Ing Oy + Coy(m) =5 Ing O 204 CHe(9) + (Zn-0) . (5.4)
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Alkyl reversal to the wn-bonded olefin was not observed in tracer experiments.
Thus, olefin hydrogenation over Zn0 and Cr203 differed dramatically from that
over metals. Deuterated ethenes were not observed when D2 was substituted for
HZ; dideuterioethane was the sole product. Data obtained for reduced and sul-
fided molybdena-alumina catalysts conformed to this picture much better than
to that for metal catalysts where multiple exchange in both olefins and pro-
duct paraffins is the general rule. However, some alkyl reversal did occur.
Typical data [5.8] are given in Table 5.3. Alkyl reversal increased with the
extent of reduction and with conversion. In the static circulation reactor
used, the effects of secondary reaction were evident. Nevertheless, dideutere-
oethane remained the principal product followed by the monodeuterated species.
This latter observation suggested that the hydrogen removed by exchange with
ethene is very efficiently used to form another alkyl without leaving the sur-
face. The smaller amounts of ethane-d3 resulted from the reaction of D, with
the exchanged ethene-dl.

2

Table 5.3. Deuterium distribution from the reaction of ethene with deuterium
over molybdena-alumina catalysts [5.8,19]

Catalyst Conversion Ethene Ethane
Preparation % d0 d1 d2 d3 d4 dO d1 d2 d3 d4 d5 d6
Reduced 9 95 4 1 - - - 18- - - -
28 91 7 2 - - - 16795 - -
35 86 11 3 - - - 18766 - - -
Sulfided 25 8712 2 - - - 30618 1 - -
45 8116 2 - - - 353101 -
66 6729 5 - - - 3850111 -

In agreement with the data of Tanaka and Okuhara [5.23]1, exchange over the
sulfided catalysts was more important than with the reduced ones, and this was
reflected in a further spreading of the distribution in the ethanes. Ethane-d,
remained the most important product, but the fraction of d1 and d3 paraffins
increased substantially. Thus, a continuous gradation of behavior exists, from
Zn0 and chromia catalysts [5.3] at the one extreme, yielding only ethane-d2
and ethene-do (no alkyl reversal), to the sulfided molybdena-alumina and MoS2
preparations, where substantial exchange occurred with the reactant olefin.
The reduced preparations were intermediate. Significantly, deu%erated ethanes
higher than ethane-d3 were usually not observed, even at high conversions. The
deuteration appeared to be lTimited to ethane-d4. It was for this reason that
we previously suggested [5.18,19] that exchange might occur via the reversible
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interconversion of alkyl into the ethylidene carbene. In this way, up to four
deuterium atoms per molecule could be introduced into the paraffin with essen-
tially no exchange into the olefin.

In spite of sluggish exchange between 02 and olefin, H2 exchanged rapidly
with D2 in the presence of ethene to produce HD, and ethane-d1 was the Tlargest
single product [5.18,19]. The exchange rate was slowed considerably in the pre-
sence of olefin, but was not virtually eliminated as with some metal catalysts.
The exchange patterns may be contrasted with the well-documented ones for metal
catalysts [5.31].

With propene, the exchange between 02 and olefin was considerably faster
than with ethene [5.18,19]. The propene-d0 concentration fell roughly linearly
with percent conversion (Fig.5.28) yielding propene-d1 and -d2 as the apparent
initial products. Propene-d3 was also formed, but the data suggested that this
was a secondary product [5.18,19]. The propanes formed as a result of deutera-
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tion are described in Fig.5.29; they included propane-d2 as the largest single
product, as well as substantial amounts of pr‘opane-d3 and smaller amounts of
propane-d1 and -d4. A1l of these were apparently primary products of the reac-
tion. The products produced by the reaction of 1l-butene with 02 were distributed
similarly [5.8].

The hydrogenation rate for propene was slower, other things being equal,
than for ethene. This may be attributed to additional chemistry which becomes
possible with propene due to its allylic hydrogen. Thus, sites which chemisorb
the hydrogen (with which the olefins must react to form metalloalkyls) may
also be occupied by an allylic species or metallocyclobutanes. With Zn0 this
competitive process was observed spectroscopically [5.3]. The rates of hydro-
genation of propene presented in Fig.5.9 were the original data from [5.18,19]
supplemented with additional data [5.8] for reduced and sulfided catalysts
(open and filled triangles). The rapid linear increase in rate above e/Mo=1
was similar to the data for the strong H2 chemisorption shown in Fig.5.21. In

fact, these rate data are nicely correlated with the H, chemisorption data in

Fig.5.22. Thus, the available evidence suggests that tﬁe rate of propene hy-
drogenation is limited by the availability of chemisorbed hydrogen on the ca-
talyst surface.

Some further insight was gained from studies of the reaction of butadiene
with D2 [5.8]. The initial hydrogenation rate was approximately linear in hy-
drogen pressure and the reaction was strongly inhibited by increasing the bu-
tadiene pressure. Interestingly, an isotope effect, kHz/ kpp = 1.43, was ob-
served for the reaction rate. Since this ratio is approximately equal to the
ratio of the collision frequencies of H2 and 02 with the surface, it may be
taken as further evidence that the rate of arrival of hydrogen or deuterium on
the surface is rate limiting. In addition to these kinetic data, the isotopic
distributions analogous to those shown in Table 5.3 for ethene were derived
from mass spectrometry data. By this time, however, it had become possible to
determine the distribution of deuterium at various positions in the molecule
by 2H-NMR. THese distributions are shown in Table 5.4 for reduced and sulfided
catalysts. These data elucidate clearly the processes taking place. Butadiene
slowly undergoes exchange with DZ’ mainly at the terminal vinyl positions. Deu-
teration is superimposed upon this process. The 1l-butene formed thus contains
approximately one deuterium atom in each of the 3 and 4 positions as well as
an appreciable amount at the terminal vinyl group and a small but significant
amount at the internal vinyl position. The much higher extent of exchange at
the terminal positions suggests that the secondary alkylidene is favored over
the primary species (which would lead to exchange at the internal position).
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Table 5.4. Isotopic distributions of H and D in products of deuteration of
1.4-butadiene

Isotopic distribution

Product Reduced catalyst Sulfided catalyst
(16.6% conversion) (21.1% conversion)
Butadiene Ho.9%.1_ M0 Ho.9%.1 M1
C=C_ =
7
Ho.9%0.1 Ho.9%.1
1-Butene Ho.9%.1_  Ho.9%.1 Ho.9%0.1_  Mo.9%.1
= =g
Ho.9%.1 \“1.1'30.9 Ho.9%.17  ®H1.100.9
CHy.901.1 CHz 0010
cis-2-Butene CH2.1D0.9 CH2.1D0.9
= M=
4 /
Ho.800.2 Ho.900.1
trans-2-Butene CH2.001.0 CHZ.ODI.O
~ \
Ho.900.1 H1.0

However, as shown by the reaction network depicted in Fig.5.30, this need not
be so, because the extent of exchange at the two positions in butadiene depends
not only on the relative amounts of the two alkylidenes (I and II) formed, but
upon the relative magnitude of the rate vectors kz/ k_1 versus k4/ k_3 as well
as upon the relative rates of formation kl/ k3. What is clear is that more
butadiene is returned to the gas phase after having been species II than from
species I.

The reaction network (Fig.5.30) indicates four pathways to form 1l-butene
and only one to form each 2-butene. Moreover, the isotopic distributions
shown in Table 5.4 demonstrated that each of the two butenes was formed by 1-4
addition of 02 to butadiene. Presumably the 2-alkylidene (species II) may re-
arrange into the syn or anti-n-allyl (species III or IV, respectively) from
which the trans- and cis-2-butenes are formed. It would be tempting to specu-
late that the ratio of these products reflects the ratio of the two m-allyl
species, but again this is not necessarily true as their steady-state concen-
trations will be controlled by the relative magnitudes of the various rate
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DO, CHDGH=CH, Fig.5.30. Reaction network for reactions of butadiene

with Do over reduced and sulfided molybdena-alumina.
+D| k.
2 [5.81]
H,C=C
7w
H
|
Mo
klu k an
nbc Gth
Butadiene + D, ———‘ —> DG, QHDG=CH,
HG £, -——“-—“ H A
am  COPe, T kg ,chz 64y]
H b HCD W
kz///:; D\ kg ka//f; D\ Ky
H
HC DCH, CHDCH=CH, Da,{c=c'f(_H ]
H 2 Y2
®,D

vectors. Interestingly, the initial product contained approximately 70 to 85%
1-butene, 10 to 20% trans-2-butene with cis-2-butene making up the remainder.
As time went on, however, hydrogenation continued to the final product, n-
butane.

In summary, all of these results point to a reaction system in which molyb-
denum ions having multiple coordinative unsaturation, and presumably a lower
than normal valence state, act as catalytic centers for the dissociative chemi-
sorption of hydrogen or alternatively for the formation ot allylic species
from olefins. The chemisorbed H can then react with an olefin to form an alkyl
or alkylidene; the addition of a second H leads to hydrogenation. The allylic
species, on the other hand, serves as an intermediate for isomerization or
for formation ot metallocyclobutanes and carbenes, see below. The same allylic
intermediates may be generated from butadiene by the addition of a hydrogen
atom. Finally, the number of active centers may be counted by selective poison-
ing experiments using NO or 02. This feature will be Tost when reactions re-
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quire higher temperatures and hydrogen pressures or when strongly adsorbed sub-
strates displace or remove the poison.

Cyclopropane was chosen as a test reagent with the idea that several cata-
lytic functions might be characterized simultaneously. Originally, it was sup-
posed that the primary isomerization reaction to form propene was acid cata-
lyzed as much of the known chemistry of cyclopropanes involves acid catalysis
[5.18,19,32]. Further research convinced us, however, that this could not be
the case. First, it was found that the isomerization was reversibly poisoned
by small amounts of H20 [5.33], whereas the acid catalyzed reaction (silica-
alumina) was accelerated [5.32]. Second, whereas the oxidized form of molyb-
dena-alumina showed Brgnsted acidity [5.6] when contacted with pyridine (and
this acidity was enhanced by addition of H,0), the ability to generate pyri-
dinum jons was lost when the catalyst was reduced. These features are shown
in Fig.5.31. The bands at 1540 and 1638 cm'l, which appear in A and B, demon-
strated the presence of the pyridinium ion. Note the enhancement in these bands
on addition of H20. These same bands were absent in Spectra C and D which were
obtained from the reduced catalyst. These observations are in accord with che-
mieal intuition, which would lead one to suppose that the acidity of an oxide
should decrease on reduction and increase on oxidation. Interestingly, the
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WAVENUMBERS
Fig.5.31. Infrared spectra from pyridine adsorbed on the oxidized (4,B) and
reduced (c¢,D) forms of a molybdena-alumina catalyst. Spectra (B,D) were ob-
tained after adding a small dose of water vapor to preparations from which
spectra (4,C), respectively, had been recorded [5.6]
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Fig.5.32. Microcatalyric pulse experiments over a microcrystalline MoS2 ca-
talyst showing activation for cyclopropane isomerization by reductive remo-
val of HpS [5.34]
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Fig.5.33. Microcatalytic pulse experiments over activated microcrystalline
MoS2 showing complete poisoning by chemisorption of -oxygen [5.34]

rate of isomerization increased rapidly with reduction (from essentially zero
conversion to nearly complete decomposition). Thus, the catalyst in its acidic
form was not very active for cyclopropane isomerization, but it became active
as the Brgnsted acidity was eliminated. That some other mechanism must be op-
erative was further demonstrated by activation and poisoning experiments made
with unsupported MoS, [5.34]. As shown in Fig.5.32, no conversion of cyclopro-
pane could be observed when pulses of cyclopropane were passed over freshly
sulfided MoS2 at 100°C. The catalysts could be activated for the reaction,
however, by a hydrogen treatment at 200°C, in which a small amount of HZS

(81 umol H,S from 350 mg MoSZ) was removed. The ability to isomerize cyclopro-
pane was thus "turned on" by the formation of coordinatively unsaturated cen-
ters by removal of sulfur from the periphery of the chalcogenide wafers. This
picture was confirmed by selectively poisoning these centers by oxygen chemi-
sorption, as shown in Fig.5.33. Interestingly, the number of oxygen atoms
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chemisorbed (70 umol) was approximately equal to the sulfur atoms removed
during the activation in hydrogen.

Early in our work [5.33], it was noted that when pulses of cyclopropane
carried in He were passed over the reduced catalyst, ethene, not propene, was
the initial product. It was soon recognized that this resulted from the reac-
tion described by Gassman and Joknson [5.35], which involves the formation of
metallocyclobutane by the insertion of a molybdenum ion into the cyclopropane
ring (5.5); this species then cleaves to form C2H4 plus a surface bound car-
bene, i.e.,

CH, Yo CH, — CH, CH,
s I I — 1+ C2H4 . (5.5)

Mo — CH Mo

CH2 —_— CH2 2

The Tatter can then function in the metathesis reaction. This chemistry affords
an explanation of the non-acid catalyzed isomerization. As shown in (5.6), it
is possible for the metallocyclobutane to convert into the allylic hydride
which can then revert to the olefin.

CH CH, — CH CH,
A, T e, YO, o CHCH=CH, . (5.6)
cus
CH, — CH, Mo — CH, Mo-H

The reverse of this reaction has been suggested as the mechanism for the for-
mation of the surface carbenes which are necessary for olefin metathesis
[5.36-39]. Presently, this seems to be the most 1ikely explanation for our ob-
servations [5.34]. It is not understood why under certain circumstances ethene
is the principal product from the first pulse of cyclopropane and in other
cases only propene is observed.

Olefin metathesis is facile over reduced molybdena-alumina catalysts
[5.39-42], but not over sulfided ones [5.34]. The accepted mechanism is ex-
emplified by the following chemistry:

(I:IH2 (I:H2 — (IZH2 CH3-:ZIH
+ CH,CH=CH, & - +CH, (5.7)
Mo 8 2" Mo — CH-CH, Mo 2%
CH3—|c|H CH3(IZH - (IZH-CH3 Ic|H2
+ CH.CH=CH, & ol +CH, . (5.8)
Mo 3 2 Mo — CH, M 48

Methathesis is repressed in the presence of H2 because the olefin is rapidly
converted to paraffin.
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Hydrogenolysis of propene or propane to form methane and ethane has been
reported [5.43,44] for molybdena-alumina preparation made by the decomposition
of Mo(CO)6 on alumina. It has not been observed below 450°C with the usual re-
duced or sulfided preparations which we have studied.

An interesting and as yet not understood feature of the molybdena-alumina
system is the very facile exchange reactions between cyc]opr;opane-d0 and Cyclo-
propane-d6. This reaction [5.18,19] frequently achieves equilibrium in one
pass over the catalyst, making it impossible to obtain mechanistic information
from such experiments. The nature of the bonding and transformations which lead
to complete scrambling of the isotopes between two cyclopropane rings without
ring opening thus remains a challenging problem for future research, and its
solution might go a long way towards unraveling the remaining mysteries of this
catalytic chemistry.

The selective poisoning experiments shown in Fig.5.10 indicate that olefin
metathesis and olefin hydrogenation occur on different catalytic centers, but
further experiments [5.18,19] have revealed that cyclopropane isomerization
and olefin metathesis are closely related. This is in general agreement with
the chemistry written in (5.5-8).

In summary, the surface chemistry of reduced and sulfided molybdena-alumina
catalysts has been described and the nature of the catalytic centers elucidated.
Tracer studies of the hydrogenation of olefins and diolefins have revealed that
alkyl and alkylidene intermediates function in hydrogenation and that alkyl
reversal is slow compared with the final hydrogenation step. Studies of buta-
diene revealed also that the interconversion of the alkylidene to allylic spe-
cies permit the formation of the 2-butenes by 1-4 addition. The same allylic
species may function as an intermediate in the isomerization of cyclopropanes.
Olefin metathesis requires carbene intermediates which are thought to be ge-
nerated through the decomposition of metallocyclobutane intermediates. It is
suggested that the latter are also interconvertable to the allylic intermediate.
Still, something is missing. Evidence was presented that olefin metathesis
and the dissociative adsorption of hydrogen occur on different catalytic cen-
ters. Perhaps on molybdena-alumina, as on Zn0 [5.45], H2 and olefins compete
for sites; when H2 is adsorbed first, alkyl (or alkylidene) species form; when
the olefin wins, allylic species result. Yet the collective evidence shows
that hydrogenation can be poisoned without much effect on metathesis or cyclo-
propane isomerization. Perhaps, as suggested by SZegel [5.29]1, hydrogenation
requires one more degree of coordinative unsaturation (type C or CH sites)
than does isomerization of metathesis (type B).
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Fig.5.34. Photomicrograph of the surface of a macroscopic crystal of MoS$»
showing edge surface exposed at screw dislocations [5.46]

The chemistry described herein will serve to illustrate some of the addi-
tional problem to be faced by the surface scientist in studies of oxides and
sulfides. The importance of the edges of the chalcogenide wafers of MoS2 in
the formation of catalytic sites was emphasized. Seemingly, this would make
it difficult or impossible to work with single crystals of this material, but
this is not necessarily so. As shown in Fig.5.34, laboratory-made crystals of
MoS, [5.46] contain considerable edge surface as a result of the screw dislo-
cations around which the growth occurs. This affords interesting new possibi-
lities for the surface scientist.
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6. Structure and Catalytic Performance of Zeolites

J.M. Thomas

Department of Physical Chemistry, University of Cambridge, Lensfield Rd,
Cambridge CB2 1EP, England

This chapter is concerned with the chemistry and physics of channels, cages,
and cavities, the diameters of which are large enough to permit ingress of
small organic molecules, but sufficiently small to prevent the entry of
larger ones. Aperture diameters of ~ 3~8 A are, therefore, central to our
discussion. Cages and cavities of this dimension are common in many branches
of chemistry and indeed in numerous biological contexts. The notion that a
lock-and-key principle dominates many catalytic phenomena or holds sway in
the formation of certain guest:host complexes, has been around since the days
of Emil Fischer in the early years of this century. It is also well known
that the mode of action of certain enzymes is crucially governed by the shape-
selectivity of the recess at which the active sites are centered. In lysozyme,
for example, reactant molecules are neatly accommodated and are subsequently
cut at the cleft, the active site in the enzyme surface.

Pharmacologists and physiologists who concern themselves with the prefer-
ential docking or coordination and transport of inorganic ions and small
organic molecules along or through membranes have, in their quest for appro-
priate hosts, either taken advantage.of what biological nature provides — in
the form of the cyclodextrins, for example — or have ingeniously designed
and prepared new hosts or receptors capable of bonding, in regio-selective,
stereo-selective, or chirally discriminating fashion, a variety of guest
organic molecules. Hosts such as the crown ethers, cryptophanes, and calix-
arenes spring to mind. But impressive as these quests are (Fig.6.1) — and
many of them are replete with architectonic elegance — they are un]iké]y to
be of major importance in the realm of inorganic, industrial catalysis, where
thermal and mechanical stabilities are essential attributes. Fortunately,

a class of minerals and their synthetic analogues called zeolites (and iden-
tified by that name for over two centuries) possess the structural and phys-
icochemical desiderata that we seek.
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Fig.6.1. Two typical organic host species capable of accommodating guests
according to their shape. The cyclodextrins (Zeft) are derived from natural-
1y occurring carbohydrates by enzymatic breakdown [6.1]. Receptor molecules
such as those on the right are generated by synthesis [6.2]. (The repeat
carbohydrate unit is shown inside the B-cyclodextrin, which, in the g-form,
has seven carbohydrate units constituting the periphery of the cavity. In
the a- and y-cyclodextrins, the cavities are circumscribed by six and eight
carbohydrate units, respectively)

6.1 Introduction to Zeolites

By virtue of their structure, crystallinity, and variable stoichiometry
(Sect.6.2) zeolitic catalysts have:

(a) sharply defined pore size distributions;

(b) high and adjustable acidity;

(c) very high surface areas (typically 600 ng'l), the majority of
which (~95%) is, depending upon crystallite size, internal, and
accessible through apertures of defined dimensions;

(d) good thermal stability (e.g., they are capable of surviving heat
treatments in air up to 1000°C, depending upon the composition of
the zeolite framework).
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Moreover, since the framework composition [6.3,4] of zeolites can be changed
from the extremes of low-silica to high-silica contents (Sect. 6.2), the
inner walls of the channels and cages can be more or less smoothly converted
from the hydrophilic to hydrophobic extremes. Other attributes, apart from
their relative ease of synthesis, that contribute to the attractive features
of zeolitic catalysts are that:

(a) the nature and siting of exchangeable cations can be adjusted and
engineered;

(b) the siting and energetics of potentially reactive organic species
housed within the catalyst pores can also be engineered to some de-
gree;

(c) the catalytically active sites are uniformly distributed throughout
the solid, being accessible at the inner walls of the cavities.

Finally, in view of the fact that the active sites are situated predominantly
inside the zeolite, and that all these sites, which are of very high concen-
tration (far in excess of active sites on, for example, supported metal cata-
lysts [6.5]1) are at the same time also in the bulk of the solid, zeolitic
catalysts can be very well characterized by the powerful new tools that have
recently become available for probing local environments within bulk solids.
This is particularly true of high-resolution (solid-state) multinuclear NMR,
of neutron and X-ray powder profile (Rietveld) methods, of high-resolution
electron microscopy and of computer graphics techniques which my colleagues
and I at Cambridge, and collaborators elsewhere, have, along with others, been
engaged in developing in recent years [6.3,5-21]. Ease of preparation of a
zeolite catalyst, mundane as it may seem as one of the attributes of this
class of solid, is as important a factor as any in determining the widespread
use of zeolites in industrial catalysis. Faujasite, for example, is a very
rare mineral: it occurs in only a few locations, and in minute amounts, on
earth, but its synthetic analogues, zeolites X and Y (Sect. 6.2), are very
easily prepared from solutions of silicates and aluminates. Doubtless, when
reliable laboratory syntheses are evolved and subsequently scaled-up in an
economically attractive manner, other zeolites too will figure eminently in
industrial catalysis.

A typical aperture opening in a zeolite, representing the magnitude of
the effective cross section of the channel mouth as a receptacle for the guest
molecule, is shown in Fig.6.2, where we use two distinct ways of representing
the view down the (001) axis in zeolite-L. Note that, as in the cyclodextrins,
oxygen atoms are the principal protruding constituents of the channel Tining.
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Fig.6.2a,b. Two views down the
<001> axis of a portion of the
zeolite-L structure. In (a) only
six of the exchangeable cations
are shown, all crystallographi-
cally equivalent. The 12 oxygens
that Tine the mouth of the chan-
nel have been enlarged (compared
with analogously situated oxy-
gens deeper in the channel) and
are shown as filled circles. In
(b) the "network" added to the
structural drawing shows the

Van de Waals surface of the
framework atoms. Adapted from
[6.22]
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However, whereas the 0—C bond figures in the cyclodextrins, in the zeolites

it is the 0-Si (or 0-A1) bond that predominates. This is the root cause of the
far greater thermal stability of the zeolites compared with the cyclodextrips
or crown ethers. Noted also that the greater the proportion of Si—0 bonds in

a given structure, the greater is its hydrophobicity, whereas the greater

the content of A1-0 bonds, the greater the hydrophilicity.

6.2 Some Structural Considerations

Zeolites can be described by the general formula Mx/n[(Aloz)X(Sioz)y]-m H20,
where the cations M of valence n neutralize the charges on the aluminosilicate
framework, which, in turn, is composed of corner-sharing SiO4 and A]O4 tetra-
hedra. It is the Tinkages between these units that generate the channels and
cages with cross sections comparable to molecular dimensions. The neutral-
izing, and on the whole exchangeable, cations are located at well-defined
sites in the various cavities that exist within the structure, and the water
molecules fill up the remaining voids. The water can be expelled upon heating
and evacuation and may be replaced by a number of small organic or inorganic
guests.

By adjusting the valency or the size of the exchangeable cation, the mo-
lecular sieving and hence the shape-selecting property of a zeolite may be
fine-tuned. Consider the Na* form of zeolite-A, for example (Fig. 6.3). Re-

2+ ions results in the enlargement of the effective

placement of Na*t by Ca
void space within the zeolite. Zeolite-A has four-membered, six-membered,
and eight-membered apertures within the structure. In each unit of Nalz-A
all eight of the six-membered, three of the four eight-membered and one of
the twelve four-membered rings are "blocked" by Na* ions. But in Na4Ca4-A,
the openings of half of the six-membered rings and all the eight and four-
membered rings are vacant. It is no surprise, therefore, that ethane readily
percolates through the Na4Ca4—A, and even more readily through Ca6-A com-
pared with its passage through Nalz—A.

The microporosity of a zeolite can, in general, be further enhanced by

increasing the Si/A1 ratio of the macroanionic framework.This is known as

dealumination
-A1,-M,-H,0
Mx/n[(A102)X(5102)y]-m H20 _— $i0, -
+Si
(Hydrophilic) (Hydrophobic)

Indeed when the NHZ-exchanged form of the zeolite-Y (Sect.6.2) is heated under
hydrothermal conditions the process of dealumination is effected. The result-
m



Fig.6.3. Projection down <001>of a portion of the zeolite-A structure. The
large filled circles (e) denote positions, in projection, of K+ ions. To
facilitate adsorption, K* ions are replaced by divalent cations (e.g., Ca2+).
At lower left, the Van der Waals network (see Fig.6.2b) associated with the
framework is shown. As indicated, a molecule of ethane may be readily sorbed
by Cal+-A

ing structure is said to be ultrastabilized, in view of the fact that it
withstands high-temperature treatment as ~1000°C without Toss of structural
integrity. During the course of stabilization the Si/A1 ratio of the frame-
work changes from an initial value of around 2.4 (depending upon the prep-
aration of the original zeolite) to a final one of beyond 10 or 100. Of Tate,
it has been found to be possible [6.23-25] readily to dealuminate certain
zeolites [e.g., those based on faujasite (zeolite-Y)] simply by exposure to
the vapour of SiC14 at an elevated temperature and to achieve Si/A1 ratios of
greater than 1000. Hydrothermal methods work well for the dealumination of
zeolites such as mordenite and offretite and ZSM-5 (to silicalite), and even
acid Teaching suffices to dealuminate clinoptilolite [6.26,27].

Zeolites X and Y are structurally analogous to the mineral faujasite. The
building units are truncated octahedra, also known as sodalite cages, B-cages
or tetrakaidecahedra — all three terms are synonymous. These cages, seen in
the centre of Fig.6.3 and further represented in Fig.6.4, are linked (in
zeolites X and Y) to adjacent ones via hexagonal biprisms, thereby yielding
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Fig.6.4. Three schematic representations of how a

B-cage (sodalite cage) is built up by a process of
corner-sharing of twenty four TO4 tetrahedra (T:Si
or Al). The B-cage is a truncated octahedron

T
sio,, Alo,

Fig.6.5. ITlustration of how zeo-
lites X and Y and zeolites A and
ZK4 may be pictured as being as-
sembled from primary (i.e., TOg)
and secondary building units
[cubes or double-four (D4) rings;
hexagonal prisms or double-six
(D6) rings, etc.] Faujasite
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Fig.6.6. The principal (idealized)
cation sites in faujasite (zeolites

X and Y). Site S(I) is at the centre
of the hexagonal biprisms (D6R) which
connect the B-cages (forming a diamond
lattice of B-cages). The S(II) sites
are in the supercages, but sites S(I')
ans S(II') are within the g-cages. For
a specific cation-exchanged faujasitic

zeolite, the precise cation positions
differ somewhat from the idealised po-
sitions shown here

larger supercages. In zeolite-A and zeolite-ZK4 the B8-cages are linked via
cubes or so-called double-four (D4) rings (Fig.6.5).

In zeolites X and Y the principal sites for the extra-framework cations
are designated S(I), S(I'), S(II), and S(II') sites. The Si—0-Al1 framework
and the locations of the principal cation sites are shown in Fig.6.6, from
which we can expect variations in the occupancy factors of the respective
exchangeable cation sites. With the aid of Fig.6.6, we can see that cations
preferring higher coordination numbers usually occupy the S(I) sites; that
adjacent S(I) and S(I') sites are not simultaneously occupied by cations,
and that almost all the S(II) sites, situated as they are on the wall of
the supercage, tend to be occupied.

More than fifty distinct structures have been identified in the zeolite
kingdom for some time. The reader is referred to other sources for further
details [6.3, 26-30]. Suffice it to say that there are many well-recognized
secondary building units, as shown in Fig.6.7, that are utilized in the
various architectural patterns adopted by zeolites. Zeolite-rho, for example,
consists of the a-cages (that are present in zeolite-A) joined together in
a cubic structure via octagonal prisms (i.e., D8 units).

Zeolites ZSM-5 and ZSM-11 are closely related to one another [6.29]. The
former consists of sheets, themselves made up of connected chains of five-
membered rings, joined through centres of inversion (designated i). The lat-
ter has the same sheets joined at mirror planes (designated o) — see Fig.
6.8. The Si/Al1 ratios of ZSM-5 and ZSM-11 can vary from about 10 to 100.

At the very high silica extreme (Si/A1 ratio beyond a 1000 or so — the pre-
cise ratio is arbitrarily defined), these structures are termed silicalite
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Fig.6.7. A selection of the secondary building units [double-four (D4),
double-six (D6) rings; double-eight (D8), sodalite, cancrinite, gmelinite
cages, etc.] from which the structures of zeolites are derived. Bottom left:
gmelinite cage. Bottom right: cancrinite cage

I and silicalite II, respectively. The zeolite ferrierite has certain kin-
ships with ZSM-5. Offretite and erionite which tend to coexist and inter-
grow (a property they share with ZSM-5 and ZSM-11) are members of a large
family known as ABC-6 zeolites, details of the structure of which have been
described elsewhere [6.3,31]. Individual members of this family differ from
one another according to the stacking sequences adopted by puckered sheets,
at every vertex of which there is a TO4 group (T =Si,Al) corner-sharing via
oxygen with four other TO4 units.

Table 6.1. Elements known to occupy tetrahedral? sites in crystalline micro-
porous (open-framework) structures containing cages or channels of 3-8 A
diameter

s s . +irirn b,e
Stoichiometries 10, M (TXT" (1-x)02)

T,T',7" Si, Al, B, Ga, Fe, Cr, Ge, Ti, P, V, Zn, Be

aOpen-framework structures containing octahedrally coordinated transition
metal ions have been prepared and characterized (e.g., [6.32]). Typical
stoichiometries are Fe5P4020H10 and Na Fe3P3012, the synthetic analogues of
the minerals hureaulite and alluandite, respectively.

bwhen M is H, these are acid catalysts.

®These materials are low density analogues of quartz, gallium arsenide,
diamond, and silicon. A recently reported [6.33] example is Zn0 06A]0 94PO4.
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Fig.6.8. (a) Segment of the structure of ZSM-5 and ZSM-11 showing connected
5-membered rings composed of Tlinked tetrahedra (Si0g and A104). Each connec-
ting line represents an oxygen bridge. (b) The chains from which the ZSM-5
and ZSM-11 structures are built are themselves made up by linking the units
shown in (a). (c¢) In ZSM-5, chains are linked such that {100} slabs are rela-
ted by inversion (<). Here (p and g) refer to the larger and smaller 5-membe-
red rings, respectively. (The rings are in reality of equal size, but do not
appear so in projection.) (d) In ZSM-11, chains are linked such that {100}
slabs are mirror images (o) of one another. (e) Representation of intergrowth
of ZSM-5 and ZSM-11
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Whilst it has been traditional until very recently to regard all zeolites
as having been derived from aluminosilicates, the definition must now be
extended to encompass many other tetrahedrally (T) bonded atoms besides Si
and Al. Table 6.1 summarizes the situation as it presently exists. Evidently
there are numerous open-framework structures, of stoichiometry T02, all made
up of corner-sharing tetrahedra, which can in practice be formed. As well as
preparing many pure, crystalline silica variants of aluminosilicate zeolites
(e.g., faujasitic silica, see Fig.6.9), it is nowadays established that
materials such as GaP04, A1P04, and FeP04, as well as structures consisting
of three or more different elemental tenants of the tetrahedral site, can
be prepared [6.34,35].

It is important to emphasize that although X-ray crystallography has
yielded the structure of several zeolites (synthetic and natural), there
are very many new zeolites recently isolated that have so far not been struc-
turally determined. This is due to a combination of factors, the principal
one being the inability to grow zeolite crystals of adequate size for con-

Fig.6.9. Proof of the feasibility of preparing faujasitic silica. The 2954

MASNMR spectra [6.6] show how the original zeolite which has five chemical-
1y distinct environments ( Si-nAl with n=0, 1...4) is converted upon dealu-
mination essentially to Si02 where all silicons are in one type of chemical
environment, thereby yielding only one 29Si signal
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ventional X-ray analysis. A further obstacle is the tendency for one zeolite
to form an intergrowth with another. And even though elegant use has been
made [6.36] of synchrotron radiation as an X-ray source (so that single crys-
tals of smaller dimensions can be tolerated for four-circle diffractometry),
many unconventional methods of structural analysis have had to be invoked
[6.9,17,37,38]. Good progress has been achieved in correlating the perform-
ance of zeolite catalysts with the structural characteristics that have been
retrieved by the combined use of solid-state NMR, neutron and X-ray (powder)
methods, computer modeling, and high-resolution electron microscopy.

6.3 Fundamentals of Catalysis by Zeolites: A Resumé

Although there are several reactions catalyzed by zeolites in which acidity
plays only a minor role [6.39], in the main, zeolite catalysts exert their
influence because of their high acidity, this being usually of the Brgnsted
kind. In essence, we may interpret the behavior of zeolitic (acid) catalysts
in terms of reactions involving carbonium jons [6.5,9], just as we may inter-
pret the behavior of clay catalysts in similar terms [6.40-44]. Leaving aside
for the moment precisely where the "free" proton is situated and its prov-
enance within the zeolite (see later in this section), we utilize the broad
mechanistic principles outlined by Whitmore [6.45] and others [6.46]. First,
carbonium (alkylcarbenium) ions are formed from alkenes by reversible pro-

tonation,
+ Nan~” +
H + € ——m—— Ry .
(from catalyst) (ATky1 intermediate)
Subsequently we have
+ +
— —_— > —
R1 H + R2 R1 + R2 H s
+ + N e
=
R — R, + C=C ,
+ ~ s +
- —————)
Ry # /C CJ & RZ

Within this broad set of principles we can also account for the alkylation
of benzene by ethylene to yield ethyl benzene over a ZSM-5 catalyst. On de-
hydrogenation, styrene is produced

@,,H\C:C/H ZSM-5 .
H” \H———* ) 5—-—->Styrene

Here, as with several other comparable reactions [6.47] including isomeris-
ation and hydrogenation, the shape-selectivity of the ZSM-5 comes into play,
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and very little diethyl (or other polyalkylated) benzene is formed. The real-

0.01-

ity of the shape-selective quality of zeolite catalysts is highlighted when
we compare the relative diffusion coefficients of simple and substituted aro-
matics covering a range of molecular cross selections (Fig.6.10). These data
are readily interpretable when we recall that the diameters of the pores in
ZSM-5 are ~5.5 A. It is not surprising, therefore, that the diffusivity of
benzene far surpasses that of its trisubstituted analogue. We may also readily
interpret catalytic data such as those shown [6.48] in Table 6.2, where the
results of competitive isomerizations of hexene-1 on the one hand are set
alongside the isomerization of its progressively more highly branched isomers.

The results of recent investigations leave little doubt as to the precise
origin of the acidity (i.e., the locus of the detachable proton required for
the initial act of Brgnsted catalysis). There are two distinct ways in which
detachable protons can be generated in a zeolitic catalyst:

Table 6.2. Competitive isomerization of alkenes

Alkene Selectivitya
)
1. 2. kz/k1 Temp. [C]
6-methy1-1-heptene Hexene-1 1.8 150
3-ethyl-1-pentene Hexene-1 35 175
E4,4-d1'methy'l-1-hexene Hexene-1 120 175

%he selectivity is defined as the ratio of the percentage conversions of
2 and 1 in a given time of contact (After Dessau).
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(a) by hydrolysis of a strongly polarizing cation; and
(b) by the generation of neutralizing entities to compensate
for A13* jons housed within the framework.
The first of these is represented typically by

[La(h,0) 1 ——  La()1®  + H :

and the second by
Ho*
|

- .0 0 0
AN /\gv \Si/\Si/\

/\/\ 7/ \ / \

It is hydrogen bound to the 0 adjacent to the tetrahedrally incorporated

A1 that has a propensity to free itself as a proton — the active catalytic
agent — thereby leaving a macroanionic framework. Infrared evidence sub-
stantiates this picture, and quantitative support for it comes [6.49] from
solid-state 27A1 NMR, which monitors [6.9] the concentration of incorporated,
four-coordinated Al. As we see from Fig.6.11, there is a Tinear dependence

of catalytic activity upon Al-content in ZSM-5. We would also expect such
correlations with B and Ga tetrahedrally coordinated.

200} i
/
- /
o yd
[=4
S ysof »
& 4 5+
& / H
- // '
(] \
= /
> // \ / AI/
[
= 50k / AN
o /’ ¢ \ /(B)
i (Ga)
0% ’ 36 100

Relative 2’Al-NMR signal

Fig.6.11. The catalytic activity of ZSM-5 shows a linear dependence on the
concentration of tetrahedrally coordinated Al since this is the root cause
of the acidity. A similar situation exists when either B or Ga replaces the
Al. After [6.49]
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6.4 Converting a Zeolite to Its Catalytically Active Form

For a given zeolite with a well-defined Si/Al1 ratio, greater catalytic ac-
tivity will ensue if polyvalent rather than monovalent jons occupy the sites
of the exchangeable cations. Other things being equal, therefore, for the

3+ 2+--exchanged zeolite

reasons given in the preceding section, a La~ -or Ca
exhibits greater (Brgnsted) catalytic activity than the Na* - exchanged ana-
logue. The Togical extension of this argument is that the best activity is
activated when H' cations constitute the exchangeable ions, and indeed this
is so. One way in which the H" form of a zeolite can be prepared is simply
by washing with mineral acid. In general, however, this procedure is not
satisfactory because the zeolite framework is broken down in the process. To
circumvent this difficulty, the NHZ - exchanged form is first prepared and
this is then heated under hydrothermal conditions to yield the H' zeolite
after Tiberation of NH3. During the conversion there is much structural re-
organisation, but prolonged annealing generally succeeds in healing many,
but not all, of the local defects. In zeolite-L, for example, coincidence
boundaries are formed [6.3,50] as a result of rotation about an axis par-
allel to (001 ) of one part of the crystal with respect to the other. The

VI3 VI3 R 32.2° coincidence lattice formed in zeolite-L results in a marked
diminution of the diffusion of reactant and product molecules along the
channels which run parallel to (001) in zeolite-L.

It is important to appreciate that both the thermal stability and the
catalytic activity of a zeolite are, in general, improved by dealumination.
Until recently it was very difficult to monitor the precise degree of de-
alumination. In zeolites X and Y, for example, the unit cell dimension of
the cubic structure was used as a criterion. The inherent cause of the small
diminution of unit cell parameter upon dealumination is the replacement of
an A1-0 bond (~1.76 A) by Si-0 (~1.60 A). X-ray methods are used [6.51] for
this purpose. Other procedures are based on chemical analysis of Si and Al
contents either by wet methods or by X-ray fluorescence or atomic emission
spectroscopy. These methods are, however, fraught with difficulties as they
record total Si and Al content. They are intrinsically incapable of discrim-
inating between framework and non-framework locations. However, 2951 magic-
angle-spinning NMR (MASNMR) 1is readily capable of determining the framework
Si/A1 ratio in a nondestructive fashion, where I(Si-nAl) is the intensity
of the peak arising from Si surrounded by n A104 tetrahedra. A striking ex-
ample of the way in which 2951 MASNMR surpasses X-ray emission for the pur-
poses of determining framework composition is illustrated in Fig.6.12, taken
from the work of Wright [6.52] on zeolite-rho.
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Zeolite RHO Fig.6.12. When zeolite-rho is
dealuminated by hydrothermal
X-ray emission spectra 29S| MASNMR Spectra  treatment of its NHj-exchanged
form, the X-ray emission spec-
trum (Zeft) remains essentially
Si/A1=3.8  unchanged as this method of

Si/Al=3.4 SiKa

(Total) (Framework) chamical analysis does not dis-
criminate between framework and
and nonframework_elements. On

sicasn|| {f\Si4sD G e hand. 2351 MASNMR
AlKa (right) is sensitive [6.14] to
changes in framework composi-
= tion. After [6.52]
Si(4Si)
Si/Al=14.4
Si/Al=3.5 SiKa (Framework)
(Total)
AlKa

i

Other techniques besides MASNMR are of value in characterizing a zeolite
converted into its catalytically active state: infrared spectroscopy, neu-
tron diffraction, thermogravimetric analysis, and acidity gages such as the
use of Hammet indicators. In the final analysis, actual catalytic test re-
actions, such as the decomposition of cumene or the isomerization of xylenes
or the cracking of a straight-chain hydrocarbon, are used as realistic yard-
sticks.

6.5 Influence of Intergrowths on Catalytic Performance

Reference has been made earlier (Sect.6.4) to the fact that the diffusivity
of organic molecules in samples of zeolite-L can be adversely affected if
there are certain kinds of boundary contained within the crystals of the
zeolite. In effect, at the boundary a new (local) structure exists. We also
made earlier reference (Sect.6.2) to the tendency for ZSM-5 and ZSM-11 to
intergrow, see Fig.6.8. We shall now illustrate, with specific reference

to ZSM-5 and ZSM-11, what the catalytic repercussions of such intergrowths
amount to.

First, it is relevant to recall that when methanol is converted to gaso-
line a distribution of aromatic products, typified by that shown in Fig.
6.13, is observed. In practice, however, product distribution curves of this
kind are found to vary quite significantly from one preparation of ZSM-5 to
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Fig.6.13. A typical distribution of aromatic prod-
ZSM-5 ucts obtained in the conversion of methanol to gas-
oline over a ZSM-5 catalyst
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Aromatics distribution from methanol.

another. Moreover, with ZSM-11 the carbon number for the peak as well as
the distribution curve itself shifts to higher values, compared with the
results for ZSM-5. It is not difficult to appreciate why this is so. There
are in ZSM-11 two kinds of cavities created by the intersecting channels.
One cavity has a volume about 1.6 times that of the other, the volume and
shape of which is exactly the same as the single type of cavity found
[6.52] in ZSM-5 see Fig.6.14. The shape and size of these cavities cru-
cially govern [6.29] the maximum dimension attainable in the transition state
when the alkylcarbenium ions, formed from methanol, are established inside
the zeolite catalyst [6.53]. The shift of the distribution curve (Fig.6.13)
to higher values is therefore explicable in terms of the subtleties of the
mode of operation of shape-selective catalysts. And the reason why prepa-

Fig.6.14. Photograph of a scale model showing an intergrowth of ZSM-5 (left)
and ZSM-11 (right). Inflated balloons have been placed at the channel inter-
sections to show that in the ZSM-11 structure, one of the two types of inter-

sections has a larger volume (about 60% more) than the intersections in the
ZSM-5 structure. (See also Fig.6.15)
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Fig.6.15. High-resolution micrograph of a typical ZSM-5 ZSM-11 catalyst which
contains some intergrowths as structural defects. In perfectly ordered ZSM-5,
one sheet is related to its predecessor by inversion (Z), whereas in ZSM-11
successive sheets are in mirror (o) relation. See Fig.6.8
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rations of ZSM-5 exhibit variability in catalytic performance vis-d-vis pro-
duct distribution is attributable to the fact that intergrowths of ZSM-11
(present to a variable degree) occur within the ZSM-5. Proof of the occur-
rence of intergrowths has been presented previously [6.29] and is seen in
the high-resolution micrograph that constitutes Fig.6.15.

Intergrowths in which one particular zeolitic structure exists locally
within another have been found by high-resolution electron microscopy HREM
to be quite common [6.3,9,11,54]. In erionite, a catalyst that is widely
used [6.47,48] shape-selectively in the so-called selectoforming process, we
have found direct evidence for the coexistence of offretite and of sodalite
within the structure. On the basis of prior arguments and structural ana-
logues [6.55], the occurrence of offretite is not surprising, but that of
sodalite is.

6.6 Siting and Energetics of Guest Species Inside Zeolite
Catalysts

To determine the siting of a guest, one may nowadays use neutron powder Riet-
veld methods [6.18,22], these procedures being at present superior to all
other experimental methods, since they can, in principle, be used under con-
ditions that are very close to those used in catalytic practice. X-ray pow-
der methods are also promising [6.56,57] in this regard. There are, however,
theoretical approaches which can also be employed. Using atom-atom pairwise
evaluation procedures such as those that have proved eminent successful in
organic solid-state chemistry [6.58,59]1, very considerable progress can be
made in pinpointing the siting of the guest within the zeolite cavity and
channel [6.3]. Early on, Kiselev and co-workers [6.60,61] demonstrated that
computational procedures yielded values for the enthalpy of adsorption of
organic and inorganic molecules inside zeolites that were very close to those
determined experimentally from adsorption isotherms.

In a recent study by Wright et al. [6.22], encouraging results have been
obtained in a joint experimental (neutron Rietveld) and computational deter-
mination of the siting of a pyridine molecule inside the channels of zeolite-
L. Zeolite-L is a potentially important catalyst for a wide range of cracking,
hydrocracking, and other reactions, and although pyridine is not the typical
reactant concerned in heterogeneous catalysis involving zeolites, it is the
archetypal "acid poisoner". Knowledge of its siting within zeolite-L is,
therefore, required.

Figure 6.16 shows the result of the experimental determination of the po-
sition of pyridine in the zeolite channel. (Only one of the six crystallo-
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Fig.6.16. Result of neutron Rietveld powder analysis of the siting of a pyri-
dine molecule inside a zeolite-L channel [6.22]. Along the unit cell distance
parallel to the channel axis there are six crystallographically equivalent
sites where the pyridines are sited. Compare Fig.6.2

Fig.6.17. Schematic illustration of the "starting" models for the computation
of the preferred siting of pyridine inside the channel of K*-exchanged zeolite-L
[6.22]. Empty circles denote K+ ions (see also Figs.6.2 and 18)
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Fig.6.18. Results of computation of preferred siting of pyridine inside zeo-
lite-L. From the right-hand curve, it can be seen that the pyridine can reside
in a range of positions with respect to the separation of the N atom on the
pyridine and the K* ion (~2.7-3.7 R). The preferred angle of inclination 6,
defined in Fig.6.17, turns out to be~8.5° both experimentally and computatio-
nally [6.22]
graphically equivalent pyridine molecules is shown in this projection down
the channel axis.) Figure 6.17 difines the positions inside the channels used
in the computations, the results of which are shown in Fig. 6.18. It can be
seen that agreement between observed and calculated positions is excellent,
and augurs well for the solution of similar problems in guest : host inter-
actions.

Plots of interaction energies similar to those shown in Fig.6.18, have
been published for the "motion" of a benzene molecule as it proceeds along
the channel axis in ZSM-5 [6.3]. The molecule traverses ten energetic maxima
and minima in the 20 A distance corresponding to the unit cell repeat.

6.7 Evaluating Currently Unsolved Zeolitic Structures

We noted earlier that there are many zeolitic materials now extant for which
no structural models are available. X-ray structural analysis is not a
feasible proposition for these microcrystalljne materials, even recognizing
that synchrotron radiation (as an X-ray source) enables much smaller crystals
than hitherto to be examined. At present new strategies are being evolved

to determine the required structures. A combination of high-resolution elec-
tron microscopy, electron diffraction, solid-state NMR, catalytic testing
[6.62], neutron and X-ray powder diffractometry, infrared spectroscopy, gas
adsorption studies, together with model building of one kind or another, is
now the "method" of proceeding. Items of information garnered from all these
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disparate, individual methods of attack are then synthesized into the final
model, but progress so far has not been dramatic. Nevertheless, there have
been real successes as recently determined structures of ZSM-23 [6.9] and
Theta-1 [6.37] testify. The point to note about such a multipronged struc-
tural analysis is that vital clues emerge from several different sources.
Thus electron diffraction may yield the spacegroup and the unit cell dimen-
sions; IR may reveal whether or not there are five membered rings (as in ZSM-
5, ZSM-11, and ferrierite); 2951 MASNMR on the dealuminated zeolite and the
space group tell us [6.16] the maximum number of distinct crystallographic
sites there are in the material; the catalytic testing reveals the size of the
channel or cavity apertures, and so on. If a plausible model can then be
constructed, its reliability can be tested in two distinct ways. First, ide-
alized coordinates are assigned to the atoms (working on the assumption that
Si-0 bond lengths are close to 1.6 A and A1-0 to 1.76 A) and an X-ray powder
refinement procedure is undertaken. This can be improved using the distance-
least-squares (DLS) approach pioneered by Meier and Baerlocher. Second, on
the basis of the model, HREM images are calculated [6.8,9] as a function of
specimen thickness and defect of focus. A good correspondence between com-
puted and observed images signifies the trustworthiness of the structural
model. (Le Roy Eyring and A. Rae Smith have evolved quantitative procedures
for assessing the degree of correspondence of computed and observed images).
Figure 6.19 taken from our recent work [6.63] summarizes information
garnered in the manner described in the preceding paragraph. We see that
ISM-23 is effectively a twinned version of Theta-1 [6.19], as is exemplified
in Fig.6.20. Also included in Fig.6.19, is a proposed model {in projection)

Holotype
model
Zeolite THETA-1
Tetrahedra 24 14
No. distinct sites 4 7 7
Ratio of sites 2:2:1:1 2:2:2:2:2:1:1 1111010101

Fig.6.19. Models of the projected structxres of Theta 1, ZSM-23, and ZSM-12.
(Dimensions of unit meshes indicated in Angstroms.)
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Fig.6.20. Schematic illustration of how the structure of ZSM-23, hitherto
unsolved, may be regarded [6.19] as having been derived from Theta-1 by re-
current twinning. The Teft half is Theta-1, and the strip of structure im-
mediately to the right of the halfway boundary is the twinned (mirror rela-
ted) version of the strip to the immediate right. In the ZSM-23 structure
each strip is a twinned version of its predecessor. The translationally re-
lated units in Theta-1, and the mirror-related ones in ZSM-23, have been
delineated for clarity

for the structure of ZSM-12. Doubtless many zeolites will yield their struc-
tures according to the stratagems outlined here and in other kinds of
approach.

6.8 Analogy Between Zeolitic and Selective Oxidation
Catalysts

During the course of exerting their influence, zeolite (and indeed clay-based
[6.41] catalysts entail removal, transfer, and reincorporation of H qons
already present in the solid catalyst and distributed more or less uniformly
throughout the bulk. There is another call of catalyst, of growing importance,
that functions in a similar fashion but with the important difference that
oxygen ions, rather than protons, are now the entities that are removed,
transferred and reincorporated. This class embraces several mixed-oxide sys-
tems which are widely used for the selective catalytic oxidation of hydro-
carbons. For example, BizMoO6 and other so-called bismuth molybdates

B1‘2M0209 and B12M03012, with or without substitutional additives, are em-
ployed [6.64] in the conversion of propylene to acrolein. Also, substoichio-
metric CaMn03_X (0<% >0.5) can be used to convert [6.65] propylene to ben-
zene and isobutene to paraxylene (Fig.6.21). As with the zeolites, this
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_CH=CH HO_CH Fig.6.21. Both in catalysts such
CH, " ok, Caly0ue HC/ \CH'+3H1 as BipMoOg (or CaMnO3-x) and in
CHy=CH JE—CH Benzene, Che acidic zeolites, the active

B,&:g\\\‘ " sites from which jons are ditched
i 2CH,=CHO-+H;0 (02- and H* respectively) are
distributed uniformly throughout
the solids. Ions are removed, in-
25M-5 28M-5 corporated into the reactants
2CH,0H  _—» CH;ECH; — Gasoline which are converted to products,

p -
(Zeolite) and are subsequently reincorpo-

Acrolein

H,0
! rated into the solid catalyst.
HC__CH HC_.CH The detailed steps in the con-
< >c + cH=cH, M5 < \e - CH,CH, version of propylene to acrolein
HC—CH HC— é l are schematized here
C¢HsCH=CH;
C;H,0(g)+H,0(g)
0:(q)
P28 02_ Oz- - /
—0% Bi* 0" Mo®* 02" Bi**
o* 0%

<—Solid Bi;M0O¢ catalyst
CgHg(Q)

class of catalyst has its active sites (or potential active sites) distri-
buted uniformly throughout the bulk solid. These solid catalysts (in marked
contrast to, say, Pt or Ag as selective oxidation catalysts) can release
oxygen from their bulk, a loss which is then made good by incorporation of
gaseous 02 into the depleted structure (Fig.6.21). Experiments using 1802
and secondary ion mass spectrometry [6.66] leave little doubt that the solid
oxide releases its structural oxygen in the crucial act of catalysis, and
that incorporation of 0 is facilitated by the electrons freed in the step
0 — [0] + 2 e.
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7. Structural Characterization of Molecules
and Reaction Intermediates
on Surfaces Using Synchrotron Radiation

D.A. Outka and R.J. Madix

Departments of Chemical Engineering and Chemistry, Stanford University,

Stanford. CA 94305, USA

One of the principal reasons for studying surfaces is to gain insight into
industrially important chemical processes such as catalysis. Advancement in
this area in surface chemistry has been aided by several developments in spec-
troscopic techniques over the past decade which have allowed increasingly de-
tailed characterization of polyatomic adsorbates en single-crystal surfaces.
For example, with vibrational spectroscopy [7.1] one can now routinely de-
termine the character of the bonds within polyatomic adsorbates containing a
dozen or more atoms and limited information on orientation can be obtained.
Further structural information such as bond distances and binding sites have
remained elusive, however, except for the simplest of cases. In this chapter
we examine two related techniques employing synchrotron radiation which hold
promise of providing such structural information: surface extended X-ray ab-
sorption fine structure (SEXAFS) and near edge X-ray absorption fine struc-
ture (NEXAFS). These techniques are particularly useful in studying surface
chemistry in that they provide structural information not only about the sur-
face-adsorbate bond but also about bonds within the adsorbate itself.

The first technique, SEXAFS, is an adaptation of the bulk structural
technique EXAFS (extended X-ray absorption fine structure). From this tech-
nique the chemisorption site and bond length can be determined. While other
techniques such as low-energy electron diffraetion (LEED) [7.2] and photo-
electron diffraction [7.3] provide similar information, SEXAFS has the ad-
vantages of not requiring long-range order and of using a simple, one-electron
scattering model. Previous reviews have considered the application of this
technique to atomic adsorbates [7.4,5]. We will concentrate on recent appli-
cations to polyatomic adsorbates including the variation in chemisorption ge-
ometry observed for formate groups (HC02) on copper surfaces as a function of
surface crystallography.

The second technique, NEXAFS, has been systematically studied on surfaces
only recently [7.6]. It probes the orientation and bond lengths between low-
atomic-number atoms within an adsorbate. This information is of particular in-

terest since most techniques are rather insensitive to low-atomic-number atoms.
133



This technique is rather easier to perform than SEXAFS so several studies have
been conducted and can be discussed, including oxidation intermediates of Cu
{100}, and hydrocarbons and sulfur-containing hydrocarbons on Pt{111}.

7.1 Principles of X-Ray Absorption

7.1.1 General Features

The absorption of X-rays is accompanied by the excitation of an inner-shell
electron. The simplest case is that of an isolated atom such as the noble gas
krypton, whose absorption spectrum is shown in Fig.7.1 [7.5]. The spectrum is
characterized by an abrupt increase in the absorption coefficient as a func-
tion of increasing X-ray frequency. This threshold corresponds to the energy
required to excite a K shell electron to an unoccupied level and is known as
the absorption edge. The X-ray absorption spectrum of an isolated atom is
rather featureless but when there are neighboring atoms such as in a molecule,
two additiomal types of spectral features are observed. For example, the X-ray
absorption spectrum of gaseous Br, (Fig.7.1) shows a sharp peak just below the
ionization energy and an oscillatory absorption coefficient on the high-energy
side of the edge. These structures are the NEXAFS and EXAFS, respectively.
Both of these phenomena are due to scattering of the excited electron by
neighboring atoms, but differ in the nature of the final state of the electron.
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Fig.7.1. The energy-dependent X-ray absorption spectrum of krynton cas showina
no EXAFS nor NEXAFS structure, and the spectrum for bromine which has these
[7.5]
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Fig.7.2. Potential energy diagram for a diatomic molecule showing the X-ray
absorption process. For NEXAFS, electron transitions to a bound state or to
a shape resonance are possible. For SEXAFS, the electron is excited to a
continuum state [7.7]

Figure 7.2 shows a schematic potential energy diagram for the X-ray absorption
process [7.7]. Depending on the energy of the exciting radiation, the electron
can be promoted to various final states. In the case of NEXAFS, the excitation
energies are of the order of 10 eV, giving rise to resonances near the absorp-
tion edge, and the final state contains an unoccupied orbital in the vicinity
of the absorbing atom. The excitation can either be to a state below the joniza-
tion threshold of the molecule which is called a "bound state” or to a state
just above the ionization threshold which is called a "shape resonance”. In
the case of EXAFS, the excitation energies are ;‘30 eV above the ionjzation
Timit where a continuum of free-electron-like final states exist. In both
cases the final states are affected by neighboring atoms.

7.1.2 Surface Extended X-Ray Absorption Fine Structure

Distances to adjacent high-atomic-number atoms can be determined from the
high-energy EXAFS spectral region [7.8]. The EXAFS region is straightforward
to analyze quantitatively since the final state is free-electron-like, and
the high kinetic energy of the photoelectron allows single-electron scattering
theory to be applied. The EXAFS oscillations result from backscattering of
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Fig.7.3. Schematic diagram of EXAFS backscattering.
The photoelectron emitted from the central atom is
backscattered from neighboring atoms, which results
in interference

this photoelectron by neighboring atoms (Fig.7.3). This backscattered electron
can interfere constructively or destructively with the outgoing photoelectron
depending on its wavelength. This gives rise to the oscillatory behavior whose
dependence on the electron wave vector k is given by [7.4,8]

x(k) = ; N3 A (k) sin[2kR, + ¢5(k)1 (7.1)

where the sum extends over shells of i identical neighboring atoms at a dis-
tance Ri’ Ai(k) is an amplitude function which is 1arge1¥ determined by the
atomic number of the backscattering atom, and the term Ni accounts for the
angle between the incoming X-rays and the vector to the backscattering atom.
Distances are derived from Fourier transformation of the EXAFS signal which
isolates the periodic portion of this function yielding a peak for each dis-
tance Ri‘ Actual distances are extracted from the peaks of the Fourier trans-
form by applying a phase shift correction ¢i(k) which is characteristic of the
central and backscattering atom. This phase shift can be obtained from theory
or reference compounds. In the best cases, distances can be determined to
within 0.02 k.

In studies with single-crystal surfaces, the EXAFS technique is principally
used to probe the chemisorption bond, since the EXAFS is dominated by back-
scattering only from neighboring atoms with a high atomic number, such as in
a metal surface. There are two reasons for this. First, the energetic photo-
electrons produced in the X-ray absorption are appreciably affected only by
the core electrons of medium- to high-atomic-number atoms. For example, Fig.
7.4 compares the theoretical scattering amplitude of two elements, copper and
carbon, as a function of electron wave vector [7.9,10]. The single-electron
scattering approximation used in EXAFS is valid 3;43, in which range the back-
scattering is dominated by copper. In contrast, the EXAFS amplitude from low
atomic-number atoms such as carbon would be weak or unobservable. Second, the
bond lengths associated with low-atomic-number atoms are usually small, which
implies a long wavelength for the EXAFS oscillations. These long wavelengths
are difficult to measure because the amplitude drops quickly with k (Fig.7.4)
and only a Timited energy range is usually available for observation.
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Fig.7.4. Comparison of the backscattering amplitudes of C and Cu atoms as a
function of electron wave vector, from [7.9]. The backscattering amplitude
maximum for Cu occurs above 5 R‘i which is in the SEXAFS region. That of
E;rbg? maximizes at a lTow wave vector~1 R-1, which is in the NEXAFS region
.1

Chemisorption sites can be determined from the angular dependence of the
SEXAFS amplitude when using single-crystal surfaces and polarized X-rays. This
angular dependence is contained in the N? term of (7.1) which for K edges is

given by

N = 3 cosP(ar) (7.2)

where oy is the angle between the electric field vector E and the internuclear
vector. Note that the EXAFS amplitude is greatest when the E vector of the
X-rays lies along the internuclear bond. For example, Fig.7.5 shows a simulated
absorption spectrum for a methoxy group (CH30) on a surface with fourfold sym-
metry with the oxygen located in the plane of the surface [7.10]. The oxygen

K edge SEXAFS is most intense when E lies parallel to 0-Cu bonds (i.e., in

the surface plane) as shown in Fig.7.5c,d. When E 1ies perpendicular to the
0-Cu bonds (i.e., perpendicular to the surface), the SEXAFS oscillations are
absent and only the weak and broad 0- C SEXAFS oscillations are seen (Figs.
7.5a,b). Special cases of (7.2) have been derived for sites of fourfold, three-
fold, and twofold symmetry [7.4]. The EXAFS amplitude also contains the term
Ai(k) of (7.1) which includes Debye-Waller factors, electron-loss terms, and

an amplitude function which depends on the backscattering atom. These factors
depend little on X-ray incidence angle, however, and thus approximately cancel
in the ratio of amplitudes at different incidence angles. Chemisorption sites
can therefore be determined from the amplitude ratios measured at various angles
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Fig.7.5a-d. Angular dependence of SEXAFS and NEXAFS [7.10]. (a) Hypothetical
diatomic molecule (black and white atoms) in a fourfold hollow site of metal
atoms (dashed atoms). The molecular axis is normal to the plane containing
the black and dashed atoms. The X-rays are incident at a glancing angle with
E along the molecular axis. (b) SEXAFS spectrum calculated using a single-
scattering formalism (7.1) for geometry (a) showing intense 0-C structure
just above the edge (550 - 600 eV) but no 0-Cu SEXAFS. (c) Same model as (a)
except the X-rays are at normal incidence with E parallel to the surface. (d)
Calculated SEXAFS spectrum for geometry (c) showing 0-Cu SEXAFS but no 0-C
related NEXAFS or SEXAFS

of incidence by comparison to those calculated from (7.2). These should agree
within 20% for the correct geometry.

7.1.3 Near Edge X-Ray Absorption Fine Structure

The NEXAFS spectral region lies near the absorption edge (within =~ 30 eV) and
provides information about the orientation and length of bonds between Tow-
atomic-number atoms. These features are more difficult to analyze quantita-
tively because the excited electron now has little kinetic energy and is there-
fore multiply scattered by core and valence electron charge distributians. The
complexity of this region is seen in the gas-phase spectra of the several dozen
small molecules which have been studied using X-ray absorption or electron
impact excitation [7.11]. For example, Fig.7.6 shows the electron impact spec-
trum for gaseous N2 which shows at least seven peaks [7.12]. Calculations indi-
cated that many of these features are multiple-scattering events [7.13].

There were two dominant features, however, which are attributable to simple
electric-dipole transitions. The first and most intense peak in the spectrum
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of N2 (Fig.7.6) is due to a transition to a =* final state. Such a =* feature
is observed in the spectra of unsaturated molecules and is usually sharp, in-
tense, and the lowest-energy peak. The other dominant feature of the N2 spec-
trum is the broad peak labeled G which is due to a final state of ¢ symmetry.
This peak is present in the spectra of all molecules and is broad. The other
features are weak and not usually resolved in the spectra of condensed-phase
species.

The electric-dipole character of these two dominant features can be used
to determine the orientation of polyatomic adsorbates on single-crystal sur-
faces when using the polarized X-rays from a synchrotron source. By varying
the incidence angle of the X-rays, the n* and o* transitions can be tuned in
or out. This is seen in the spectrum of carbon monoxide on a Ni{100} surface
(Fig.7.7) [7.6]. Carbon monoxide is attached to the surface via carbon with
the C-0 bond normal to the surface. This spectrum shows dominant transitions
to a m* final state (labeled A) and a o* final state (labeled B). The transi-
tion to the o* final state is maximized when E 1lies parallel to the o orbital
of CO (i.e., along the internuclear axis). This occurred at glancing X-ray
incidence where E was normal to the surface. (The vector E is perpendicular
to the direction of propogation of the X-rays.) The transition to the ™ final
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state has the opposite requirement and is maximized when E is paralle] to the
lobes of the m orbital of the molecule. This occurred at normal X-ray inci-
dence. The angular behavior of these two peaks is thus consistent with a nor-
mal orientation for the C-0 bond with respect to the surface.

The angular dependence of these peaks can be quantified to obtain the
orientation of an adsorbate on a surface. Because the features are electric
dipole dominated, there is a COSz(a) dependence in the intensity of these
peaks where o is the angle between E and the respective =*
[7.6]. For example, using this relation, the axis of the molecules CO, NO,
and N2 have been determined to be normal to the Ni{100} surface to within
+10° [7.6]. This result isin agreement with the orientations for these molecules
as determined from angle-resolved ultraviolet photoelectron spectroscopy
(ARUPS), low-energy electron diffraction (LEED), and electron energy loss spec-
troscopy (EELS). The determination of orientation is most straightforward from
the ™ resonance since it is generally narrower, and it precedes the absorption
edge and does not reside on the edge background. One small complieation is
that synchrotron radiation is not perfectly polarized so the peaks never vanish
completely. The extent of polarization is approximately 80% [7.6], depending
on the source, and must be accounted for in calculating orientations.

The positions of the o* peak in the NEXAFS can also be used to estimate
the length of the o bond, providing a basis for measuring bond lengths between
Tow-atomic-number atoms within a polyatomic adsorbate. The dependence of the
NEXAFS peaks on bond length was suggested from several experimental studies
of gases and metal complexes [7.14-16] and calculations [7.17]. These showed
that the difference between the =* and ¢* features increased with decreasing
bond length. Actually it is the position of the o* peak which is the most
sensitive to the bond length, and since this feature exists in all molecules,
its position relative to the jonization 1imit can be used to establish a
correlation. Originally, an EXAFS-like R'2 correlation between bond distance
and position of the o* peak was suggested [7.16]. However, further experiments
with gas-phase molecules indicated that a simple linear correlation was ade-
quate and gave similar results [7.7]. In either case, the correlating function

or o* orbital

can be considered to be merely an interpolating function or part of a series
expansion of the exact, but unknown, relationship. The validity of this approx-
jmation is demonstrated in Fig.7.8 for a series of gas-phase molecules [7.7].

* resonance position to bond length are mole-

Along each Tine relating the o
cules with a constant sum for the atomic numbers of the two atoms involved in
the o bond. Thus all the hydrocarbons are included in the top line. Diatomics

like N2 and CO are included together since the sum of their atomic numbers is
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14. While there are a few cases like benzene (C6H6) which do not fall precisely
on a line, the errors associated with assuming a linear relationship even for
these cases is < 0.04 R. Usually the error is much less. Thus a linear inter-
polation provides a simple method of estimating the bond lengths between low-
atomic-number atoms of polyatomics on surfaces.

7.1.4 Apparatus

Both SEXAFS and NEXAFS require an intense source of X-rays to compensate for
the small number of atoms in a monolayer on a single-crystal surface (< 1015)
and, especially in the case of SEXAFS, the weak signal. Furthermore, to deter-
mine orientations from NEXAFS or binding sites from SEXAFS, the radiation must
be polarized. Currently, only a synchrotron radiation source meets these
criteria.

The data collection apparatus is the same for both techniques but differs
in some respects from the usual practice of bulk EXAFS [7.4]. First in order
to prepare and maintain clean surfaces, the experiments must be performed
under ultra-high-vacuum conditions (< 10"9 Torr). Secondly, the measurement of
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X-Ray Absorption Flourescence Auger

S i iy

Fig.7.9. Schematic diagram of the X-ray absorption process and decay of the
core hole. Two decay pathways are possible: fluorescent decay which yields a
photon and Auger decay which leads to ejection of an electron

the X-ray absorption coefficient is less straightforward. For example, in
EXAFS studies of bulk compounds, the intensities of the X-rays entering the
sample and exiting the sample can be measured directly to obtain the absorp-
tion coefficient. This method is not sensitive enough for the small number of
absorbers in a monolayer on a single-crystal surface, however. Instead, events
associated with the decay of the inner-shell vacancy created by X-ray absorp-
tion must be followed. Figure 7.9 shows the X-ray absorption process to create
a vacancy in the K electron shell and two relaxation pathways. For elements

in the third row of the periodic table or below, it is possible to monitor

the decay by fluorescence relaxation. Because of the long path length for
X-rays in solids, this detection method also allows meaurements of thin films
with thicknesses in the range of micrometers. For second-row elements, however,
Auger relaxation is dominate so fluorescence detection is much more difficult.
Since the experiments are performed under ultra-high-vacuum conditions, the
Auger electron can be collected with a typical electron energy analyzer or an
electron multiplier provided with retarding grids [7.4]. Care must be taken

to select the incident X-ray energies and electron energy collection ranges
for this detection method to avoid spurious peaks from photoemission or other
Auger processes. Furthermore, since electrons have only a small escape depth
from solids, this method can be applied only to atoms on top of the surface

or within the first few atomic layers. In the case of molecules directly on
the surface, the decay of the inner-shell vacancy can also lead to stimulated
desorption of ions. The probability of this event depends on the orbital over-
lap between the absorbing atom and that of the desorbing ion. This provides
the weakest signals for SEXAFS.

7.2 SEXAFS Studies of Polyatomic Adsorbates
7.2.1 Structure of Formate on the Cu{100} Surface

The formate group (HCOZ) is an intermediate in the copper-catalyzed oxidation
of formic acid (HCOOH) and has been well-characterized by a variety of surface
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spectroscopies. The mechanism for this oxidation was established on the
Cu{100} surface using temperature programmed reaction spectroscopy (TPRS) and
isotope labeling. The following mechanism applies [7.18,19]

2DCOOH, | + 0 +H .
(a) > 2DC00 5 + Hy0, (7.3)

(a) q) °
D005y + €0y (g) * 1/2 D, (g = T> 400K . (7.4)

While formic acid partially dissociates on a clean copper surface, this dis-
sociation is assisted by oxygen adatoms which abstract the acidic hydrogen
atom to form unlabeled water and deuterjum-labeled formate groups (7.3). The
water desorbs by room temperature, isolating the formate groups. These are
stable to about 400 K, whereupon CO2 and 02 are liberated in a reaction-limited
decomposition of the formate group (7.4). Thus the formate can be isolated on
copper surfaces.

The orientation of the formate is reasonably well known from vibrational
spectroscopy. The EELS of formate on Cu{100} agreed well with the infrared
spectrum of sodium formate salt [7.20]. The frequencies and intensities were
in general agreement with a few notable exceptions. In particular, the intense
asymmetric C-0 stretch and the C-H bending mode were weak or absent in the
surface spectrum. The absence of these two features is attributed to a selection
rule for the surface vibrational spectroscopy which allows only modes with
a dipole-moment component normal to the surface to be observed. Using this
selection rule it could be deduced that the formate group belonged to the C2v
point group which implied that the plane of the formate group is normal to the
surface and that the oxygen atoms are equivalent. The similarity of the vibra-
tional frequencies to formate complexes indicate that the formate is attached
to the surface via the two oxygen atoms.

The formate group on copper surfaces has also been studied by other surface
spectroscopic techniques, including photoelectron spectroscopy [7.19] and
infrared spectroscopy [7.21]. Despite the number of surface analysis techniques
with which formate had been studied, bond lengths and the chemisorption site
were unknown before SEXAFS analysis.

From the SEXAFS study the average Cu-0 chemisorption bond Tength for the
formate group on the Cu{100}surface was determined to be 2.38 +0.04 R [7.10,
22]. The raw oxygen K edge X-ray absorption spectrum for an X-ray incidence
angle of 15° is shown as the top curve of Fig.7.10. The SEXAFS spectra were
analyzed by the same methods used in normal bulk EXAFS analysis. First the
background was approximated by two spline polynomials of order three and two,
as shown by the dotted 1ine through the raw spectrum. This background was sub-
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Fig.7.10. The upper curve is the oxygen K edge SEXAFS spectrum for formate
on Cu{100} at 300 K and at grazing (15°) X-ray incidence [7.10]. The photon
energy where the C(1s) elastic photoemission peak has sufficient kinetic
energy to overcome the retarding (-450 V) potential of the partial yield
detector and to contribute to the measured signal is marked "Cls". The
dashed line through the spectrum is the function used for background sub-
traction. The lower curve is the enlarged SEXAFS oscillations after back-
ground subtraction

stracted out to yield the SEXAFS oscillations shown as the bottom curve of
Fig.7.10. A single dominant frequency occurred in this spectrum, as shown by
the Tone peak in the Fourier transform (FT) of Fig.7.1la. This peak can only

be due to backscattering of the photoelectron from copper surface atoms because
they are the only atoms with a sufficient number of core electrons to yield

an observable EXAFS effect. The Cu-0 distance was obtained by applying a
phaseshift ¢ =6.17 - (0.46 R)k, derived from a bulk Cu0 standard, to yield

an average Cu -0 distance of 2.38+0.04 R.

The oxygen atoms of the formate group are located approximately in the four-
hold hollow site of the Cu{100} surface according to the angular dependence of
the amplitude of the SEXAFS. Fourier transformation of the SEXAFS signal at
normal X-ray incidence showed the same dominant frequency and the same single
peak as at glancing incidence (Fig.7.11c). Averaging the 15°/90° amplitude
ratios over the entire k range yielded a value of 1.7 +0.1. This experimental
value can be compared to that calculated using (7.2) for five possible adsorp-
tion geometries (Fig.7.12). In the calculated ratios it was assumed that the
nearest neighbor Cu - Cu distances for the surface atoms were unperturbed from
the bulk and that there was no azimuthal preference in the orientation for the
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Fig.7.11. (a) Absolute Fourier transform of the SEXAFS signal obtained at
grazing (15°) X-ray incidence for formate on Cu{100} [7.10]. The peak near
2.0 A corresponds to the Cu-0 distance before phase shift correction. The
dotted Tine is the window function used for filtering. (b) SEXAFS signal
multiplied by electron wave vector k with superimposed sinusoidal function
obtained by back-transformation of the peak in the window function in (a).
(c) As in (a) except at normal X-ray incidence. The peak near 1 A is partly
due to the C-0 formate bond. (d) As in (b) except for spectrum (c)

formate on the surface. In addition, an 0-0 intramolecular distance of 2.24 R
was used in the calculation, which is typical for a formate group [7.23] and
was derived from the NEXAFS studies (Sect.7.3.1). Table 7.1 compares the ex-
perimental 15°/90° ratio with that of these five possible geometries. Only

the 1.86 value derived for the geometry of Fig.7.12a was near the observed

1.7 value. Thus both of the formate oxygens were located near fourfold hollow
sites.
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Table 7.1. Amplitude ratios for the possible formate adsorption sites on the
Cu{100} surface shown in Fig.7.12 using an 0 - Cu distance of R=2.38 A and an
unreconstructed surface [7.10]

Geometry Part of Fig.7.12 15°/90° amplitude ratio
Observed 1.7 £ 0.1

Hollow a 1.86

Bridge b 4.57

On-top c 422

Chelating d 6.63

Diagonal bridge e 20.6

(c)

Fig.7.12a-e. Possible chemi-
sorption geometries consid-

ered for formate on the Cu{100}
surface [7.10]. (a) hollow site;
(b) bridge site; (c) on-top site;
(d) chelating site; (e) diagonal
bridge site

The formate oxygens were not located precisely in the centers of the four-
fold hollow sites, however. The 0-0 separation typical for a formate group
is 2.24 R while the fourfold hollow sites are separated by 2.56 &. Only ex-
treme distortion of the formate could allow the oxygens to fit exactly into
the fourfold hollow sites, which is not consistent with the similarity of the
vibrational spectrum to undistorted formate groups [7.20] nor the NEXAFS ana-
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lysis (Sect.7.3.1). On the other hand, the SEXAFS experiment would resolve

two Cu-0 distances differing by more than 0.15 R. These two opposing require-
ments can be met by placing an undistorted formate with the oxygens displaced
slightly from the centers of the fourfold hollows. The two resultant Cu-0 dis-
2 and R differ by the allowed 0.15 R (Fig.7.12a). The actual Cu-0
distances were thus in the range 2.31-2.45 R.

The chemisorption geometry of formate on Cu{100} is quite unusual in that
the nearest-neighbor (NN) Cu-0 distances are at least 0.3 R larger than typi-
cal NN Cu-0 distances found in metal complexes or other oxygen-bonded adsor-
bates on copper surfaces. A typical NN Cu-0 distance is approximately 1.8 to
2.0 R. For example, the Cu-0 distances in Cu 0 and Cu0 are 1.85 and 1.95 &,
respectively. Likewise, the 1.84 K Cu-0 d1stance for oxygen adatoms on Cu{100}

tances, R

is within this range [7.24]. The minimum 2.31 R distance for the oxygens of
the formate group on Cu{100} is anemalously large.

This long distance is ascribed to a steric interaction for the formate on
Cu{100}. In the geometry of Fig.7.12a, the carbon atom is located in a bridge
position between two copper atoms. The carbon is not bonded to these atoms,
however, according to the vibrational spectrum analysis [7.20] and electronic
structure calculatiaons [7.25]. In order to maintain a nonbonding Cu-C distance
and maintain a normal configuration for the formate group, a minimum Cu -0
distance of 2.30 R can be estimated from atomic radii [7.10]. This value is
quite close to the lower limit for R2 of 2.31 R determined by the SEXAFS ana-
lysis.

This chemisorption geometry is interesting in that it is apparently a com-
promise between several opposing forces. On the one hand, the oxygen atoms
prefer the high-coordination fourfold hollow site, which is also the site of
oxygen adatoms on this surface [7.24]. This site is opposed, however, by the
Cu-C steric repulsion and the forces opposing distortion of the formate group
itself. Despite these opposing forces, oxygen still chooses to locate near the
fourfold hollow rather than relocate to a lower-coordination site. This SEXAFS
analysis has thus provided insight into the forces which determine adsorption
sites and the complexities which can exist for polyatomic adsorbates which
do not exist for simple atomic adsorbates.

7.2.2 Structure of Formate on the Cu{110} Surface

The structure of formate groups on the Cu{110} surface has also been determined
by SEXAFS and has significant differences from the structure on the Cu{100}
surface [7.26]. The Cu{110} surface is corrugated with rows of close-packed
atoms so that the highest symmetry site now available has twofold symmetry.
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The formate group has also been well-characterized on this surface [7.18,19,
211 and is formed by the same reactions as on the Cu{100}surface (7.3,4). Like-
wise, infrared vibrational spectroscopy shows that the formate has C2v symmetry
as on the Cu{100} surface [7.21]. The principal difference between the Cu{110}
and Cu{100} surfaces is that formate on the Cu{110} surface is azimuthally
aligned so that the plane of the formates are parallel to the ridges (<110>
direction) of the surface. Otherwise, the frequencies and intensities of the
formate vibrational spectra were in general agreement.

From SEXAFS studies of formate on the Cu{110} surface an average Cu-0 bond
length of 1.98+0.07 R was obtained [7.26]. The raw oxygen K edge X-ray ab-
sorption spectra are shown in Fig.7.13 at various angles of X-ray incidence.
The SEXAFS oscillations are clearly seen in the two Tower spectra of Fig.7.13
as two broad peaks at approximately 575 and 625 eV. Weaker SEXAFS peaks are
also apparent in the top spectrum of Fig.7.13a. Using the same methods as pre-
viously discussed, a Cu-0 distance of 1.98+0.07 R was obtained.

1.20 4 Azimoth [fio] | 130- Azimuth [001]
120
110 -
—_ 6= 90°
)
5 1107 0:90°
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= J
..;:l.OO" 1.00 0 =20°
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Fig.7.13a,b. Oxygen K edge SEXAFS spectra for formate on Cu{100} [7.26].
The polarization direction of the X-rays for each case was along the <110>
direction for those in (a) and along the <001> direction for (b)
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-——1170) ——  Fig.7.14. The formate geometries
considered in the SEXAFS analysis
on Cu{110} [7.26]

O Copper % Oxygen . Carbon O Hydrogen

From the polar and azimuthal angular dependence of the SEXAFS amplitude,
the chemisorption site shown in Fig.7.14b was derived for formate on the
Cu{110} surface. First it was deduced that the formate resided on top of the
atomic "ridges" of this surface rather than in the troughs from the weakness
of the SEXAFS signal under normal X-ray incidence (Fig.7.13). Under normal
X-ray incidence, E is parallel to the surface, and a strong signal would be
obtained only for Cu-0 bonds with a large horizontal component, such as if
the formate oxygens were located in the troughs. Instead the normal incidence
SEXAFS was weak or absent, so a site on top of the "ridges" was indicated.
Second, two different ridge geometries were considered (Figs.7.14a,b), and
they were distinguished by comparing the measured intensities at various in-
cidence angles with that calculated using (7.2). Table 7.2 shows this compari-
son and that only the model of Fig.7.14b would have a nonvanishing SEXAFS
signal at 90° incidence along the <110> direction as observed. Thus the oxy-
gens reside approximately in short twofold bridge sites.

Table 7.2. Amplitude ratios for possible formate adsorption sites on the
Cu{110} surface. Values are normalized to unity for e =20°, <110y azimuth
[7.26]

Azimuth 6[°] Theory Experiment
Model a  Model b

<110> 20 1.0 1.0 1.0

<110> 90 0 0.7 0.6 + 0.2
<001> 20 1.0 1.0 1.0 + 0.2
<001> 90 0 0 0
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The oxygens cannot occupy the centers of the short twofold bridge sites
exactly, but are positioned asymmetrically. The distance between the twofold
bridge sites is 2.56 R which is the same separation as for the fourfold hollow
sites on the Cu{100} surface (Sect.7.2.1). Since the vibrational spectra
[7.21] and NEXAFS (Sect.7.3.1) did not indicate extreme distortion of the
formate group, the oxygens cannot occupy the centers of the twofold bridge
sites. Instead, the actual Cu -0 distances, R1 and R2 of Fig.7.14b differ by
less than 0.10 A from the average 1.98 R distance. As before, SEXAFS could
not resolve two distances this close together.

The chemisorption geometry of formate on Cu{11l0} differs significantly
from the formate geometry on Cu{100} in the length of the Cu-0 bond and the
binding site. On Cu{110} the 1.98 +0.07 R Cu-0 distance is typical of NN
Cu -0 distances found in metal complexes and for atomic oxygen on copper. The
absence of a Tong Cu-0 distance for formate on this surface is simply attri-
butable to the absence of a Cu-C steric interaction. That is, for the geometry
of Fig.7.14b, there is no crowding of the carbon atom. The difference in bind-
ing sites is slightly harder to rationalize since the local geometry of formate
on the Cu{110} surface is also available on the Cu{100} surface. There are two
possible explanations for this difference. 1) The site for formate near the
fourfold hollow on Cu{100} may be energetically favored over the twofold bridge
site which formate occupies on the Cu{110} surface. Thus on the Cu{100} sur-
face where both sites exist, the energetically favored site is chosen. On the
Cu{110} surface, however, only the energetically inferior site is available
so it is occupied. This explanation is plausible in that it ascribes a higher
energy to higher coordination site. 2) The site chosen for formate may depend
upon electronic details of the surface which are not reflected in the local
geometric structure. This is, while the same Zocal geometry of surface atoms
as shown in the right-hand side of Fig.7.14b exists on both surfaces, the
long-range geometry is different and thus the electronic states of the surface
may also be different on the two surfaces. Further electronic structure cal-
culations will be required to fully understand the differences in chemisorption
geometries which have been revealed by SEXAFS.

7.2.3 Structure of Methoxy on the Cu{100} Surface

Methoxy (CH30) is a stable intermediate in the copper-catalyzed oxidation of
methanol (CH30H) [7.27-32]. Methoxy formation is assisted by oxygen adatoms
in a reaction analogous to (7.3)

ZCD3OH ~+ 2CD,0 + H,0

(a) " "9 (7.5)

(9) * %a) 3



The methoxy is stable to approximately 300 K whereupon it undergoes the de-
composition reaction

CD30(a) »-DZCO(Q) +1/2 DZ(g) . (7.6)

Studies of methoxy by various surface spectroscopic techniques indicate that
the methoxy is tilted on the surface but otherwise similar to the group in
the parent methanol. The EELS vibrational spectrum compares well with the in-
frared spectrum of methanol except for the expected absence of the 0-H stretch
[7.30]. This indicates that methoxy is attached to the surface via the oxygen.
Infrared spectroscopy studies indicate that the C-0 bond of the methoxy is
tilted by approximately 30° from the surface normal [7.31,33]. This was de-
duced from the nondegeneracy of the two asymmetric C-H stretching modes. The
tilted orientation is also supported by NEXAFS studies (Sect.7.3.1), although
ARUPS [7.34] and EELS [7.30] have indicated a normal orientation for the C-0
bond.

An examination by vibrational spectroscopy of the phonon modes induced by
methoxy formation also rules out an a-top adsorption site for the methoxy
[7.32]. If the methoxy were chemisorbed with the oxygen in the a-top site
then a certain phonon mode becomes dipole allowed and would be observed, as
occurs for CO on the Cu{100} surface. Such a mode was not observed for methoxy
so the a-top site is ruled out. Otherwise, no structural details of methoxy
on Cu{100} were known.

From a SEXAFS study, a Cu-0 chemisorption bond length of 1.97 +0.05 R
was determined [7.10]. The FT of the oxygen K edge SEXAFS region is shown in
Fig.7.15, and a single NN Cu- 0 peak was obtained. Applying the phase shift
from bulk Cu20 yields the 1.97 Cu-0 bond length. This distance is within the
1.8 to 2.0 R range for normal NN Cu-0 bonds (Sect.7.2.1). Thus no steric in-
teractions occur for methoxy on Cu{100} as seen for formate on this surface.

The chemiserption site of methoxy was not completely determined from SEXAFS,
but the a-top site was ruled out [7.10]. No Cu -0 SEXAFS oscillations were
observed at an X-ray incidence angle of 15° (E near the surface normal) which
implies that the Cu- 0 bond cannot be near the surface normal. Thus the a-top
site was ruled out. However, Cu- 0 SEXAFS oscillations were observed at X-ray
incidence angles of 90° and 45° with an amplitude ratio of 0.92:0.2. If the
oxygen of the methoxy group were located in the fourfold hollow site or the
twofold bridge site, then 90°/45° amplitude ratios of 1.46 and 0.53, respec-
tively, are expected from (7.2). The measured value fell between these so
does not clearly indicate either site. There are several possible explanations
for this intermediate value. 1) The signal-to-noise ratio for the methoxy
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Fig.7.15. (a) Absolute Fourier transform of the oxygen K edge SEXAFS signal
for methoxy on Cu{100} at 200 K [7.26]. The peak near 1.7 X corresponds to
the Cu-0 distance before phase shift correction. The dotted line is the win-
dow function used for filtering. (b) Background-substracted SEXAFS signal
multiplied by electron wave vector k, with a superimposed sinusoidal func-
tion obtained using the window function of (a)

SEXAFS was worse than for the formate studies due to lower attainable cover-
ages. Thus simply better measurements may be required to clearly discriminate
between these two sites. 2) The methoxy may reside in an asymmetric site or
occupy both sites. Both of these possibilities would give an intermediate
amplitude ratio. These possibilities are plausible since oxygen adatoms also
form poorly ordered overlayers at higher coverages. Further study will be

required to definitively establish the site of the methoxy group on Cu{100}.

7.3 NEXAFS Studies of Polyatomic Adsorbates
7.8.1 Oxidation Intermediates on Cu{100} and Cu{110}

The series of adsorbates CO, formate (HC02), and methoxy (CH30) provide a
good basis for understanding how changes in the intramoleular bonding of a
polyatomic adsorbate are reflected in their NEXAFS spectra. The reason is that
all of these molecules contain a C- 0 abond, yet the bond order varies from
1 to 3. Furthermore, these adsorbates have been well characterized by a variety
of other surface spectroscopic techniques.

The NEXAFS spectra of CO on a Cu{100} surface resemble those of CO on
Ni{100} and indicate that the C-0 axis is normal to the surface [7.22].
Figure 7.16 shows the CO NEXAFS region at X-ray incidence angles of 15° and
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Fig.7.16. Oxygen K edge NEXAFS spec- Fig.7.17. Oxygen K edge NEXAFS spec-
tra for CO on Cu{100} [7.22]. The tra for formate chemisorbed on Cu{100}
two features were assigned to a m* at 90 and 300 K as a function of X-ray
resonance (peak A) and a o* resonan- incidence angle [7.10]. Peak A is the
ce (peak B) m* resonance, peak B is the o* reso-

nance, and peak B' is ascribed to a
o* resonance associated with a sin-
gle bond in an asymmetric formate

90°. Two primary features were observed which were assigned to 7 and o*
transitions by analogy to CO and Ni{100} (Fig.7.7). Quantitatively analyzing
the areas of these peaks as a function of X-ray incidence angle and applying
a cosza electric-dipole relation indicates that the C-0 bond is within +10°
of the surface normal. This conclusion is in agreement with vibrational [7.32]
and photoemission studies [7.35].

The formate NEXAFS spectra also have the 7* and o* transitions from which
a normal orientation for the plane of the formate can be deduced [7.22]. The
NEXAFS spectra of formate on Cu{100} are shown in Fig.7.17 as a function of
X-ray incidence angle. Two principle transitions were observed which were as-
signed to the 7* (labeled A) and o* (labeled B) resonances. The =* transitions
was maximized at normal X-ray incidence and nearly vanished at glancing inci-
dence. This implies that the lobes of the p orbitals contributing to the =
bond are parallel to the surface since the n* feature was most intense when
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E was also parallel to the surface (i.e., normal X-ray incidence). This con-
clusion is consistent with the results of vibrational studies [7.20].

In principle the angle of the C-0 bond with respect to the surface could
be derived from the angular dependence of the =* peak but there are several
complications [7.10]. First, the o* peak does not completely vanish at any
X-ray incidence angle because there is always a nonzero projection onto one
of the inclined C-0 bonds. Second, the background for the o* peak is more
difficult to establish because the peak is broader than the = resonance.
Finally, there is evidence for a minority species, possibly a monodentate
formate, which interferes with the measurements of the ¢* peak area. The small
o* shoulder labeled B' has been tentatively ascribed to this minority species,
and it cannot be reliably deconvoluted from the main o* peak labeled B. This
minority peak is most apparent at lTow temperatures and 90°, which agrees with
the conclusions of an EELS study of formate on Cu{100} [7.20].

From the methoxy NEXAFS spectra, the single-bond character of the methoxy
C-0 bond and a tilting of the C-0 bond from the surface normal are apparent
[7.10]. Figure 7.18 shows the methoxy NEXAFS spectra as a function of X-ray
incidence angle. No sharp 7™ resonance was observed. Instead only a broad o™
resonance (labeled B) was observed. This is expected by analogy to the single-
bond character of the C-0 bond of methanol. The o* peak area under normal
X-ray incidence was larger than expected from the residual cross-polarization
component of the synchrotron X-rays. Although establishing a baseline for o*
peaks is somewhat difficult, the approximate tilt of the C-0 bond from the

T T 71 1 T T 71
CH30/Cu(100)
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o

Fig.7.18. Oxygen K edge NEXAFS
spectra for methoxy on Cu{100}
at 200 K at X-ray incidence
angles of 15° and 90° [7.10].
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peak B is the o* resonance,
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surface normal was estimated from the relative areas of the o* peaks to be

32°. Allowing a generous error in the measured ratio of the ¢* peak areas of

a factor of two results in an error of only *10°in the tilt of the C-0 bond.
This tilt is in general agreement with an infrared vibrational study of methoxy
on Cu{100} [7.31,33].

Because of the wide variation in the C-0 bond order among these three mo-
lecules, they can form the basis for establishing a correlation between the
C-0 bond length and the position of the ¢* resonance [7.10,22]. Figure 7.19
shows this variation in the position of the o peak as a function of C-0
bond order for these three molecules. One problem in establishing such a cor-
relation, however, is the absence of independently known C -0 bond lengths for
adsorbates. In this case the bond lengths of the C-0 bonds in carbon monoxide
and methoxy on Cu{100} were assumed to be the same as in gaseous carbon mono-
xide and methanol, respectively. This is supported by the small frequency shifts
for the C-0 stretches compared to the gas-phase molecules [7.36]1. Furthermore,
the variation in the C-0 bond length for methoxy ligands in complexes is less
than 0.02 R [7.37,38]. These two points established a correlation between
C-0 bond length and the position of the o* resonance (Fig.7.20). Note that
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Fig.7.20. Correlation between position
of o* resonance and length of the C-0°
bond [7.10]. Lower line is for gaseous
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Fig.7.21. Oxygen K edge NEXAFS spectra
for formate on Cu{110} [7.26]. The po-
larization direction of the incident
X-rays are along the <110> direction
for (a) and along the <001> direction
for (b)



the Tine for the adsorbates is nearly parallel to the gas-phase correlation
but is offset due to differences in references points for measuring the peaks
and in relaxation energies. Using this relation, the length of the formate
C-0 bonds were estimated to be 1.27+0.04 R. Such a value is quite reasonable
by comparison to formate salts where C-0 bond lengths of 1.21 to 1.30 R are
reported [7.23].

The formate species on Cu{110} has also been studied by NEXAFS to yield a
similar orientation as on Cu{100} and a C-0 bond length of 1.25+0.05 R
[7.26]. The formate NEXAFS spectra on Cu{110} are shown in Fig.7.21 as a func-
tion of X-ray incidence angle. As on Cu{l00}, the =* feature was maximized
at 90° (E parallel to the surface) and nearly vanished at glancing incidence
(E nearly normal to the surface, Fig.7.21b). Thus the plane of the formate is
normal to the surface. Furthermore, the =* peak was only observed with E along
the <001> azimuth, whereas it was nearly absent along the <110> azimuth. This
indicates that the plane of the formate is parallel to the <110> direction.
Both of these conclusions are in agreement with SEXAFS (Sect.7.2.2) and infra-
red spectroscopy studies of this system [7.34]. Using the 1inear correlation
established in Fig.7.19 the formate C -0 bonds were estimated to be 1.25+0.05
R and the 0-C-0 angle to be 130+ 10°.

7.3.2 Hydrocarbons on Pt{111}

The chemisorption of hydrocarbons on platinum surfaces is of considerable in-
terest with respect to understanding catalytic reforming reactions used in the
petroleum refining industry. Molecules such as acetylene (CZHZ)’ ethylene
(C2H4), and benzene (CgHg) have been of particular interest as prototype mole-
cules for understanding hydrocarbon adsorption on platinum. These systems have
been studied by a variety of other techniques [7.39].

A simple method for determining the orientation of hydrocarbons on platinum
and of estimating the length of the C-C bonds is provided by NEXAFS. These
are difficult to study by other techniques since hydrocarbon adsorbates often
lack the Tongrange order required for diffraction techniques, and most other
structural tools are insensitive to low-atomic-number atoms. For example, NEXAFS
has been particularly useful in the study of hydrocarbons on platinum in simply
determining their orientation on the surface. While such information has usu~
ally been obtained from EELS or ARUPS, these methods do not always yield un-
ambiguous results. For example, many of the most useful vibrational modes of
an aromatic molecule are unobservable if the ring of the molecule lies paral-
lel to the surface, making an assignment of orientation or even identify dif-
ficult. This problem is compounded by the strong perturbation many hydrocarbons
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experience on platinum which causes considerable changes in their vibrational
modes and molecular orbitals. Here NEXAFS aids in the understanding of these
molecules by providing a simple test for the orientation of ¢ and = bonds.

In addition, NEXAFS provides an estimate for C-C bond lengths [7.40,41].
One contrast to the NEXAFS studies on copper is that hydrocarbons chemisorbed
on platinum are usually strongly perturbed from their gas-phase counterparts.
It has therefore been difficult to find reference adsorbates of known C-C
bond length with which to establish a bond length versus o* position correla-
tion. A different approach has therefore been taken. In this case a simple
offset of 7.0 eV was proposed from the gas-phase correlation [7.40]. This off-
set was determined from a consideration of differences in relaxation and
photoemission binding energies between the gas and adsorbed states. Partial
justification for this approach is provided in Fig.7.20 where the surface C-0
bond correlation on copper is observed to be nearly parallel to the gas phase
correlation. The correlation proposed for C-C bonds on platinum is shown in
Fig.7.22.

The simple hydrocarbons acetylene and ethylene are strongly perturbed when
chemisorbed on platinum [7.40,41]. Their NEXAFS spectra are shown in Fig.7.23.
* resonances (labeled A or Ax) and o* resonances
(1abeled B). The C-C bond of ethylene is clearly parallel to the surface

Both molecules exhibited =

since the =* resonance was maximized under glancing X-ray incidence where
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Fig.7.22. The lower curve plots the position of the o shape resonance relative
to the vacuum level versus C-C bond length for gas-phase molecules [7.40]. The
lower curve plots the position of the o shape resonance relative to the Fermi
level for chemisorbed hydrocarbons on Pt{111}
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Fig.7.23. Carbon K edge NEXAFS spectra for (a) ethylene and (b) acetylene
on Pt{111} at 90 K for a monolayer coverage [7.40]. Peaks A and Ay are due
to m resonances and peak B is due to a o resonance

both the Tobes of the = orbital and E were normal to the surface. This orien-
tation is also indicated by the o* resonance which was maximized under normal
X-ray incidence (i.e., E and C-C bond parallel to the surface). The acetylene
also lies down on the surface since the angular dependence of the o* peak was
the same as ethylene. The t* resonance of acetylene exhibited a different

* orbital (A2) is now parallel to the surface,
so maximized with riormal X-ray incidence (i.e., E parallel to the surface).
The other =* orbital (Al) is severely rehybridized through interaction with
metal orbitals.

The C - C bonds of both molecules are lengthened with respect to the gas
phase [7.40,41]. Using the o* correlation of Fig.7.22, the C-C bond of chemi-
sorbed ethylene was estimated to be 1.50+0.03 R which is 0.16 R longer than
gaseous ethylene. The C-C bond of acetylene was estimated to be 1.45+0.03 R
compared to 1.20 R for gaseous acetylene. Thus both molecules are lengthened
to almost the single-bond distance of ethane (CZHG with C-C=1.53 3). The
presence of the =* features in the NEXAFS is puzzling, however, in that it
suggests that there is residual multiple-bond character in both C-C bonds.

angular behavior because one
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Fig.7.24. Carbon K edge NEXAFS spectra for (a) cyclohexane and (b) cyclohep-

tatriene on Pt{111} [7.40]. Peak A is assigned to a m resonance, peak B and
C to o resonances

This conclusion differs from that of a vibrational study of ethylene where a
di-o bonding configuration was indicated. Electronic structure calculations
reconcile these two views by indicating that the empty =* orbital belongs
largely to the metal and not the C-C bond. Thus care has to be taken in the
interpretation of the «* feature of NEXAFS when the = orbital is involved in
bonding to the substrate. Both NEXAFS and vibrational studies agree than sub-
stantial stretching of the C-C bond of ethylene occurs upon chemisorption.

Not all hydrocarbons undergo such strong perturbations upon adsorption on
platinum. For example, cyclohexane (CGDIZ) and cycloheptatriene (C7H8) have
C-C bond lengths similar to the gas phase [7.40]. Figure 7.24 shows the normal
X-ray incidence NEXAFS for multilayers (90 K) and monolayers (170 and 230 K)
of these molecules. The spectra of the saturated hydrocarbon, 06012, showed
only a o* resonance (labeled B). This peak nearly vanished under grazing in-
cidence of the monolayer spectrum (not shown) which implies that the C-C
bonds were principally parallel to the surface, to the excellent allowed for this
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nonplanar molecule. The 06012 ring itself is thus flat on the surface. The
spectrum of C7H8 showed both a =* resonance (labeled A) and two o* resonances
(Tabeled B and C) The angular dependence of the NEXAFS spectra of this mole-
cule also indicated that the ring was parallel to the surface. In this case,
there were two o* peaks due to the single (peak B) and double (peak C) C-C
bonds. The lengths of these were estimated to be 1.50+0.03 and 1.37 +0.04 R
which are similar to the gas-phase values of 1.356, 1.446, and 1.505 R. The o*
peak for the intermediate length C-C bond was not resolved in the surface
spectra. In the case of 06012’ a surface C-C bond length of 1.51+0.03 K was
estimated versus 1.535 R in the gas phase.

The technique of NEXAFS has also been applied to determining the orienta-
tion of other hydrocarbons on Pt{111} including ethylidyne (C2H3) [7.41],
benzene (CgHg) [7.42,43], toluene (C,Hg) [7.42,43], and pyridine (CgHgN)
[7.42,43].

7.3.3 Sulfur-Containing Hydrocarbons on Pt{111}

The adsorption of sulfur-containing hydrocarbons on platinum has been studied
on single-crystal surfaces as a model system for the industrially important
hydrodesulfurization reaction for removing sulfur from fossil fuels. A combi-
nation of TPRS, EELS, and NEXAFS techniques have been applied to the under-
standing of these systems [7.43,44].

The orientation of molecular thiophene (C4H4S) varies as a function of
coverage [7.43]. The NEXAFS carbon K edge spectra are shown in Fig.7.25 at
two temperatures, 150 and 180 K. Four features are apparent in these spectra,
* resonance (peak A), and o* resonances correspond-
ing to the C-S (peak B), C-C (peak C), and C=C (peak D) bonds. These assign-
ments were deduced from considerations of intensity and energies of the orbi-

which were assigned to a =

tals involved. The angular dependence of the low-temperature spectra indicates
that the ring of the thiophene was tilted from the surface normal. Upon an-
nealing to 180 K, however, the =* feature (peak A) nearly vanished under normal
X-ray incidence indicating that the ring was now flat. This change in orien-
tation was accompanied by a reduction in coverage.

Dissociation of the thiophene occurs near 290 K to produce atomic sulfur
and a metallocycle where platinum is possibly inserted into the ring of the
hydrocarbon residue. The removal of the sulfur atom from the thiophene ring
was deduced from Fig.7.26a which shows the sulfur L2’3 edge. These spectra

showed two principal features due to overlapped 7* and o* resonances associ-
ated with sulfur in the intact thiophene molecule (peak X) and a peak associ-

ated with atomic sulfur (peak Y). As the temperature was raised the thiophene
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dissociated to form molecular sulfur beginning near 290 K and completing by
490 K. Investigations by XPS and EELS supported this mechanism. The carbon
residue was also examined by NEXAFS (Fig.7.26b) and numerous peaks were ob-
served despite the dissociation of the thiophene. This indicated that many of
the carbon-carbon bonds remained intact. The breaking of the C-S bond was
apparent in the carbon edge by the attenuation of the o* resonance (peak B).
The Oc-c resonance (peak D) was also attenuated due to a change in the orien-
tation of the ring. At the same time a new n* features appeared (peak A) upon
heating. This was interpretted as due to formation of a metallocycle ring with
the plane slightly inclined from the surface normal. Vibrational spectroscopy
also supported the presence of a ringlike structure [7.43].

The adsorption of methanethiol (CH3SH) has also been studied on Pt{111}
[7.44], and several similarities observed between the decomposition of this
molecule and the behavior of its oxygen analogue, methanol.

Methanethiol first dissociates to form a thiomethoxy species in a reaction
which is similar to the dissociation of methanol to form a methoxy

CH3SD(9) > CH3S(a) + D(a) . (7.7)
The NEXAFS carbon K edge spectra of the CH3S intermediate is shoewn in Fig.
7.27a. A single o* resonance was observed (labeled B). From the angular de-
pendence of this peak a tilt of 45+ 10° from the surface normal was estimated.
Upon annealing to 380 K further dehydrogenation occurred to form a stable
CHZS intermediate

CH3S(a) > Cst(a) + H(a) . (7.8)
At the same time, a new peak appeared in the NEXAFS spectra (labeled A) which
was ascribed to the =* resonance of the newly formed C=S bond. The angular
dependence of this peak indicates a slight tilt of 20° from the horizontal of
the C -S bond. The identity and orientation of these intermediates was also
examined with TPRS and EELS which supported these assignments [7.44].

The behavior of methanethiol resembles the decomposition of methanol on
copper (7.5,6) in that the sulfur analogues of methoxy and formaldehyde
were formed. One difference between these systems was that the thioformalde-
hyde was stable on platinum, whereas the formaldehyde immediately desorbed
from copper as it was formed.
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Fig.7.27. Carbon K edge NEXAFS spectra for methanethiol adsorbed on Pt{111}
[7.44]. The spectra in (a) are of the thiomethoxy intermediate showing only
a o* resonance (peak A). The spectra in (b) are of the thioformaldehyde
intermediate with m* (peak A) and o* (peak B) resonances

7.4 Conclusions and Outlook

The technique of X-ray absorption spectroscopy has provided insight into the
structure and forces acting upon molecular adsorbates and surface reaction in-
termediates. In the case of SEXAFS, the ability to determine chemisorption
bond Tengths and binding sites has revealed that the choice of binding sites
for polyatomic adsorbates can depend greatly upon the surface crystallography.
Continued examination of systems such as formate on copper will enable a more
complete understanding of the electronic, steric and geometric factors which
determine chemisorption geometries. In the case of NEXAFS, this is a simple
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technique for determining the orientation, order, and length of bonds between
low-atomic-number atoms within an adsorbate. Thus, NEXAFS provides a simple
independent test of the conclusions regarding orientation and bond order which
are usually derived from vibrational studies. In its capacity to quantify the
orientation of an adsorbate and the length of bonds between low-atomic-number
atoms, NEXAFS exceeds vibrational studies.

Several improvements in these techniques are anticipated which will enhance
their usefulness. In the case of SEXAFS, a current limitation is the Tow in-
tensity of the signal which restricts the studies to fairly high-coverage
species, approximately half of a monolayer. As the photon yields of synchrot-
ron radiation sources are increased by the addition of wigglers and undulators,
extension to lower coverage regimes is expected. Furthermore, an even more
complete geometric description will then be available from measurements of
second- and third-nearest-neighbor distances. In the case of NEXAFS, an improved
theoretical foundation will provide a clearer understanding of the NEXAFS phe-
nomena. For example, usually the NEXAFS features are not influenced greatly
by the substrate bonding. In the case of ethylene on Pt{111} [7.41], however,

a =¥ resonance was observed whose presence seems to contradict the C-C single-
bond Tength and vibrational frequency. For this system, the substrate bonding
appears to be the source of this 7* peak. Further understanding is needed in
order to know in which cases such features will be observed. A better theore-
tical understanding may also lead to better accuracy in bond length determina-
tion. Finally, both techniques will be advanced by the anticipated addition of
new synchrotron facilities which will alleviate somewhat the current Timited
availability of this resource.
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8. Effects of Surface Impurities in Chemisorption
and Catalysis

D.W. Goodman

Surface Science Division, Sandia National Laboratories,
Albuquerque, NM 87185, USA

It has long been recognized that the addition of impurities to metal cata-
lysts can produce large effects on the activity, selectivity, and resistance
to poisoning of the pure metal [8.1]. For example, the catalytic properties
of metals can be altered greatly by the addition of a second transition or
Group 1B metal or by the addition of impurities such as potassium or sulfur.
On the other hand, catalytic processing is often plagued by loss of activ-
ity and/or selectivity due to the inadvertent contamination of catalysts by
undesirable impurities. In either case, the catalytic properties are dramat-
ically altered by the modification of the chemistry by the impurity. Although
these effects are well recognized in the catalytic industry, the mechanisms
responsible for surface chemical changes induced by surface additives are
poorly understood. However, the current interest and activity in this area
of research promises a better understanding of the fundamentals by which
impurities alter surface chemistry. A pivotal question concerns the under-
lying relative importance of ensemble (steric or local) versus electronic
(nonlocal or extended) effects. A general answer to this question will criti-
cally influence the degree to which we will ultimately be able to tailcr-make
exceptionally efficient catalysts by fine-tuning the electronic structure.
If, indeed, low concentrations of surface impurities can profoundly alter
the surface electronic structure and thus catalytic activity, then the pos-
sibilities for the systematic manipulation of these properties via the se-
lection of the appropriate additive would appear limitless. On the other hand
if steric effects dominate the mode by which surface additives alter the
catalytic chemistry, then a different set of considerations for catalyst
alteration come into play, a set which will most certainly be more constrain-
ing than the former. In the final analysis, a complete understanding will
include components of both electronic and ensemble effects, the relative
importance of each to be assessed for a given reaction and conditions. A
major emphasis of our research has been in the area of addressing and par-
titioning the importance of these two effects in the influence of surface
additives in catalysis.
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Catalyst deactivation and promotion are extremely difficult questions to
address experimentally [8.1]. For example, the interpretation of related data
on dispersed catalysts is severely limited by the uncertainty concerning the
structural characterization of the active surface. Specific surface areas
cannot always be determined with adequate precision. In addition, the know-
ledge of the crystallographic orientation, the concentration and the distri-
bution of impurity atoms, as well as their electronic states is generally
poor. The degree of contamination may vary considerably along the catalytic
bed and the impurity may alter the support as well as the metal. Moreover,
the active surface may be altered in an uncontrolled manner as a result of
sintering or faceting during the reaction itself.

The use of metal single crystals in catalytic reaction studies essenti-
ally eliminates the difficulties mentioned above and allows, to a large ex-
tent, the utilization of a homogeneous surface amenable to study using modern
surface analytical techniques. These techniques allow detailed surface
characterization regarding surface structure and composition. Carefully
prepared, single-crystal catalytic surfaces are particularly suited to the
study of impurity effects on catalytic behavior because of the ease with
which impurity atoms can be uniformly introduced to the surface. To date,
relatively few studies [8.2-6] have incorporated both surface-science tech-
niques with kinetics at elevated pressures (~1 atm). Kinetics, however, are
an essential link between these kind of model catalytic studies and the more
relevant practical catalytic systems, establishing the crucial connection
between the reaction rate parameters. Although the studies to date are few,
the results appear quite promising in addressing the fundamental aspects of
catalytic poisoning and promotion.

8.1 Experimental Details

The studies to be discussed were carried out utilizing the specialized appa-
ratus shown in Fig.8.1 and discussed in detail in [8.2,7]. This device con-
sists of two distinct regions, a surface analysis chamber and a microcata-
lytic reactor. The surface analysis system, with a base pressure of

<2x 10'10 Torr, is equipped with two collimated molecular beam dosers
which face the front surface of the single crystal disk. The crystal, which
can be cooled to 80 K, can be rotated to either doser for adsorption of
gases. Temperature programmed desorption (TPD) can be carried out with the
crystal in front of a UTI 100C multiplexing quadrupole mass spectrometer
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SINGLE CRYSTAL

MICROREACTOR SURFACE ANALYSIS CHAMBER
(HIGH VACUUM-HIGH PRESSURE) (HIGH VACUUM)

Fig.8.1. An ultra-high-vacuum apparatus for carrying out therma1.programmed
desorption at ultra-high vacuum and kinetic studies at atmospheric pressures
on metal single crystals

(QMS) using a linear ramp of 10 K/s. The mass spectrometer samples 4 mass
peaks every 0.7 s with a sampling time of 0.1 s/amu.

The custom-built reactor, contiguous to the surface analysis chamber,
employs a retraction bellows that supports the metal crystal and allows
translation of the catalyst in vacuo from the reactor to the surface analy-
sis region. Both regions are of ultra-high-vacuum construction, bakeable,
and capable of ultimate pressures of less than 10'10 Torr. The catalyst
samples are typically mounted on tungsten leads and heated resistively. The
reactor is operated in a batch mode with sampling subsequent to reaction
into an on-line gas chromatograph. Analysis is via a flame ionization detec-
tor.

Details of sample cleaning procedures are given in the references accom-
panying the corresponding data. A1l reactants were initially of high purity
and further purification procedures are generally used to improve the gas
quality. These typically include multiple distillations for condensables
and/or cryogenic scrubbing using a low-conductance glass-wool-packed trap
at 80 K.

The sulfur coverages S(ads) were deposited by dosing HZS at ~ 600 K until
the desired level of S(ads) was obtained [8.8,9]. Coverages of S(ads) were
calibrated as described previously [8.8-10]. Coverages of Cl(ads), P(ads),
C(ads), and N(ads) were deposited from C12, PH;, ethylene, and hydrazine,
respectively [8.8,9,11,12].

Copper [8.13] and silver [8.14] were evaporated from a resistively heated
tungsten wire wrapped with high-purity wire. The metal sources were thorough-
1y outgassed prior to metal evaporation, and the deposition rates were accu-
rately controlled by monitoring the voltage drop across the tungsten fila-
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ment. The metal flux from the evaporator was also checked routinely via a
quartz microbalance mounted off-axis to the sample.

8.2 Discussion
8.2.1 Electronegative Impurities

Impurities whose electronegativities are greater than those for transition
metals generally poison a variety of catalytic reactions, particularly those
involving H2 and CO. Of these poisons, sulfur is the best known and techno-
logically the most important [8.1]. The first step in the systematic defini-
tion of the poisoning mechanism of this category of impurities is the study
of the influence of these impurities on the adsorption and desorption of the
reactants.

a) Chemisorption

The effect of preadsorbed electronegative atoms C1, S, and P on the adsorp-
tion-desorption of CO and H, on Ni{100} has been extensively studied [8.8,9,
11,12,15-18] using TPD, low-energy electron diffraction (LEED), and Auger
electron spectroscopy (AES). It has been found that the presence of electro-
negative atoms causes a reduction of the sticking coefficient, the adsorption
bond strength, and the adsorption capacity of the Ni{100} surface for CO and
Hy. The poisoning effect becomes more prominent with increasing electronega-
tivity of the preadsorbed atoms [8.9].

Adsorption of C1, S, and P on nickel causes a reduction in both hydrogen
and CO adsorption and a shift of the TPD peak maxima to a Tower temperature
[8.9]. The effect of preadsorbed C1, S, and P on the CO TPD behavior is shown
in Fig.8.2 and on the H2 TPD in Fig.8.3. Coverages of impurities are expressed
in terms of monolayers (ML) or the ratio of surface impurity atoms to the
surface metal atoms. The TPD desorption curves represent the total adsorbate
desorption for different impurity coverages after an exposure sufficient to
reach the saturation adsorbate coverage. Both CO and H2 adsorption decrease
markedly in the presence of surface imourities. The effects of P, however,
are much less pronounced than for C1 or S.

Figure 8.4 shows the observed dependence of the total CO adsorption on
impurity coverage. Similarly, C1, S, and P cause a reduction of hydrogen ad-
sorption and a shift of the TPD peak maxima to a lower temperature [8.9]. At
higher impurity levels a lower temperature state for H2 emerges. The extent
of this effect increases in the sequence P, S, C1. As seen in Fig.8.5, the
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reduction of H2 coverage is most apparent in the presence of Cl1 atoms. The
similarity in the atomic radii of C1, S, and P (0.99, 1.04, and 1.10 R, re-
spectively [8.19]) suggests a relationship between electronegativity and the
poisoning of chemisorptive properties by these surface impurities. Related
studies [8.11] have been carried out in the presence of C and N. These im-
purities have the same electronegativities as S and C1, 2.5 and 3.0, respec-
tively. The comparison between the results for C and N and those for S and Cl
is entirely consistent with the interpretation that electronegativity effects
dominate the poisoning of chemisorption by surface impurities with similar
atomic size, and which occupy the same adsorption sites. In the case of ad-
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N, and S, modify the chemisorptive behavior far more strongly than would re-
sult from a simple site-blocking model. The initial effects of these impuri-
ties as shown in Figs.8.4 and 5 suggest that a single impurity atom success-
fully poisons as many as ten nickel atoms. This result supports an interaction
that is primarily electronic in nature.

b) Catalytie Activity

Kinetic studies have been carried out for several reactions as a function of
sulfur coverage over single crystals of nickel [8.8,20], rhodium [8.14], and
ruthenium [8.21]. For the methanation reaction over Ni{100} [8.8], the sul-
fided surface (Fig.8.6a) shows behavior remarkably similar to results for
the clean surface at a considerably reduced hydrogen partial pressure. For
clean Ni{100} [8.2] a departure from Arrhenius linearity is observed at

700 K. Associated with the onset of this nonlinearity or "rollover" is a
rise in the surface carbon level. This rise in carbon level continues until
the carbon level reaches 0.5 ML, i.e., the saturation level. This behavior
of the Arrhenius plot has been interpreted [8.2] as reflecting the departure
of atomically adsorbed hydrogen from a saturation or critical coverage. For
a sulfur surface coverage of 4%, the reaction rate at identical conditions
departs similarly from linearity at 600 K, some 100 K Tower in reaction
temperature. Here too, an increase in surface carbon level is associated
with this deviation from linearity. This behavior indicates that the sulfur,
is very effective in reducing the steady-state surface atomic hydrogen cov-
erage which results in an attenuation of the rate of surface carbon hydro-
genation. These results are consistent with the chemisorption results [8.9]
discussed above for H2 on sulfur-poisoned Ni{100} surface. Similar results
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Fig.8.6a,b. An Arrhenius plot of the rate of methanation over sulfided ,(a)
Ni{100} and (b) Ru{0001} catalysts at 120 Torr and a H/,CO ratio of 4. Cover
ages (6g) are expressed as fractions of a monolayer. NgcHy is the turnover
frequency (TF) or the number of methane molecules produced per surface nick-
el atom per second

(Fig.8.6b) have been seen [8.21] for sulfur poisoning of a Ru{0001} surface
toward CO hydrogenation.

Both the kinetics and the TPD studies show that the poisoning effects of
sulfur are very nonlinear. Figure 8.7a shows the relationship between the
sulfur coverage on a Ni{100} catalyst and the methanation rate catalyzed by
this surface at 600 K. A precipitous drop in the catalytic activity is ob-
served for Tow sulfur coverages. The poisoning effect quickly maximizes with
Tittle reduction in the reaction rate at sulfur coverages exceeding 0.2 mono-
layers. The activity attenuation at the higher sulfur coverages is in excel-
lent agreement with that found for supported N1'/A1203 by Rostrup-Nielsen
and Pedersen [8.22]. The initial change in the poisoning in Fig.8.7a suggests
that more than ten nickel atom sites are deactivated by one sulfur atom.

Similar behavior has been observed for sulfur-poisoned Ru{0001} [8.21]
and Rh{111} [8.14] catalysts. Results for these studied are shown in Figs.
8.7b,c. A result common to these studies is that sulfur effectively poisons
catalytic activity at coverages less than 10% of the surface metal concen-
tration.
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e) Catalytic Selectivity

For methanation, sulfur is seen to significantly attenuate the surface activ-
ity. In those cases where multiple products are possible, dramatic modifica-
tions in the distributions of these products have been observed [8.20].
Figure 8.8 shows the effect that progressive sulfiding of a Ni{11l} catalyst
has on the cyclopropane/hydrogen reaction. A small amount of sulfur

(< 0.1 ML) exponentially lowers the rate of methane formation, the dominant
product formed on the clean surface. Similarly, the rate of ethane formation
falls in concert with the methane suagesting, as is expected, a close corre-
lation between these hydrogenolysis products. In contrast to the methane

and ethane products, the production of propane/propylene (C3) product actually
increases with the sulfur addition. Qualitatively, the increase in the C3
product corresponds to the decrease in the methane rate. These results show
rather directly that the initial sulfiding promotes the ring-opening reaction
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Fig.8.8. Product distribution
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by reducing the tendency of the surface to break more than one carbon-carbon
bond.

In contrast to the clean Ni{111} surface where no ethylene was observed
as a reaction product, significant amounts of ethylene are found [8.20] for
the sulfided surface. In addition to reducing the tendency of the surface to
break carbon-carbon bonds, sulfur also lowers the hydrogenation activity.
This tendency has been confirmed by measuring directly the attenuation of
the hydrogenative character of Ni{111} versus sulfur coverage by monitoring
the ethylene/hydrogenative reaction [8.23].

The effect of sulfiding a Ni{111} catalyst for the cyclopropane reaction
is threefold: (a) A reduction in the carbon-carbon bond-breaking activitys;
(b) an increase in the relative propane/propylene product yield; and (c) the
appearance of significant amounts of olefin (ethylene) product. The cumula-
tive result of these changes is a dramatic alteration of the measured selec-
tivity of the modified surface compared with the clean surface.

Results which correspond directly to the steady-state kinetics mentioned
above have been found in TPD experiments following the adsorption of cyclo-
propane onto a clean and sulfided Ni{111} surface [8.23]. Figure 8.9, curve a,
shows a H2 TPD following the adsorption of a saturation exposure of cyclo-
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Fig.8.9. Hydrogen TPD following the adsorption of a saturation exposure of
cyclopropane onto (a) a clean and (b) a 0.05 ML sulfided Ni{111} surface

propane onto a clean Ni{111} surface. The small peak at 130 K corresponds to
H2 formed in the QMS during the cracking of the parent cyclopropane, indi-
cating molecular physisorption of cyclopropane. The H2 desorption at the
higher temperatures corresponds to the recombination of atomic hydrogen
formed from the decomposition of cyclopropane, or hydrocarbon fragments
thereof, to carbon and adsorbed atomic hydrogen. The area under this peak
relative to the area measured following a saturation H2 exposure on the clean
Ni{111} surface allows the assessment of the absolute coverage of cyclopro-
pane adsorbed. [8.23]. This coverage corresponds to a closed-packed arrange-
ment of cyclopropane molecules lying flat on the surface. Thus, on the clean
surface all the adsorbed cyclopropane undergoes decomposition to carbon
(carbidic) and hydrogen (atomic).

The addition of small amounts of sulfur effects significantly the adsorp-
tion and dehydrogenation of cyclopropane as measured by TPD. Figure 8.9, curve
b, shows a repeat of the experiment on the clean surface, however, with the
addition of 5% of a monolayer of sulfur. This small addition of sulfur is
seen to reduce the activity of the surface toward breaking carbon-carbon
bonds such that only 20% of the subsequently adsorbed cyclopropane decomposes
to carbon and hydrogen. The remaining cyclopropane either desorbs molecularly
or rearranges to propylene [8.23].

A series of TPD measurements following cyclopropane adsorption with suc-
cessively larger sulfur coverages [8.23] allows the quantitative assessment
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of the change in the ability of the surface to break carbon-carbon and/or
carbon/hydrogen bonds with sulfur coverage. This relationship is shown in
Fig.8.10. It is noteworthy that the precipitous drop in the carbon-carbon
bond breaking ability with sulfur coverage is strikingly similar to the fall
in the methane formation rate with sulfur coverage in the steady-state reac-
tion rate measurements of Fig.8.8.

At first glance, one might interpret these results as the simple poisoning
of minority or defect sites on the surface and that these sites are crucial
to the TPD decomposition and the reactivity at steady-state reaction condi-
tions. However, this is a very unlikely explanation given that numerous
studies [8.2,4,10,24-27] have shown a close corresponding between the steady-
state rates measured for single-crystal catalysts and those rates found for
supported, small-particle catalysts. That the defect densities on these two
very different materials would be precisely the same is highly unlikely. It
is much more likely that these reactions are not defect controlled and that
the surface atoms of the single crystals are uniformly active.

There are two other possible explanations for this result: (1) an elec-
tronic or ligand effect as discussed at the beginning of this chapter or
(2) an ensemble effect (the requirement that a certain collection of surface
atoms are necessary for the reaction to occur). Experimentally, these two
possibilities can be distinguished [8.4,12]. If an ensemble of more than ten
nickel atoms is required for methanation, then altering the electronic char-
acter of the impurity should produce little change in the degree to which
the impurity poisons the catalytic activity. That is, the impurity serves
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merely to block a single site in the reaction ensemble, nothing more. On
the other hand, if electronic effects play a significant role in the poison-
ing mechanism, then the reaction rate should respond to a change in the elec-
tronic character of the impurity. Substituting phosphorus for sulfur (both
atoms are approximately the same size) in a similar set of experiments re-
sults in a marked change in the magnitude of poisoning at low coverages as
shown in Fig.8.11. Phosphorus, because of its less-electronegative character,
effectively poisons only the four nearest-neighbor metal atoms sites.
Effective poisoning of catalytic activity at sulfur coverages of less than
0.1 ML has been observed for other reactions, including ethane and cyclopro-
pane hydrogenolysis [8.20], ethylene hydrogenation [8.231, and CO2 methanation
[8.27]. The results of several studies on nickel are summarized in Fig.8.12.
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These studies indicate that the sensitivity of the above reactions to sulfur
poisoning are generally less than that for poisoning by sulfur of CO methan-
ation. The rate attenuation is, nevertheless, strongly nonlinear at the lower
sulfur levels. A direct consequence of the differing molecular sizes of the
reactants (CO, ethylene, ethane, cyclopropane) involved in the reactions in-
vestigated is that electronic effects, rather than ensemble requirements,
dominate the catalytic poisoning mechanism for these experimental conditions.

Recent studies [8.28] using high-resolution electron energy loss and photo-
electron spectroscopy to investigate the effect of sulfur on the CO/Ni{100}
system are consistent with an extended effect by the impurity on the adsorp-
tion and bonding of CO. Sulfur levels of a few percent of the surface nickel
atom concentration were found sufficient to significantly alter the surface
electronic structure as well as the CO bond strength.

8.2.2 Electroneutral Impurities

Interest in bimetallic catalysts has risen steadily over the years because
of the commercial success of these systems. This success results from an en-
hanced ability to control the catalytic activity and selctivity by tailoring
the catalysts' composition [8.29-40]. A key question in these investigations,
as with other impurities, has been the relative roles of ensemble and elec-
tronic effects in defining the catalytic behavior [8.41-44]. In gathering
information to address this question, it has been advantageous to simplify
the problem by utilizing models of a bimetallic catalyst such as the deposi-
tion of metals on single-crystal substrates in the clean environment familiar
to surface science. Many such model systems have been studied but a partic-
ularly appealing combination is that of copper on ruthinium. Copper is in-
miscible in ruthinium which facilitates coverage determinations by TPD [8.13]
and circumvents the complication of determining the three-dimensional compo-
sition.

a) Copper Overlayer Structure

The adsorption and growth of copper films on the Ru{0001} surface have been
studied [8.13,45-56] by work function measurements, LEED, AES, and TPD. The
results from recent studies [8.53-56] indicate that for submonolayer deposi-
tions at 100 K the copper grows in a highly dispersed mode, subsequently
forming two-dimensional islands pseudomorphic to the Ru{0001} substrate upon
annealing to 300 K. Pseudomorphic growth of the copper indicates that the
Cu-Cu bond distances are strained approximately 5% beyond the equilibrium
bond distances found for bulk copper. This behavior is seen to continue to
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the 1 ML level. Additional copper deposition to 2 ML shows a similar two-
dimensional island growth but with an epitaxial, or relaxed, Cu{l1l1l} struc-
ture. Subsequent annealing to 900 K, in both these cases enhances the two-
dimensional islanding of the films but does not affect the overall structure.
Results from AES and LEED [8.56] show that a 900 K anneal of copper films

in excess of 2 ML leads to three-dimensional Cu{111} island formation expo-
sing areas of the surface covered by the original copper bilayer - one
pseudomorphic and one epitaxial.

b) Chemisorption

Recent work [8.13,54] has shown that a subtle modification of the preparation
techniques of the Cu film on the Ru{0001} substrate can lead to significant
changes in the system's chemisorptive properties. For example, in early
studies the attenuation of hydrogen chemisorption by copper on Ru{0001} was
observed to be quite precipitous by Shimizu et al. [8.46] following copper
deposition at 1080 K. More recent work [8.13,54] has shown that preparation
of the Cu overlayer at 100 K, with or without an anneal to 1080 K, leads to
simple site blocking of H, chemisorption, that is, poisoning of the hydrogen
dissociation on a one-to-one (copper-to-ruthenium) basis. These results to-
gether suggest that the degree of the two-dimensional character could differ
substantially in the Cu overlayer resulting from these two preparation tech-
niques. In our studies [8.13,54,56] the presence of a distinct "monolayer"
and a "multilayer" feature in the copper TPD provides a convenient and defin-
itive method for measuring absolute copper coverage [8.13,54].

A comparison of CO desorption from Ru [8.56], from multilayer Cu (~ 10 ML)
on Ru and 1 ML Cu on Ru is shown in Fig.8.13. The TPD features of the 1 ML Cu

CO THERMAL DESORPTION
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CO-1ML Cu/Ru

APco

Fig.8.13. Results of TPD for
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(peaks at 160 and 210 K) on Ru are at temperatures intermediate between Ru
and bulk Cu. This suggests that the monolayer Cu is electronically perturbed
and that this perturbation manifests itself in the bonding of CO. An in-
crease in the desorption temperature relative to bulk Cu indicates a stabi-
lization of the CO on the monolayer Cu suggesting a coupling of the CO
through the Cu to the Ru. The magnitude of the CO stabilization implies that
the electronic modification of the Cu by the Ru is significant and should be
observable with a band-structure probe. Recent angularly resolved photo-
emission studies [8.57] indeed show a unique interface state which is prob-
ably related to the altered CO bonding on Cu films intimate to Ru.

Figure 8.14 shows the results [8.56] of CO chemisorption on the Cu/
Ru{0001} system as a function of the Cu coverage. Copper deposition was at
100 K, followed by an anneal to 900 K. This preparation, as discussed above,
is expected to produce significant two-dimensional copper island formation.
In each case the exposure (approximately 10 L or 10'5 Torr-s) corresponds
to a saturation coverage of CO. Most apparent in Fig.8.14 is a monotonic de-
crease upon addition of Cu of the CO structure identified with Ru (peaks at
400 and 480 K) and an increase of the CO structure corresponding to Cu (peaks
at 200 and 275 K). The buildup of a third feature at 300 K (indicated by
the dashed 1ine) is assigned to CO desorbing from the edges of copper islands.
Integration of the 200, 275, and 300 K peaks provides information regarding
island sizes, that is, perimeter to island area ratios, at various copper

APc o

Fig.8.14. Results of TPD corresponding
0.0 to CO adsorbed to saturation levels on
the clean Ru{0001} surface, and from
this same surface with various cover-
ages of Cu

L L L - !
100 200 300 400 500 600
TEMPERATURE K|
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coverages. For example, at Ocy = 0.66 we estimate the average island diameter
to be approximately 50 R. This island size is consistent with an estimate of
the two-dimensional island size corresponding to this coverage of 40-60 R
derived from the width of the LEED beam profiles [8.56].

These results demonstrate that significant structural perturbations of
Cu occur at the Cu/Ru interface and that these changes lead to large effects
on the chemistry of the altered copper. Such chemical effects are certain to
play a role in the enhanced catalytic properties of Cu/Ru bimetallic cata-
lysts.

e) Catalytic Activity

Model studies of the Cu/Ru{0001} catalyst have been carried out [8.21] for
methanation and hydrogenolysis reactions and are shown in Fig.8.15. These
data suggest that copper merely serves as an inactive diluent, blocking sites
on one-to-one basis. A similar result has been found in an analogous study
[8.14] dintroducing silver onto a Rh{111} methanation catalyst.

Sinfelt et al. [8.58] have shown that copper in a Cu/Ru catalyst is con-
fined to the surface of ruthenium. Results from the model catalysts discussed
here then should be relevant to those on the corresponding supported, bi-
metallic catalysts. Several such studies have been carried out investigating
the addition of copper or other Group 1B metals on the rates of CO hydroge-
nation [8.41,59,60] and ethane hydrogenolysis [8.60-62] catalyzed by ruthe-
nium. In general, these studies show a marked falloff in activity with addi-
tion of the Group 1B metal suggesting a more profound effect of the Group 1B
metal on ruthenium than implied from the model studies. A critical parameter
in the supported studies is the measurement of the active ruthenium surface
using hydrogen chemisorption techniques. Haller and co-workers [8.61,62] have
recently suggested that hydrogen spillover during chemiserption may occur
from ruthenium to copper complicating the assessment of surface Ru atoms.
Recent studies in our laboratory [8.55] have shown directly that spillover
from ruthenium to copper can take place and must be considered in the hydro-
gen chemisorption measurements. Hydrogen spillover would lead to a signifi-
cant overestimation of the number of active ruthenium metal sites and thus
to significant error in calculating ruthenium specific activity. If this is
indeed the case, the results obtained on the supported catalysts, corrected
for the overestimation of surface ruthenium, could become more comparable
with the model data reported here.

Finally, the activation energies observed on supported catalysts in vari-
ous laboratories are generally unchanged by the addition of a Group 1B metal
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Fig.8.15a,b. Relative rate of (a) CO hydrogenation and (b) ethane hydrogeno-
lysis as a function of Cu coverage on a Ru{0001} catalyst. Reaction tempera-
ture is (a) 575 K and (b) 550 K

[8.61-63], in agreement with the model studies. A crucial test of the rele-
vance of medeling bimetallic catalysts using single crystals will be the
ability of the model systems to alter the selectivity of the catalyst to-
wards dehydrogenation reactions as is generally observed on supported systems
[8.64]. These experiments are currently underway in our laboratory.
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In general, we find that electroneutral impurities, in contrast to elec-
tronegative impurities such as sulfur, tend to act as blocking agents for
adsorption and reaction. This is 1ikely a result of minimal perturbing ef-
fects on the substrate by the overlayer due to the similarities in electro-
negativities. Quite clearly, at monolayer and near-monolayer coverages, over-
layer metals are perturbed by the substrate and exhibit special chemical
properties that are unlike those of the bulk metal. The latter effects are
likely to be major contributors to the special properties of multimetallic
catalysts.

8.2.3 Electropositive Impurities

A direct consequence of interpreting the poisoning effects of electronega-
tive impurities in terms of electronic surface modification is that additives
with electronegativities less than that of the metal should promote a dif-
ferent chemistry reflecting the donor nature of the additive. For example,
alkali atoms on a transition metal surface are known to exist in a partially
jonic state, donating a large fraction of their valence electron to the metal,
resulting in a work function decrease. This additional electron density on
the transition metal surface atoms is thought to be a major factor in alkali
atoms altering the chemisorptive bonding of molecules such as N2 [8.65] or

CO [8.66]1, and in promoting the catalytic activity in ammonia synthesis
[8.67]. These results are consistent with the general picture that electron
receptors tend to inhibit CO hydrogenation reactions whereas electron donors
typically produce desirable catalytic effects, including increased activity
and selectivity. Recent chemisorption and kinetic studies have examined quan-
titatively the relationship between the electron donor properties of the im-
purity and its effect on the catalytic behavior.

a) Chemisorption

The addition of alkali metal atoms to Ni{100} results in the appearance of
more tightly bound states in the CO TPD spectra and to an increase in the de-
gree of CO dissociation [8.66]. The dissociation probability increases in the
sequence Na, K, Cs, indicating a correspondence between the donor properties
of the impurity and its ability to facilitate CO dissociation. On iron [8.68],
CO absorbs with a higher binding energy on the potassium-promoted Fe{110}
surface than on the corresponding clean surface. The CO coverage increases

and the sticking coefficient decreases with increasing potassium coverage.

The probability for CO dissociation increases in the presence of potassium
[8.68]. Analogously, NO is more strongly adsorbed and dissociated to a greater
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extent on sodium-covered Ag{111} than on clean Ag{111} [8.69]. The addition
of potassium to iron increases the dissociative adsorption of NZ’ isoelec-
tronic with CO, by a factor of 300 over that for the clean surface [8.70].
Recent studies of CO adsorption on potassium-promoted Pt{111} [8.71-73] and
Ni{100} [8.74] are consistent with this general picture of donor-enhanced
metal-CO bonding. For H, chemisorption, Ertl et al. [8.75], using TPD tech-
niques, have observed an increase in the adsorption energy of hydrogen on
iron. They suggest that the empty state above the Fermi level created by the
pronounced electron transfer from potassium to the d-band of iron may possi-
bly be involved via interaction with the H 1s level.

b) Carbon Monoxide Dissociation Kinetics

Adsorbed potassium causes a marked increase in the rate of CO dissociation

on a Ni{100} catalyst [8.76]. The increase of the initial formation rate of
"active" carbon or carbidic carbon via CO disproportionation [2 CO + C(ads)

+ C02] is illustrated in Fig.8.16. The relative rates of CO dissociation were
determined for the clean and potassium-covered surfaces by observing the
growth in the carbon Auger signal with time in a CO reaction mixture, start-
ing from a carbon-free surface. The rates shown in Fig.8.16 are the observed
rates of carbon formation extrapolated to zero carbon coverage. The carbide
buildup kinetics at various temperatures for the clean surface [8.77] and for
a potassium coverage of 10% of a monolayer are compared in Fig.8.17 [8.76].
Of particular significance in these studies is the reduction of the activation

1€

RELATIVE RATE OF ACTIVE CARBON FORMATION

1 | L 1 L
o 0.02 0.04 0.06 0.08 0.10

POTASSIUM COVERAGE (ML)
Fig.8.16. The relative initial rate of reactive carbon formation from CO

disproportionation as a function of potassium coverage. Pcg=24 Torr,
T=500 K
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energy of reactive carbon formation from 23 kcal/mole for the clean Ni{100}
surface to 10 kcal/mole for a 10% potassium-covered surface [8.76].

e) Methanation Kinetics

Kinetic measurements [8.76] over a Ni{100} catalyst containing well-controlled
submonolayer quantities of potassium show a decrease in the steady-state me-
thanation rate under a variety of reaction conditions. These results are sum-
marized in Fig.8.18. The presence of potassium did not alter the apparent
activation energy associated with the kinetics of Fig.8.19; however, the po-

Fig.8.18. Relative rate of

methanation reaction as a

function of potassium cover-

0 Qbs 0.10 0.15 0.20 age at various reaction con-
POTASSIUM COVERAGE (ML) ditions
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Fig.8.19. A comparison of the rate of methane synthesis over a clean single-
crystal Ni{100} catalyst to the corresponding rate over a potassium-doped
catalyst. Total reactant pressure is 120 Torr, Hp/CO =4

Fig.8.20. A comparison of the product distributions (weight percentage) ob-
served for a clean and a potassium-doped catalyst at T=500 K, Hp/CO =4,
and a total pressure of 120 Torr. Potassium coverage =0.10 ML

tassium did change the steady-state coverage of active carbon on the catalyst.
This carbon level changed from 10% of a monolayer on the clean catalyst to
30% on the potassium-covered catalyst.

d) Promotion of Higher Hydrocarbon Formation

As shown in Fig.8.20, adsorbed potassium causes a marked increase in the
steady-state rate and selectivity of nickel for higher hydrocarbon synthesis
[8.76]1. At all temperatures studied, the overall rate of higher hydrocarbon
production was faster on the potassium-dosed surface showing that potassium
is a promoter with respect to Fischer-Tropsch synthesis. This increase in
higher hydrocarbon production is attributed to the increase in the steady-
state active carbon level during the reaction, a factor leading to increased
carbon polymerization. Potassium impurities en a nickel catalyst, then, cause
a significant increase in the CO dissociation rate and a decrease in the ac-
tivation energy for CO dissociation at low carbon coverages. These effects
can be explained in terms of an electronic effect, whereby the electropositive
potassium donates extra electron density to the nickel surface atoms, which
in turn donate electron density to the adsorbed CO molecule. This increases
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the extent of n-backbonding in the metal-CO complex, resulting in an increased
metal-CO bond strength and a decrease in C-0 bond strength. This model satis-
factorily explains the decrease in the activation energy for carbide buildup
brought about by potassium.

Since a local effect by the potassium is sufficient to account for the
kinetics , the spatial extent of the effect of potassium in these experiments
cannot be assessed. However recent high-resolution electron energy loss spec-
troscopy (HREELS) of CO on potassium-doped platinum [8.72]1 and ruthenium
[8.78] indicate an alkali influence significantly larger than a simple potas-
sium radius. These results taken together suggest that extended-electronic
perturbations are effectively altering the surface chemistry via a similar
mechanism to that invoked for the poisoning results discussed above.

e) Electronic Compensation Effects

Intrinsic to interpreting catalytic poisoning and promotion in terms of elec-
tronic effects is the inference that adsorption of an electron impurity
should moderate or compensate for the effects of an electronegative impurity.
Recent experiments have shown this to be true in the case of CO2 methanation
[8.27]1. As shown in Fig.8.21, the adsorption of sulfur decreases the rate of
methane formation significantly. The adsorption of potassium in the presence
of sulfur shows that the potassium can neutralize the effects of sulfur.

=0.08ML
AND
$=0.07ML

“CLEAN"

$=0.07ML
1 1

80

METHANE PRODUCTION RATE (RELATIVE)
o

N

o

40 60
TIME (MINUTES)
Fig.8.21. Methane production from a CO2/H, reaction mixture over (a) a clean,
(b) a sulfided, (e¢) a potassium-covered, and (d) a potassium-and-sulfur-cov-
ered Ni{100} catalyst
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8.2.4 Related Theory

Theoretical work has been undertaken to address directly the predicted magni-
tude of the near-surface electronic perturbations caused by impurity atoms.
Early work by Grimley and co-workers [8.79,801 and Einstein and Schrieffer
[8.81] concentrated on the indirect interactions between adsorbates which
occur via the surface conduction electrons. These calculations suggested that
atom-atom interactions through several lattice spacings can occur. More re-
cently, Feibelman and Hamann [8.82] and Joyner et al. [8.83] have calculated
the change in the surface one-electron density of states due to the adsorp-
tion of an electropositive or electronegative atom. Such changes are assumed
to affect the interaction of an adsorbing atom or molecule with the surface.
The lateral range of these changes is then a measure of the range of the
interactions.

The calculations of Feibelman and Hamann have expressly addressed the sur-
face electronic perturbation by sulfur [8.82] as well as by chlorine and
phosphorus [8.84]. The sulfur-induced total charge density vanishes beyond
the immediately adjacent substrate atom site. However, the Fermi-level density
of states, which is not screened and which governs the ability of the surface
to respond to the presence of other species, is substantially reduced by the
sulfur even at nonadjacent sites. Finally, the results for several impurities
indicate a correlation between the electronegativity of the impurity and its

relative perturbation of the Fermi-level density of states, a result which
could be very relevant to the poisoning of H2 and CO chemisorption by S, C1,

and P [8.9], as discussed above.

Theoretical treatments taking into account the direct interaction between
adsorbates due to an overlap between their orbitals have also been reported
[8.85,86]. Considerations are given to the energy cost of orthogonalization
of the orbitals to one another, a factor which dominates at very short adsor-
bate-adsorbate distances.

In addition, the direct electrostatic interaction between adsorbates has
been treated [8.87-89]. At intermediate distances of the order of a surface
lattice constant, Norskov et el. report [8.88] that this interaction can give
rise to substantial ( > ~ 0.1 eV) interaction energies, when both adsorbates
in question induce electron transfer to or from the surface or have a large
internal electron transfer.

Both sets of theories, that is, "through bond" or "through space", are
consistent with adsorbate perturbations sufficiently large to effect chemi-
cally significant changes at next-nearest-neighbor metal sites. This pertur-
bation length is sufficient to explain adequately the observed poisoning of
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chemisorptive and catalytic properties by surface impurities reported in the
above discussion.

8.3 Conclusions

Model studies using metal single crystals and ultra-high-vacuum surface tech-
niques are profitable in developing an understanding of the mechanisms by
which poisons and promoters alter catalytic performance. Kinetic measurements
in conjunction with these studies are particularly useful in linking the sur-
face analytical measurements to practical catalysts. Because of the importance
of surface chemical modification in catalysis and many related technological
areas, much more work should and will be invested in defining in detail the
physics and chemistry associated with the changes induced by surface impuri-
ties. Of particular interest are the specific bonding sites on and the elec-
tronic interaction of the impurity with the substrate. Also, the influence of
the impurity on the chemisorptive behavior of the reactants as well as the
bond strengths of the reactants are key pieces of information needed. These
kinds of data are currently accessible using an array of modern surface tech-
niques. These studies, in parallel with studies on supported catalysts, prom-
ise to be most revealing regarding the basic mechanisms of surface chemical
modification.
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of Chemical Sciences.
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9. Thermodynamics and Kinetics
in Weakly Chemisorbed Phases

M. Grunze

Laboratory for Surface Science and Technology, University of Maine,
Orono, ME 04469, USA

In a heterogeneous surface reaction, the reactants, intermediates, and pro-
ducts can be weakly chemisorbed along their respective reaction paths. For
example, considering the fragmentation of a molecule into strongly adsorbed
atoms, dissociation will occur out of a less strongly bonded molecular en-
tity. But not only the importance for heterogeneous catalytic reactions sti-
mulates the investigation of weakly chemisorbed phases, they also exhibit
interesting sequences of phase transitions which are reflected in their ther-
modynamic functions and in the adsorption and desorption kinetics of the ad-
sorbate. For the present purpose, we define weak chemisorption as a chemical
interaction between adsorbate and substrate with a lTow adsorption energy

(EB <70 kd/mol), resulting in a facile balance between the interaction of the
individual species with the substrate and lateral forces between the chemi-
sorbed molecules. The distinction between "weak chemisorption" and "chemi-
sorption" is rather arbitrary, but a difference is obvious with respect to
pure physisorption involving only Van der Waals forces between adsorbate

and substrate.

The facile balance between the interaction of the molecule with the cor-
rugated substrate surface and the lateral forces coming into play at higher
adsorbate densities leads to a sequence of interesting phase transitions.

A survey of the results presently available for N2 phases on nickel surfaces
and CO phases on copper surfaces suggests that the observation of inter-
mediate fluid (F) phases between the commensurate (C) and incommensurate (I)
phases is related to the formation of antiphase domain walls with high local
densities. These compression walls seem to be correlated to the experimental
observation that N2 and CO on the {110} and {100} surfaces of nickel and
copper, respectively, can only adsorb "on top" of the substrate atom, and
not in bridge positions as commonly found in more strongly adsorbed CO-
phases on metals.

The order in the adsorbed phase also affects the kinetics of adsorption
and desorption, thus providing convenient model systems to correlate thermo-
dynamic and kinetic phenomena. At this time, however, changes in adsorption
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and desorption kinetics at phase transitions can only be discussed phenom-
enologically. As one example of a chemical reaction in weakly chemisorbed

phases, the transformation of weakly adsorbed N2 on a Fe{111} surface into
a more-stable bonded precursor state for dissociation will be discussed.

In this chapter, we review the experimental data and only mention theo-
retical results for the few examples where a correlation between experiment
and theory is possible. Experimental techniques are not described; the read-
er is referred to the original literature or reviews for details. First,
the thermodynamic and kinetic formalism describing the properties of the
adsorbate phase is summarized.

9.1 Evaluation of the Isosteric Heat and Entropy of
Adsorption

The thermodynamics of adsorbed phases have been reviewed recently in some
excellent articles, from the points of view of both phenomenological thermo-
dynamics and statistical mechanics [9.1-3]. Thus, here we only briefly re-
call the basic formalism pertinent to the subject of this chapter, and re-
fer the reader to the cited Titerature for an in-depth discussion of the
complete thermodynamic approaches and the statistical models involved in

the description of adsorbed phases.

Under thermodynamic equilibrium conditions the chemical potentials of the
gas phase (n.) and adsorbate phase (us) are equal, and pressure, temperature,
and isosteric heat of adsorption gt at constant adsorbate coverage are
related by the Clausius-Clapeyron equation

alnp) _ It .1
( T )y Rr? (9-1)

The derivation of the Clausius-Claperyon equation for the isosteric heat of
adsorption is analogous to the derivation for calculating liquid/vapor equi-
libria in three-dimensional systems. In (9.1), p and T refer to the equilib-
rium pressure and temperature of the system, and the isosteric heat is de-
fined as

Gy = hg = hg (9.2)

= (S, -S.) T , (9.3)

where hg and Sg are the enthalpy and entropy of the gas phase, and BS and
55 are the partial molar enthalpy and entropy of the adsorbed phase:
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Since all heat changes caused by the gas/solid interaction are included
in Agts (9.1) holds irrespective of structural or chemical changes of the
substrate, as long as these changes are reversible under the experimental
conditions.

However, (9.1) is only valid under true thermodynamic equilibrium con-

ditions, i.e., ug =u and therefore Tg =TS, where Tg and TS are the temper-

atures of the gas anj adsorbate phases, respectively.

Since the gas temperature is constant (Tg =300 K) and the substrate
temperature is varied under common experimental conditions, we first examine
the errors involved in using (9.1) to determine the isosteric heat of ad-
sorption. The derivation presented here is similar to the early discussions
of Ehrlich [9.4] and Procop and Véiter [9.5] on the same problem.

The isobaric experiments are conducted under steady state conditions,
where the rate of adsorption rad is equal to the rate of desorption Tdes*
The rate of adsorption is given by

T
Y‘ad =S g(e)( p— g 7> s (9.5)

where sTg(e) is the sticking coefficient at a gas temperature of Tg and p
is the measured pressure in the system. Since equilibrium measurements,
and hence desorption at equilibrium, occur at a substrate temperature Ts’
we need to calculate rad for Ts' The same coverage 6 produced by a gas of
temperature T_ can be established at a gas temperature TS at a corrected
pressure p', with a rate of adsorption

Tg !

rad =S (8) s 75 (9.6)

This means that we can define a hypothetical equilibrium pressure p' which
gives the same adsorption rate as the one with the measured pressure for

the gas at T_ = 300 K. Since the rate of adsorption at Tg = 300 K and Tg =
TS have to be equal, it follows that

T

s 90 . Vs 9.7)

éTS(e) VTg

p':p.

Inserting the hypothetical equilibrium pressure p' (9.7) into (9.1) and
differentiating with respect to TS (now, for p', TS='Tg), it follows after
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rearranging that

Tqg T Exp
(a1n py . Ust P (a]n s 9/s %)Y 9t (9.8)
3T }(e) RTS o ol (8) E;E

Thus, the isosteric plots (In p versus 1/Ts) constructed with the equilib-
rium pressure at T = 300 K give an apparent isosteric heat qgip which is
higher than the true equilibrium isosteric heat (~2% for the system consid-

ered here), provided that the sticking coefficient does not depend on gas

temperature,
RT
Exp _ S
Gy =%+ 7 - (9.9)

For the adsorption systems discussed here, experiments are conducted
at TS < Tg and s is close to unity at Tg = 300 K, and it can be safely
assumed that s is not different at a lower gas temperature. However, in the
case of gas-temperature-dependent sticking coefficients, such as for acti-
vated adsorption, the corrections necessary to deduce the true equilibrium
isosteric heat can be substantial.

The partial molar entropy of the adsorbate phase can be determined from
[9.1-3,5]

SS = Sg + AS
q
_ <0 _ KE_) st
- R - St , .
S M\po = (9.10)

where Aés is the differential entropy of adsorption, S_ is the entropy of
the gas phase at pressure 0, p is the equilibrium pressure and qst/T the
isosteric heat divided by the temperature (T =Ts)’ i.e., the entropy loss of
the gas upon adsorption. For Tg # Ts’ we have to use p' as the equilibrium
pressure and Ts instead of T in (9.10).

Then, substituting (9.7,9) into (9.10), the differential entropy of the
adsorbed layer corrected for TS # Tg (and assuming that s does not depend
on gas temperature) is given by

\ qup T
T <0 ‘p\_’st  _R ( s )
S, = S0 - R 1n(po} +— -1 1n.|_g+1 , (9.11)

as derived before by Procop and Vslter [9.5].
Again, the corrections to our experimental values necessary to determine
the entropy in the adsorbed layer from our steady-state experiments are
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small, and negligible considering the experimental errors inherent in these
measurements.

Summarizing the above considerations; it can be shown that the experi-
mental isosteric heats and entropies derived from steady-state experiments
will be close to the thermodynamic values obtained under true equilibrium
conditions, in the adsorption systems discussed here. We realize, however,
that these considerations are not for the real experimental conditions where
the adsorption isobars are measured under flow conditions, i.e., when a
constant pressure is maintained by dosing the gas into a continuously pumped
vacuum chamber.

A correct thermodynamic description has to consider that in a nonisother-
mal system, matter flow produces an inevitable entropy change, which is
related to the heat of transfer Q [9.6]. Prigogine has considered these ques-
tions from the viewpoint of kinetic theory and statistical mechanics [9.6],
but no reasonable prediction of the magnitude of the effect is possible for
the i11-defined matter and heat flow conditions in typical ultra-high-vacu-
um (UHV) or high-vacuum measurements.

9.2 Correlation Between Thermodynamic and Kinetic
Experiments

Desorption experiments have been carried out for several weakly chemisorbed
adsorbed phases, and the rate of desorption for molecularity 1 is conven-
iently described by an Arrhenius-type rate equation

E
d(9)> , (9.12)

rq = v(e)Nsexp (— T
where v(8) is the preexponential term in the rate equation, Ed(e) the cov-
erage-dependent activation energy of desorption, and NS the surface density
of adsorbate. Several reviews [9.7-10] discuss the applications and Timita-
tions of desorption experiments and the refined rate equations for desorp-
tion via precursor states. At this point, we only want to summarize how
thermodynamic and kinetic parameters are interrelated, following a previous
discussion by Menzel [9.10].

Under steady-state conditions the rate of adsorption ’ad is equal to the
rate of desorption. Then, (9.5) and (9.12) can be combined and the preexpo-
nential term of desorption is given by

B p 1 Ed(e)
v (6) = s(o) ?E;EFTETTFZ N exp Cj?n;—_> (9.13)
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N q
= s(8) VTg N;ﬂ exp <§%§> : (9.14)

In (9.14), the thermal velocity VT = (kT/2mm)*2 and the density of the gas
phase Ng have been used to express the impingement rate per surface area, and
it has been assumed that adsorption is not activated and the activation
energy of desorption is equal to the isosteric heat of adsorption. While the
assumption of nonactivated adsorption is reasonable for those systems dis-
cussed here, the assumed equality of Ed(e) and gt neglects the possible in-
fluence of precursor kinetics on the desorption energy [9.10] and the cor-
rection term (1/2) RT necessary for a comparison of the equilibrium and ki-
netic expression of the logarithmic derivative of the equilibrium pressure
[9.4].

Under equilibrium conditions, i.e., Tg= Ts’

N, Q q

9 .9 oo~ St

Ns = Qs exp\ RT ) (9.15)

where we associate the potential energy in the exponential term with the
isosteric heat of adsorption. Here, Qg and QS are the partition function of
the three-dimensional gas and the partition function of the adsorbed phase.
The partition function of the gas phase is the product of the partition
function of the individual degrees of freedom Qg = qir dyip 9y (tr = trans-
lation, vib = vibrations, r = rotations). For the adsorbate phase, QS
includes, in addition to the partition function of the degrees of freedom
of the adsorbed molecules, the statistics of the adlayer and possible changes
in the surface phonon spectrum of the substrate upon adsorption.

It follows then that

Q
v (8) = s(8) vTUS or (9.16)
S
6% q,:p 9
v (8) = s(e) & —W , (9.17)
S

where, depending on the degrees of freedom in the adlayer in the models con-
sidered, different values for v(8) can be obtained [9.10]. From (9.17) it
also follows that for a completely mobile molecule with the same vibrational
and rotational excitations as in the gas phase, and for s =1, the commonly
taken preexponential of ~41013 s'1 is derived. Ibach et al. [9.11] and
Menzel [9.10]1 have shown, however, that such a choice for v(8) is not real-

istic for chemisorption systems.
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The relation between the entropy in the adsorbate phase and the preexpo-
nential is made obvious by considering (9.14) with (9.10) or when the par-
tition functions of the gas phase and the adsorbate phase in (9.17) are ex-
pressed by the respective entropies [9.1]. Hence, if the sticking coefficient
is known and does not vary strongly in the temperature range of interest,
desorption experiments can be used to derive information about the equili-
1ibrium entropy of the adlayer and vice versa. However, good agreements be-
tween v(6) derived from desorption experiments and from equilibrium meas-
urements is expected only when desorption is not activated and occurs out of
the equilibrium configuration of the adlayer. This has been shown for CO on
Ru{0001} by Pfniir et al. [9.12,13] and for H, on W{100} by Horlacher Smith
et al. [9.14].

9.3 Structural and Thermodynamic Data on Weakly
Chemisorbed Phases

Classical adsorption studies are carried out on large surface area substrates,
where a high degree of accuracy in determining the amount of adsorbed gas as
a function of temperature and pressure is obtained by volumetric or even gra-
vimetric methods. However, present adsorption studies in surface science are
restricted not only by the smaller surface area of the substrate, but also

by the pressure range in which experiments can be carried out. Therefore,

the surface coverage has to be measured by surface-sensitive probes rather
than by observing the pressure decrease or weight gain due to sorption. In
the case of weakly chemisorbed phases discussed here, the disturbing effect
of the probe on the surface coverage or composition has also to be con-
sidered, restricting the time over which experimental observations can be
made in LEED or other experiments involving electron probes [9.15,16].

In the following we show the feasibility of several surface-science tech-
niques to determine the isosteric heat of adsorption and the entropy in the
adlayer in weakly chemisorbed phases and correlate the thermodynamic quan-
titjes with structural information, where available. Since changes in gt
or Sad are related to structural changes in the layer, the latter are summa-
rized first. Our discussion focuses on nitrogen adsorption on nickel sur-
faces and carbon monoxide adsorption on copper substrates as typical model
systems.

9.3.1 Phase Diagram for N; Adsorbed on Ni{110} and Data for N; on
Ni{100}

Molecular nitrogen adsorption on Ni{110} surfaces has been studied by low-
energy electron diffraction (LEED) [9.15,16], photoelectron spectroscopies
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vor Fig.9.1. Schematic phase diagram for Nz on
Ni{110} (see text for explanation)
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[X-ray (XPS) and ultraviolet (UPS)] [9.17-19], low-energy ion scattering
spectroscopy (ISS) [9.20], work function measurements (A¢)[9.21], temperature
programmed desorption spectroscopy (TPD)[9.22], and vibrational spectroscopy
{infrared reflection-absorption spectroscopy (IRAS)[9.21] and high-reso-
lution electron energy loss spectroscopy (HREELS) [9.18,23]1}. A convenient
starting point for our discussion of structure and thermodynamic quantities
is the temperature versus coverage (T,8) phase diagram for N2 on Ni{110}
[9.15] as shown in Fig.9.1. The full curve in Fig.9.1 is an adsorption iso-
bar for a pressure of 1.3 x10-6mbars and represents the upper limit of our
equilibrium studies. Below the dashed curve, N2 is irreversibly adsorbed and
an N2 background pressure is not required to maintain a given coverage. Gas-
adsorbate phase equilibrium measurements were made between the full and
dashed curves and used to determine thermodynamic quantities. Below the dot-
dashed 1line, long relaxation times precluded equilibrium studies. The LEED
patterns observed as a function of coverage and temperature in this phase
diagram have been published [9.15] and we only summarize the observations
here.

At coverages below one-half monolayer, a disordered gas phase and an
ordered (2 x1) phase coexist. The (2 x1) phase reaches maximum ordering near
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one-half monolayer coverage. The e-axis was calibrated by taking 6 =0.5 to
correspond to the maximum intensity of the (1/2,0) beam in the (2 x1) struc-
ture with the surface in equilibrium with N2 gas at a pressure of 2 x10_7mbar.
This point is indicated in Fig.9.1 by the solid dot at 6 =0.5, T =140K. All
other coverages were then determined with respect to this reference point,
with 6 =1 corresponding to an N, density of 1.15x1015cm-2.

The coverage at which maximum intensity in the (2 x1) structure occurred
for other experimental conditions is shown in Fig.9.1 by the heavy solid line
passing through the calibration point. This line was drawn without curvature
in previous publications [9.15]. Clearly the number of N2 in the best ordered
(2x1) structure can be increased at higher temperatures and pressures,
meaning that even the best ordered (2 x1) phase must contain some imperfec-
tions. This, plus the initial appearance of corresponding broad diffuse beams
with high diffuse background intensity, indicates that ordered (2 x1) islands,
with somewhat better ordering along (ilO)rows, nucleate and grow out of a
disordered two-dimensional sea of adsorbed Ny molecules. As discussed in
Sect.9.3.4, evidence for intrinsic higher-energy binding sites which could
act as nucleation sites for (2 x1) islands is obtained from the Tow-coverage
ISS data.

Since there are two equivalent (2 x1) sublattices on a flat {110} surface
and four on a surface with steps, only about one-half of the islands will
grow together without the formation of antiphase boundaries. As the coverage
is increased above that necessary to form the best ordered (2 x1) phase, the
"banana" phase forms, in which curved diffuse streaks connect the 1/2 order
beams. With increasing coverage the LEED beams evolve smoothly from the banana
pattern into a disordered incommensurate structure showing streaks at the
{2/3, 1/2} positions. This structure, which can be explained by symmetry equiv-
alent domains of a (% %\ structure, compresses with increasing coverage until
a c(1.4x2) pattern is reached at the highest coverage accessible in these
experiments (6 ~0.72). Nitrogen pressures greater than 10-Bmbar and Tow tem-
peratures are required to develop this structure fully.

The sequence of LEED patterns observed indicates a commensurate-incommen-
surate phase transition via an intermediate fluid phase, as predicted by
theory for uniaxial systems. The theory of commensurate-incommensurate phase
transitions for such systems has been reviewed in detail by Bak [9.24,25], and
we only want to recall some of the major considerations pertinent to the
N2/N1{110} system. Initially, at low coverages and sufficiently Tow temper-
atures, the adsorbed monolayer forms an ordered (2 x1) structure which is com-
mensurate with the crystal surface. Increasing the coverage will then lead
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Fig.9.2. (a) Structural model for the (2x1)
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= boundaries. (b) Structural model for the do-
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<001> direction as described in the text.
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to the situation where the monolayer has to contract and thus becomes incom-
mensurate with the arrangement of the substrate. For a uniaxial symmetry of
the substrate and a (p x1) commensurate phase (in our case, p=2), it is pre-
dicted that the incommensurate phase near the commensurate phase takes the
form of a stripped soliton or domain wall structure. For p=2, this domain
wall structure occurring between the C and I phase is unstable with respect
to free dislocations at any finite temperature (T>0) and is thus described
as a "soliton liquid" [9.24]. In Fig.9.2 we show possible models for (a)

the commensurate (2 x1) phase at 6 20.5, (b) the intermediate liquid, and (c)
the final c(1.4 x2) phase. Fig.9.2a shows antiphase domains and how they
could act as nucleation sites for domain walls by inserting an additional
molecule Teading to a tocally higher density. Figure 9.2b then shows sche-
matically how these intrinsic defects in the commensurate phase develop into
domain walls separating commensurate areas of the surface structure. It is
important to note that these domain walls are highly mobile and cannot be
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considered as a frozen-in disorder. Recent kinematic LEED calculations by
Moritz [9.26]1, explaining the diffraction pattern from the banana phase,
require the direction of the domain walls to switch coherently, as indicated
in the model of Fig.9.2b. In Fig.9.2a,b relaxation of the molecules in the
wall is indicated by the arrows. This relaxation can involve lateral movement
of the molecules from exact "on top" positions and/or a tilt of the molec-
ular axis away from the surface normal to minimize the strong repulsive forces
between the N2 molecules. The Van der Waals radius of a N2 molecule is
~3.54, the next-nearest-neighbor separation in an unrelaxed wall would be
2.56 A, A slight tilt and relaxation of the molecules by ~0.4A in the (110)
direction or an opposite tilt in (001> maintaining the coordination to a
single Ni atom would allow two N2 molecules to be bonded to two neighboring
Ni atoms on top of the (110) rows.

The sequence of LEED patterns observed between the banana phase and the
final c(1.4 x2) structure can be explained by increasing the density of domain
walls, leading to the elimination of (2 x1) domains and finally, due to the
repulsive interactions, to the relaxation of the whole layer into the incom-
mensurate c(1.4 x2) phase. A plausible model for this phase is shown in
Fig.9.2c.

The observation that the banana pattern transforms into a disordered struc-
ture which is streaked in the (001 direction indicates that the coherence
in this direction is lost. It is thus expected that correlated fluctuation
of domain walls in the (001) direction producing a banana-shaped LEED pattern
requires large defect-free crystalline areas on the substrate. Recent ex-
periments [9.27] on a stepped Ni{110} 9.46° (110) surface confirm that a
minimum correlation length is required to produce a banana pattern, since
only a p(2x1) phase which developed into straight streaks along {001 and
moved smoothly with increasing coverage into the [+(|h| +2/3), k +1/2] posi-
tion was observed [9.27].

For N2 adsorption on Ni{100}, a c(2 x2) phase was observed throughout the
whole coverage range [9.28]. Diffuse overlayer beams are formed at coverages
exceeding 6 ~0.25 and can be changed to a relatively sharp c(2 x2) pattern by
annealing the sample in a nitrogen ambient at T >90 K or by cooling in a
nitrogen ambient. In the annealed c(2 x2) pattern, the correlation length
£ is ~ 34 A, indicating the presence of antiphase domain boundaries pre-
venting the formation of long-range order [9.28]. There was no change in
overlayer LEED pattern at the highest coverages obtainable in a nitrogen
ambient. Since the size of the c(2x2) unit cell is 12.4 A? and approximately
equal to the size of the c(1.4x2) unit cell (12.2 A?) found at saturation cov-
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erage on the Ni{100} surface, the c(2 x2) layer corresponds to a densely
packed N2 layer. However, as described in Sect.9.3.2, the presence of anti-
phase domain boundaries in the c(2 x2) phase with locally higher coverages
can lead to a fluidlike behavior, as predicted by theory [9.29].

9.3.2 The Isosteric Heat of Adsorption and the Entropy in the Adsorbed
Phase for N3/Ni{110} and N;/Ni{100}

The phase transitions for N, on Ni{110} are reflected in the thermodynamic
quantities. Before we summarize these results, we point out, that the nitro-
gen molecules adsorb throughout the whole coverage range on Ni{110} with
their molecular axis on average perpendicular to the surface plane. This
follows from the photoemission [9.17,18], infrared reflection absorption
[9.21], and HREELS [9.18,23]data. Further, the nitrogen molecule seems to
be bonded to a single nickel atom on top of the densely packed (110 rows
[9.18,20], at least in the coverage range below the c(1.4 x2) structure.
For the saturated monolayer structure, no experimental data are available
to infer the coordination of the molecules. A detailed discussion of nitro-
gen bonding to nickel is given by Horn et al. [9.18].

For nitrogen adsorbed on Ni{110}, the effect of photon radiation in va-
lence band photoemission (UPS) studies or in X-ray photoemission (XPS) ex-
periments was found to be negligible during the time, necessary to record ad-
sorption isotherms or isobars [9.17]. In general, XPS is a particularly use-
ful technique to determine relative surface coverages, since the creoss sec-
tion for photoemission is not sensitive to the bonding configuration of the
adsorbate. Figure 9.3 shows a sequence of Nls photoelectron spectra as a func-
tion of coverage for nitrogen adsorption on a Ni{110} surface [9.17]. The
doublet structure in the Nls peak is explained by final-state effects in
the photoemission process of nitrogen molecules bonded with their molecular
axis, on average, perpendicular to the surface plane [9.30]. The peak at the
lower binding energy corresponds to emission from a "screened" final state,
the one at the higher binding energy to emission from the "unscreened" final
state [9.30]. For substrate temperatures near 110 K, it was established that
the peak intensity at 406.7 eV was directly proportional to the integrated
area under the total Nls spectrum and thus is a measure of the relative N2
coverage. This proportionality also indicates that in the coverage regime
studied the nitrogen molecule does not change its principal bonding config-
uration in the adsorbed layer. Thus, the intensity of the Nls emission at
406.7 eV can be monitored continuously to obtain adsorption isotherms or
isobars. A set of adsorption isobars recorded by this technique may then be
used to determine the isosteric heat of adsorption as shown in Fig.9.4.
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Reproduction of the results is difficult at the low coverages, due to the
Tow signal-to-noise ratio in the data but also because of the presence of
defects, as discussed later in Sect. 9.3.4.

Jacobt and Rotermund [9.19] showed that the attenuation of the Ni d-band
emission on Ni{110} measured by angle-resolved UPS during adsorption of nitro-
gen is directly proportional to nitrogen coverage and thus can also be used
to obtain adsorption isobars. This proportionality was explained by inco-
herent scattering of d-band photoelectrons in the adsorbate layer. For the
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N2/Ni{110} system the isosteric heats recorded by UPS isobars proved to be
in excellent agreement with the XPS data, except for the high-coverage re-
gion where the isosteric heat decreases sharply [9.16]. This discrepancy
seems to indicate that the attenuation of the Ni d-band intensity is not a
good measure of the N2 coverage when structural changes in the adsorbed phase
occur at the higher coverages.

The isoteric heats for N2 on Ni{110} can be used to calculate the differ-
ential entropy in the adsorbed layer according to (9.11). Figure 9.5 also
shows the integral entropy of the adsorbed phase obtained from

D| =

6 .
SS = é Ssde (9.18)
and calculations based on statistical mechanics models discussed below. Con-
sidering only the higher initial gt values from Fig.9.4, the differential
and integral entropy remains approximately constant up to half-monolayer cov-

erage. The differential entropy rises steeply at the C-F transition to a

1 1

value of ~200 J K Imo1™!, the integral entropy increases by ~20 J K 'mol ~.
Using the Tow Agt values at 6<0.2, the inital entropy Ss is 175 J K'lmol'l.
The statistical mechanics models used to calculate the entropy in the

adsorbed phases are described in detail in [9.1,2], and their application
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to N2 adsorption (on Ni{100}) is presented in [9.28]. We therefore only sum-
marize these models here and refer the interested reader to the original
literature.

In all the models used, only degrees of freedom of individual molecules
and the configurational part of the entropy are included. Modeling of col-
Tective exitations, as required to describe the entropy of the fluid like
domain boundaries, has not been carried out to our knowledge for weakly
chemisorbed phases. We will compare the partial molecular entropy §s with
statistical models; a discussion of the integral molar entropy SS would allow
us to derive the same results [9.28]. For localized adsorption, the differ-
ential molar entropy in the adsorbed layer is given by

S, =S

Toc = Sconf * 1 Syip

where S is the differential configurational entropy caused by the distrib-

ution o?ogze molecules on the adsorption sites and } Syip Ts the differential
entropy contribution from the vibrational modes of the adsorbate complex.
With the assumptions that the substrate is not affected by adsorption, that
the adsorbed molecules do not interact with each other, and that one nitro-
gen blocks two surface sites in the coverage regime 6 <0.5, the differential

molar configuration entropy is given by

, Sn 850
Sconf = R(1n2 In -1_—6—*-/ s

where 6% =8 nax for the particular phase considered (e.q., 6*=1 for 6 =0.5).

As long as the energies of vibration hvi are independent of the coverage,

the vibrational entropy J S is given by the sum of

vib
~ h\).l/kT \
S,ip = R (E;B‘rﬁ3;7rryffT ~n [1-exp(hv;/kT)] )

for each vibrational degree of freedom. The two vibrational modes normal to
the surface have been determined experimentally for N, on Ni{110} at 115 K
and were found to be independent of coverage, v(Ni-N,) = 339 em™! and v(N=N)
= 2194 cm-1 [9.18,23]. The entropy contribution from the v(Ni-NZ) mode at T =
150 K is only S,.; = 1.4 9K’}
even smaller. No experimental data are available for the vibrations parallel

mol™!, and the contribution from v(N=N) mode is

to the surface, which are two frustrated rotational and two frustrated trans-
lational modes. For a two-dimensional phase they are expected to be Tow-
frequency modes and therefore will each contribute to the vibrational entropy.
To estimate this entropy contribution, values calculated by Richardson and
Bradshaw [9.31] for the vibrational modes of linearly bonded CO on Ni{100}

21



haye been used, and give, together with the known N? vibrational modes,

) Syip = 23 I o171, The estimated values for ) Sip are considered as a
Tower limit, since the frustrated rotations and trans]at1ons will be softer
for N2 on nickel because of the weaker bond to the substrate. An upper limit
for the vibrational entropy is obtained by considering the free rotation of

a N2 molecule in a hemisphere (one nitrogen atom fifﬁd tglthe substrate). The
resulting rotational entropy contribution is ~40 JK "mol ~ at 130 K [9.32].
Allowing free rotation in a solid angle of 20° [which is more realistic con-
sidering the packing density of N2 in (2x1) islands], the rotational entropy
contribution is ~10 JK Imo1™! [9.32].

If the adsorbed _gas is non]oca11zed the differential molar entropy in the
mob = S%Eans +7 S ;p Where the entropy contribution from
the vibrational modes ) Syip 18 reduced by the frustrated translations, since
this mode is transformed into a two dimensional translation. If we assume

adsorbed layer is S

that the surface gas is ideal, i.e., the molecules have no eigen-volume, the
differential molar entropy of translation is given by [9.2]

py _ ‘MTb -1 .-1

Serans = R 10 ( )+ 267 JK "ol ,
where M is the molecular weight of the molecule, b is the surface area per
molecule at saturation coverage of the (2 x1) phase and MTb/6* is expressed
in K'lcmz. If the full area occupied by a molecule is taken into account
(Volmer gas), the differential molar entrovny of translation is [9.2]

e - MTb R -1 -1
Strans = RN [(1 6%) ( )} T T-p* i

with MTb/e* once again in K Lem?,

In Fig.9.5 we included the differential molar entropy of localized (§

1oc)
and nonlocalized adsorption (Smob) for an ideal gas and a Volmer gas includ-

ing the respective vibrational entropy contribution.

In the following, we discuss the relation between the experimental entropy
values and calculated entropies. We recall that, in the models outlined
above, changes in surface structure (reconstruction or relaxation) or changes
in the phonon spectrum of the substrate upon adsorption are not considered.

At 6 <0.1, the experimental entropies deduced from the high At values in
Fig.9.4 can be explained by the calculated entropy for a two-dimensional gas
p]us a v1brat1ona] entropy contribution of 10 -20 JK “mol -1 . An initial value
of S ~175 JK° mo] 1, as would follow from the low 9gt values, requires the
postu1at1on of almost free rotation in a hemisphere for the adsorbed molecule.
With increasing coverage, the experimental entropies are somewhat higher than
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those calculated for the Zdeal two-dimensional gas and become completely in-
consistent with the calculated entropy of a two-dimensional Volmer gas. In
the coverage regime where large deviations between experimental entropies

and those of the Volmer gas model occur, p(2 x1) island formation is observed
and the densities in the adsorbed layer are much too high to be realistically
described by an ideal two-dimensional gas. In particular for 6 50.5, it is
impossible to explain the high entropy values with the degrees of freedom of
individual molecules, and we have to postulate that collective excitations

in the adsorbed phase cause the high entropy values. As discussed in detail
in [9.28] for N2/N1{100}, where abnormally high entropy values at saturation
coverage were also found, we suggest that the presence of domain walls which
are unstable with respect to free dislocations and, therefore, lead to pro-
nounced density fluctuations in the two-dimensional phase, cause the high
entropy values observed for 6 20.5. The configurational entropy increase due
to the domain walls in an otherwise ordered surface phase is at maximum

Sconf =R 1n2, which is much too small to explain the total entropy for N, on
Ni{110} at 6 >0.35. However, if addition or a softening of vibrational modes
is associated with the fluctuations of the domain wall, a substantial entropy
increase can result. In general, these low frequency modes need not be vibra-
tional states associated with single species but could be collective longi-
tudinal or transverse modes of the surface layer. Contrary to the individual
vibrational modes, these collective modes will show dispersion, and are best
described by a frequency spectrum; the difference is analogous to the dis-
tinction between the Einstein and Debye theories of lattice vibrations. The
density of vibronic states must be known in order to estimate the entropy
contribution of the meandering domain walls. Since the frustrated rotations
of individual molecules are expected to have frequencies of ~50-100cm'1
[9.31], coupled rotational modes will lead to vibronic states at even lower
wave numbers. For the incommensurate phase near the C-1 transition, Bak
[9.25] reviewed the theory of low-lying modes corresponding to a modulation
of the phase of periodic structure (phasons). These phonon modes in the
soliton lattice are very soft because of an exponentially weak interaction
between the walls and will thus contribute significantly to the entropy

in the adsorbed layer.

The high-coverage entropy for N2 on Ni{100} also shows a behavior indi-
cative of collective excitations in the adsorbed phase and was rationalized
in terms of antiphase domain boundaries formed at saturation of the c(2x2)
structure [9.28].
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Before we discuss results for CO phases on Cu single-crystal surfaces,
we would like to point out again that for N2 on Ni{110} no experimental
evidence exists for any adsorption sites other than those for singly co-
cordinated Tinearly bonded NZ' In [9.28] arguments were given favoring these
adsorption sites also on Ni{100}, suggesting that in the high-coverage re-
gime the molecules are locally compressed at antiphase domain boundaries.

9.3.3 Carbon Monoxide on Low-Index Copper Single Surfaces

We continue our discussion on the thermodynamics of weakly chemisorbed phases
by reviewing the data for CO adsorption on Cu{110}, Cu{100}, and Cu{l11}
[9.33-36] to point out common features in adsorption systems having high
entropy values at saturation coverage (Cu{100} and Cu{110}). On Cu{100} and
Cu{110} a careful search for adsorption sites other than linearly bonded

CO on "on-top" positions of copper atoms was not successful [9.37,38]. On
Cu{111} only recently, a bridge-bonded CO molecule was detected by Hayden

et al. at 6 >0.33 [9.36] and the entropy values deduced from the published
data behave "normally", i.e., do not require the postulation of low-fre-
quency collective modes in the adsorbate phase. As detailed below, the struc-
tural models developed from LEED data for CO on Cu{100} and Cu{110} include
continuous antiphase domain walls with high Tocal densities [9.39], whereas
the structural model for CO on Cu{l1ll} does not [9.37]. This suggests that,
for the adsorbate phases considered here, the high entropy values, which

are explained by a fluidlike behavior of fluctuating domain walls, are as-
sociated with adsorbate phases in which only one specific adsorption site

is populated throughout the whole coverage range.

Thermodynamic data for CO adsorption on copper surfaces have been reported
by Pritchard and co-workers [9.33,35] and Tracy [9.34]. Pritchard et al.
[9.33,35] used work function measurements with a vibrating capacitor to record
adsorption isobars for CO on Cu single crystal surfaces to determine the
heat of adsorption. A common feature of the work function changes in the ad-
sorption systems discussed here (including N2 on Ni{110}[9.21]) is that the
work function goes through a minimum with increasing coverage and almost
reaches the value for the clean surface at saturation coverage. An example
of such behavior is shown in Fig.9.6 from the study of Hollins and Pritchard
[9.35] on the work function change upon CO adsorption on Cu{11l}. Figure 9.6a
shows the work function change as a function of exposure at 81 K, Fig.9.6b
is the desorption isobar recorded in a CO ambient of Peo = 2.6 x 10_7 Torr.
As described by Hollins and Pritchard, the adsorption curve from zero to
the A¢ minimum could be accurately reproduced at widely different rates of
adsorption, whereas beyond the minimum the apparent A¢ dependence on exposure
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Fig.9.6. (a) Work function change
0.51 , 051 4 of the Cu{111} surface as a func-
tion of exposure to CO at 82 K.
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varies with the pressure at which the exposure is made. The desorption
traces show distinct breaks in the curves, corresponding to the changes in
the LEED pattern. At saturation a hexagonal (1.4x1.4) or (1.39x1.39) struc-
ture [9.40] was observed, which changes to a c(4x2) or (1.5 x1.5) R98° struc-
ture [9.40] at the first break (~110 K, Fig.9.5b) and finally to a (V3 x V3R300)
structure at the A¢ minimum. Recent FRAS data by Hayden et al. show the
appearance of bridge-bonded CO (vCO =1830, 1812cm—1) at coverage 6 >1/3 at
T =77K. At saturation coverage, corresponding to the (1.4 x1.4) structure, the
integrated band intensities of the bridging bands is almost equal to that of
linearly bonded CO supporting an earlier structural model for this phase by
Pritechard [9.37]. Pritchard showed, that the LEED pattern indicating an ap-
parently incommensurate hexagonal phase is consistent with a structural model
where molecules relax their positions to allow occupation of linear and
bridge sites yielding a ratio of 13:12. This model is consistent with the
quoted IRAS data [9.34] and is shown in Fig.9.7.

Figure 9.8 shows the isosteric heats of adsorption determined from A¢
measurements for CO on Cu{100} [9.34], Cu{110} [9.33], and Cu{111} [9.35]
replotted from the original papers. The coverage scale in Fig.9.8 can be con-

Fig.9.7. Structural model for the saturation
CO phase (1.4 x1.4) on Cu{111}. After [9.37]
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70 Fig.9.8. Isosteric heat of adsorp-

tion for CO on Cu{100}, {110}, and
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sidered only as a guideline, since it was assumed here that the A¢ changes are
linear with coverage and that the A¢ minima correspond to the ideal over-
layer structure observed in LEED. For CO on Cu{110} [9.33] and Cu{111} [9.35],
only desorption isobars were used for the evaluation of gt since structural
equilibration reflected in the a¢ curves was difficult to establish in adsorp-
tion isobars. For CO on Cu{100} [9.341, only measurements at the higher temper-
atures and pressures, where reversibility was obtained, were considered. On
Cu{110}, the isosteric heat remains approximately constant at a value of
~55 kd/mol up to the work function minimum also observed in this system and
then falls sharply. Near the A¢ minimum, a diffuse (2x1) LEED pattern was ob-
served, which sharpens by annealina in a CO ambient at T >110 K. Further CO ex-
posure leading to higher coverages and the drop in q., caused the diffuse
(2x1) pattern to develop streaks moving into the [h(#2/3)1[9.33] or [h(#4/5)]
position [9.411. Only by annealing, this pattern sharpened to a diffuse
c(5/4 x2) pattern [9.41]. This sequence of LEED patterns for CO on Cu{110} re-
sembles the sequence found for N, on Ni{110}, except for the absence of curved
banana features at coverages just exceeding 6 =0.5. Although the poor order-
ing in the adsorbate phase leading only to diffuse superstructures in LEED
does not allow deduction of structural models, the similarity to the N2/N1{100}
LEED data suggests a similar sequence of overlayer structures. The absence of
a banana feature in the CO/Cu{100} system could then be a consequence of the
lack of a correlated switching in the <001) direction of domain walls formed
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250 Fig.9.9. Partial molar entropy for CO
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2254 ® CO/Ni(100) Ni{100}
< €0/ Cu(110)

200 Q €0/ Cu(11) o
© C0/Cu (100)

T T T T 1

0 01 02 03 04 05 06 07
9o

at antiphase (2 x1) domains. That collective excitations in the absorbate
phase possible related to domain walls are present at 6 >0.5, is evident from
the differential entropy §ad calculated from the qst~va1uei and corresponding
isobars [9.42], plotted in Fig.9.9. The values for Sy, s Spop for CO on
Cu{110} obtained from statistical mechanical models are nearly identical to
those for N2 on nickel surfaces, thus leading to the same conclusions as for
the N2 phases on Ni{110} discussed above.

On Cu{100} [9.34], the isosteric heat of adsorption drops from an initial
value of 68 kd/mol to a value of ~55 kd/mol at 6 ~0.5. A further increase in
the coverage then causes a further decrease to a value of ~40 kJ/mol. Ob-
servations by LEED have been made by several authors [9.34,37,38,43-46]. A
c(2 x2) overlayer structure was observed at 6 >0.45 which splits into a
c(7V2 xV2Z) R45° structure at 6 >0.5. As pointed out by Tracy [9.34] the
transition from the c(2x2) unit mesh to the c(7V2 xV2) R45° structure is accom-
plished by compression in the (011) direction while maintaining the original
spacing in the (001) direction. This apparently strong tendency for align-
ment in the (001} direction is also present in the formation of a (2x1)

structure for CO on Cu{110} or N, on Ni{110}. Tracy interpreted the c(7VZ x V2)
R45° structure as a pseudohexagonal structure, whereas Pritchard proposed a
model with CO being adsorbed in top and bridge sites [9.37]. However, for CO
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Fig.9.10. Real space model for the
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on Cu{110}, there is no evidence in IRAS and also none in HREELS [9.38] for
the existence of bridged CO molecules in this structure. Based on this dis-
crepancy with the models proposed by Tracy and Pritchard, Biberian and Van
Hove [9.39] developed a model where all CO molecules occupy on-top sites
and form ordered antiphase domains of c(2x2) strips as shown in Fig.9.10.

In their laser simulations of the diffraction pattern they also considered
the relaxation of the CO molecules in the domain walls by (i) a shift of some
of the molecules keeping the C-0 direction perpendicular to the surface, (ii)
a tilt of the molecule still in a linearly bonded situation, or (iii) a
translation of the molecules along the mirror planes of the unit cell. Al-
though the close spacing of CO molecules of 2.65A in the walls argues for
some relaxation, the best fit of the laser simulation with the LEED pattern
was obtained for the model with top-site adsorption without relaxation, as
shown in Fig.9.10. The model of Biberian and Van Hove [9.39] proposing anti-
phase domain walls, which can exhibit a fluidlike behavior as discussed by Rys
[9.291, can explain the strong increase in éad for CO on Cu{100} at 6 >0.5
as deduced from Tracy's data and plotted in Fig.9.9. We also note the strong
similarity of S, for CO on Cu{100} with S_, for N, on Ni{100} where the
presence of antiphase domain walls was postulated only on the basis of thermo-
dynamic data [9.28].

The high-coverage thermodynamic behavior of the CO and N2 phases. where
experimental results suggest occupation of only on-top sites, is different
from the CO/Cu{l11} phases where occupation of bridge sites was observed at
6 >0.33 [9.36] as demonstrated by the gad values in Fig.9.9.

The entropy decreases up to 6 =0.33, shows a sharp increase at coverages
where the c(4 x2) phase forms and first bridge sites are occupied, and de-
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creases even to negativg §ad values when the final (1.4 x1.4) structure is
observed. The negative Sad values indicate that the addition of CO molecules
leads to an effective decrease in the partition function of the adsorbate
layer, possible due to the stiffening of vibrational modes and restriction
of translational degrees of freedom. An inspection of the structural model
for CO saturation phase on Cu{111} (Fig.9.7) shows that distributing the CO
molecules equally in the two sites within the (1.4 x1.4) unit cell does pro-
duce locally higher densities, but not a continuous domain wall as postulated
for the adsorption phases of N2 and CO on the {100} and {110} surfaces of Ni
and Cu, respectively.

According to the IRAS data of Hayden et al., the observation of two bridg-
ing bands for CO on Cu{1ll} at 77 K is attributed to a facile interconversion
of CO between two- and threefold bridging sites. With respect to the struc-
tural model, however, collective oscillation with Tong wavelengths, as in
continuous antiphase domain walls [9.25], and thus a high entropy contri-
bution, cannot develop in the CO/Cu{111} phase.

Also included in Fig.9.9 is the differential entropy for CO on Ni{100} de-
duced from Tracy's original publication [9.47]. A c(2x2) structure with CO
being adsorbed into in top sites changes at 6 >0.5 into a c(5V2 xVZ) R450
structure in which also bridge sites are populated. Tracy also reports the
existence of a compressed structure at 6 =0.68, whose notation would be
p(3VZ xVZ) R45°[9.39]. The real space structures developed by Biberian [9.39]
do not include dense domain walls since the molecules can relax into bridge
sites at antiphase domain boundaries. Following our previous argument this
relaxation eliminates long-wavelength collective excitations and thus leads
to a decrease in entropy with increasing coverage, which is expected if the
entropy is mainly determined by the individual degrees of freedom of the
molecules (Fig.9.9).

The above considerations correlating structure and thermodynamic obser-
vations at high coverages are based on the negative experimental results,
that no bridge bonded species are detected by vibrational spectroscopies. How-
ever, as discussed by Pritchard [9.37] before the data from Hayden et al.
[9.36] became available, there are reasons why it may be difficult to detect
bridge-bonded CO on copper surfaces.

We stress again that our interpretation of the high entropy values for
the nitrogen phases on nickel and carbon monoxide phases on copper assumes
that the substrate remains unaffected upon adsorption. If the substrate sur-
face phonon spectrum changes upon adsorption, because of either reconstruc-
tion or relaxation of the surface, significant changes in the entropy of the

adsorbate phase are also expected to occur.
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9.3.4 Thermodynamic Measurements at Very Small Coverages

We now briefly consider the situation where the density in the adsorbate
phase is low and the temperature sufficiently high to exclude interactions
between adsorbed species.

The work function is extremely sensitive to the adsorption of gases and
coverages 6 ~1072 can be measured. Another technique with a very high sensi-
tivity to adsorbate coverage is low-energy ion scattering (ISS) which was
used by M&ller et al. to measure the thermodynamics of nitrogen adsorption
on a Ni{110} surface in the very low coverage regime [9.20]. Figure 9.11
shows a comparison of an UPS isobar with an isobar constructed from the
attenuation of the nickel intensity in an ion scattering experiment [9.16].
Particularly apparent is the decrease in Ni signal at N2 coverages where
the d-band intensity in the UPS data is not affected, indicating the high
sensitivity of ISS for Tow adsorbate coverages. It was estimated that the
Towest Ni coverage measured by ISS is between 1073 and 1072 monolayers.
[9.26]. The inital decrease of Ni intensity is observed at the same temper-
ature at which jon scattering from adsorbed nitrogen or the first changes
in A¢ are detected. As discussed by Méller et al. [9.20], at low coverages
nitrogen has a high shadowing factor %oy of 3.5 + 0.2 which smoothly de-
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Fig.9.11. Comparison of Np adsorption isobars on Ni{110} obtained from the
attenuation of the Ni intensity in ISS experiments with isobars obtained by
the attenuation of the Ni d-band in UPS experiments and the work function
change
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creases to 0.8 + 0.1 at saturation. From incidence angle variations it
follows that such a large shadowing factor can only be understood if nitro-
gen is adsorbed on top of the ridges on the Ni{110} surface and not in the
furrows. If adsorption isobars recorded by ISS are used to evaluate the heat
of adsorption, the possible effect of the ion beam on the adsorbate layer
has to be considered because of sputtering and ion implantation. As de-
tailed elsewhere, the ion-beam-induced effects in the N2/Ni{110} system

are considered unimportant at a low incident jon flux and for measuring
times not exceeding ~1000 s [9.20].

The isosteric heat of adsorption for two different sets of ISS isobars
is shown in Fig.9.12 [9.16]. The Tower coverage scale is given in relative
Ni ISS intensity, the adsorbate coverage indicated in the upper scale was
derived from parallel UPS and XPS experiments. We note, that the initial
jsosteric heat of adsorption is higher but decreases at 6 ~0.25 approximately
to the values obtained from the XPS and UPS isobars. Further, the Q¢ re-
sults from the different isobar sets vary considerably, indicating a dif-
ferent state of the crystal surface. Since contaminants are ruled out as
a source of irreproducibility, the most 1likely explanation is that initial
adsorption of N2 with a higher heat of adsorption occurs on defect sites
on the Ni{110} surface with their relative density varying from experiment
to experiment and not evident by a visual inspection of the LEED pattern.
Ion-induced defects are not important, since the initial heat of adsorption
determined by ISS is in agreement with those obtained from A¢ measurements.
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The higher adsorption energy on steps on the surface is also found in thermal
desorption experiments on a stepped Ni{110} 9.46° (110} surface [9.27]. In
addition to the TPD maxima found on a Ni{110} surface, a distinct new desorp-
tion state with a desorption energy of ~46. kd/mol is found on the stepped
surface [9.27]. The entropy in the very low coverage N2 adsorbate phase also
indicates that the molecules are confined to defect sites or translate along
defect 1ines [9.16].

From these experiments it follows that surface defects provide adsorption
sites with a higher binding energy for N, on Ni{110}. The presence of these
defects in different concentrations may thus explain the irreproducibility of
qSt at Tow coverages obtained from ISS and also XPS isobars, which makes it
difficult to deduce anything about the lateral interactions in the low-cover-
age phase leading to the formation of (2 x1) islands. From an analysis of
single XPS isobars and TPD data, it follows that weak attractive lateral in-
teractions of W ~1.2 kd/mol are present in the (2 x1) phase [9.17,22].

9.4 Kinetics in Weakly Adsorbed Phases

Only limited data have been published for kinetic measurements in weakly
chemisorbed phases in contrast to the many studies existing for more strongly
chemisorbed gases on metal surfaces. Examples where the relation between the
thermodynamics of the adlayer and desorption and adsorption data has been
evaluated in more strongly chemisorbed phases include the work by Behm et al.
[9.48] for CO on Pd{100}, Pfniir et al. [9.12,13] for CO in Ru{001}, and
Horlacher Smith et al.[9.14] for H, on W{100}.

In the following we will discuss the few experimental results availabte
for kinetics in weakly chemisorbed phases, e.g., N2 on W{110} [9.49], Ni{110}
[9.50]and Ru{001} [9.51,52], CO on €u{110} [9.41], and for N2 on Fe{11l1}
[9.53-56]. Except for this last system, adsorption of the respective gases
is always associative and kinetic measurements refer to the adsorption and
desorption kinetics of the molecules. However, for N2 on Fe{111l}, a slow
chemical transformation of weakly chemisorbed N2 into a w-bonded precursor
for dissociation is observed and will be described here as an example of
chemical reactions in weakly chemisorbed phases.

Before we discuss the adsorption/desorption kinetics, we need to recall
a common observation in the systems discussed here, i.e., the very slow
ordering in the adsorbed phase leading to hysteresis in A¢ adsorption/de-
sorption isobars [9.16,21,33,35]. These slow ordering processes are most
pronounced at lower temperatures and lower pressure [9.16]. Measurements
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of LEED intensity as a function of time and temperature at fixed coverage
for N2 on Ni{110} reveal that ordering into the (2 x1) phase, i.e., elimi-
nation of domain boundaries, is associated with an apparent activation en-
ergy of 10-20 kJ/mol [9.16]. These slow ordering processes are also obvious
in the desorption data of CO from Cu{110} [9.41] when a wide range of heat-
ing rates is applied in the TPD experiments, as discussed in Sect.9.4.1.

It should be noted that these weakly chemisorbed phases seem to be suitable
candidates to test theories on the kinetics of domain growth in two dimen-
sions experimentally.

9.4.1 Adsorption and Desorption Kinetics

A clearly resolved two-peak structure is observed in the desorption traces
from a nitrogen-saturated Ni{110} surface [9.16,22]. The high-temperature
desorption peak is saturated at 6 =0.5 and the low-temperature peak then
grows with increasing coverage. Thus, the two desorption peaks are explained
by molecules desorbing out of the (2x1) and the high-coverage phases, re-
spectively. This interpretation is supported by an analysis of the activa-
tion energies of desorption determined from desorption isosteres which are,
within the error bars, identical to the isosteric heat of adsorption for
620.5. At 8>0.5, this method of evaluating the desorption energy gave values
with very large error bars, but the same trend as in gt at 6>0.5 is obvious
[9.501. The preexponential of desorption, evaluated from the isosteres by
assuming straight first order desorption or desorption via a precursor state
[9.22,50] is around 10143'1 until the steep drop in Ut and ED at 620.5
(Fig.9.13). Also included in Fig.9.13 are the preexponential factors for
desorption evaluated from the equilibrium measurements for 6 <0.5 from (9.13)
using the experimental sticking coefficient. In the coverage and temperature
regime of the equilibrium measurements, the sticking coefficient is constant
and high (s~1) [9.57]. The agreement between the values of v(6) determined
by different methods is good, and we conclude that desorption occurs out of
the equilibrium configuration of the adsorbate phase as represented by the
entropy of the adsorbate phase in Fig.9.5. However, there are several assump-
tions and limitations inherent in the evaluation of data using detailed
balancing arguments as discussed by Menzel [9.10] and Pfnilr et al.[9.12,13]
and the reader is referred to these articles and the references therein for
a detailed discussion.

Excellent agreement between kinetic measurements and equilibrium meas-
urements is also given for the sticking coefficient. By integration of the
desorption traces, a plot of coverage versus exposure can be made, from which
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the sticking coefficient, s=f(6), can be calculated. In Fig.9.14 the sticking
coefficient is displayed as a function of coverage 6. The sticking coefficient
s is constant up to 6=0.48, then drops to a value of s~0.3, increases again
and diminishes at saturation coverage. This behavior is observed not only at
Tow temperatures, but is evident at all temperatures where the commensurate-
fluid phase change is observed in the LEED experiments. At the higher temper-
atures, experiments involving adsorption and subsequent desorption cannot be
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carried out, since the residence time of the molecules on the surface be-
comes much too small. Therefore, detailed balance arguments were used to ex-
tract the sticking coefficient from equilibrium measurements using (9.13).
Figure 9.15 shows the result for s(6) [note that s(6) is not an isothermal
quantity anymore!] obtained from three isobars. The agreement with the s(e)
data from the desorption experiments is surprisingly good. In particular, we
note that at 6>0.5 also under equilibrium conditions a discontinuity in s(8)
occurs, which thus is clearly related to the commensurate-fluid phase transi-
tion.

The constant sticking coefficient up to saturation coverage can be ex-
plained by assuming a mobile "precursor" state, i.e., a molecule impinging
onto the surface is not reflected into the gas phase, but moves over the sur-
face for a time sufficient to accommodate its translational and internal
energy (Tgas=300 K, TS <200 K) and becomes chemisorbed. A distinction is made
between "intrinsic" and "extrinsic" precursor states; the former being
trapped over the bare surface, the latter on top of a chemisorbed layer.

The kinetic formalism relating these precursor states to the experimental
sticking coefficient has been reviewed in several articles [9.8-11]. A spec-
troscopic characterization of precursor states for molecular adsorption was
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was carried out at low temperatures for a few adsorption systems, e.g. N2 on
Ni{110}and Re{001} [9.58], N2 on Ni{111} [9.59], and CO on Ni{111} [9.60].
These low-temperature data (1'320 K) revealing the existence of an extrinsic
precursor for N2 chemisorption can qualitatively explain the behavior of

s(6) on Ni{110} for 86 ~0.5 [9.57,58]. The explanation of the behavior of s(8)
at the phase transition at 8 ~0.5 follows from the observation that conden-
sation into a second-layer precursor species starts before completion of the
chemisorbed monolayer, because molecules lose their translational energy be-
fore finding an empty site [9.58]. With increasing temperature (1'150 K)
[9.58] the residence time of the extrinsic precursor decreases and some of
these molecules will desorb before findina a vacant site in the almost sat-
urated commensurate phase, leading to a decrease in the stickina coefficient.
Apparently, once a high mobility in the adsorbate phase is present at 6>0.5,
it will be more probable again for the extrinsic precursor molecules to be-
come inserted into the chemisorption layer during their residence time on

the surface. This qualitative explanation, however, is speculative and needs
to be tested in simulations relating the kinetics of adsorption and desorp-
tion to the geometry and energy changes in the adsorbed laver.

Data on the sticking coefficient of N2 on other metal surfaces also show
a complex behavior. In the classic study of Bowker and King [9.49] of the
sticking coefficient of N2 on W{110} using a technique giving absolute values
for s(8), they found an increase in s(e) from $g=0.22 to s ~0.38 at a cover-
age of 1.7x10 4 molecules cm2 followed by a decrease to saturation coverage
(4.5 x1014 molecules cm2). The data were explained by a model where the ris-
ing sticking coefficient is attributed to improved transfer from a precursor
to the chemisorbed y-state when a nearest-neighbor site is already occupied
by chemisorbed y-nitrogen.

Whereas in the study of Bowker and King a continuous change in the sticking
coefficient with coverage was found, an abrupt change in s was observed by
Pfnilr and Menzel for N2 adsorption on Ru{001} [9.51,52]. In the coverage range
of 0.2<6<0.33 the sticking coefficient of molecular nitrogen shows a sudden
Jjump from s ~0.4 to about twice this value. Menzel et al. found that a dif-
ferent binding state close to physisorption is populated even before comple-
tion of the (V3xV3) R30° structure in which N, is bonded upright on top of
Ru atoms. Electron-stimulated desorption (ESD), TPD and electron spectroscopy
data suggested that the new state adsorbed onto the surface is not caused
interactionally, but is a distinct new species which may be lying on the sur-
face filling the area on the surface between the (V3 xV3) R30° islands of
chemisorbed y-nitrogen. The increase in s is then explained by the sudden
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opening of the adsorption channel for this species when the (V3 xV3) R30°
structure is near completion, but adsorption into the y-state still contin-
ues. A distinct drop in the isosteric heat of adsorption, the desorption en-
ergy, and the preexponential of desorption is observed at 6 =0.25, a some-
what higher coverage than that associated with the increase in the sticking
coefficient [9.52]. This behavior of s(6) was in contrast to CO adsorption

on the same surface, where a compression of the chemisorbed layer sets in
after complete filling of the (V3 xV3) R30° structure at 6 =0.33 resulting in
an adlayer with roughly identical molecules at each coverage [9.12,13]. The
population of a N2 species being physisorbed into the vacancies of a y-nitro-
gen layer was also reported by Umbach [9.59] in his Tow-temperature study

of N2-adsorption on a Ni{111} surface. He was able to prove by argon coad-
sorption experiments that this physisorbed species is confined to the metal
surface and is not physisorbed on top of the y-layer.

A nonequilibrium distribution of adsorbed molecules in the adlayer can
have drastic effects on desorption data. Harendt et al. [9.41] studied the
adsorption of CO on Cu{110} by LEED and TPD. Their LEED observations are
qualitatively comparable to those by Horn and Pritchard, but they found a
decrease in the activation energy of desorption from their isosteric evalua-
tion of TPD data well below the saturation of the (2x1) LEED pattern (defined
by Harendt et al. as 6=0.5) at 6 =0.35. Obviously, repulsive interactions in
the adlayer are refelcted in the desorption traces at coverages well below
saturation of the (2x1) phase. In the desorption data, only a broad peak
centered around ~205 K was observed at saturation coverage (Fig.9.16) and
not a two-peak structure as, for example, for N2 on Ni{110}, where a similar
sequence of LEED patterns was <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>