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PREFACE 

This book contains the formal lectures and contributed papers 
presented at the NATO Advanced Study Institute on. the Advances in 
Chemical Reaction Dynamics. The meeting convened at the city of 
Iraklion, Crete, Greece on 25 August 1985 and continued to 
7 September 1985. 

The material presented describes the fundamental and recent 
advances in experimental and theoretical aspects of, reaction 
dynamics. A large section is devoted to electronically excited 
states, ionic species, and free radicals, relevant to chemical sys
tems. In addition recent advances in gas phase polymerization, 
formation of clusters, and energy release processes in energetic 
materials were presented. Selected papers deal with topics such as 
the dynamics of electric field effects in low polar solutions, high 
electric field perturbations and relaxation of dipole equilibria, 
correlation in picosecond/laser pulse scattering, and applications to 
fast reaction dynamics. Picosecond transient Raman spectroscopy 
which has been used for the elucidation of reaction dynamics and 
structural changes occurring during the course of ultrafast chemical 
reactions; propagation of turbulent flames and detonations in gaseous· 
energetic systems are also discussed in some detail. In addition a 
large portion of the program was devoted to current experimental and 
theoretical studies of the structure of the transition state as 
inferred from product state distributions; translational energy 
release in the photodissociation of aromatic molecules; intramolecu
lar and intraionic dynamic processes. Dipolar contribution to the 
mechanism of triplet-triplet energy transfer in molecular solids; 
dynamics of excited states of atoms interacting with strong laser 
fields, as well as other important topics. 

The purpose of the proceedings is to provide the reader with a 
rather broad perspective on the current theoretical aspects and 
recent experimental observations in the field of reaction dynamics. 
Furthermore, the material presented in the proceedings should make 
apparent the future trends for research and demonstrate the signif
icance of collaborative research between theorists and experimen
talist in areas of importance to the understanding of chemical reac
tion dynamics specially of large organic, energetic, and biological 
molecules. 

The proceedings should be of interest to graduate and post
graduate students who are involved or starting research in these 
scientific areas, and to scientists who are actively pursuing 
research in reaction kinetics. Appropriate introductory overviews 
are provided in this text on the various aspects of reaction 
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dynamics, which might be of help before continuing to more advanced 
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TRANSLATIONAL ENERGY RELEASE IN THE PHOTODISSOCIATION OF AROMATIC 
MOLECULES 

R. Bersohn 
Department of Chemistry 
Columbia University 
New York, NY 10027 

ABSTRACT. When a large amount of energy is suddenly placed in an 
aromatic molecule, it can dissociate via a rather complex path. 
Measurements of translational energy distributions of the 
dissociated fragments of a variety of related molecules at 
different wave lengths clarify the dissociation processes. The 
reactions considered are 
1) aryl halides + h Y .... aryl radical + halogen atom 
2) s-triazine + hy"'3 HCN 
3) styrene or cyclooctatetraene + hV~benzene + acetylene 
The first reaction may involve direct cleavage of the C-X bond 
but when it does not there is an electronic energy transfer from 
the delocalized7t system to the C-X bond. The second and third 
reactions involve dissociations from vibrationally hot electronic 
ground states and comparatively little kinetic energy is 
released. The use of isotopically labelled styrene shows that 
rather extensive hydrogen atom migration precedes dissociation. 

The spectroscopy of aromatic hydrocarbons is rather well 
understood and even the spectroscopy of many substituted aromatic 
hydrocarbons has been studied in detail. They are therefore an 
interesting class of molecules for photodissociation studies. In 
this review three types of processes will be discussed. The 
first is the cleavage of a halogen atom from a haloaromatic: RX 
+ h"''''R + X. The second is the explosion of a triazine (a 
benzene three of whose CH groups have been replaced by nitrogen 
atoms) into three HCN molecules. The third and the most 
remarkable is the cleavage of a vinyl substituted benzene 
(styrene) into benzene and acetylene, a process preceded by an 
exchange of hydrogen atoms between the ring and the side chain. 

1 
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2 R. BERSOHN 

R-X + hy -R + X 

The simple cleavage of a carbon halogen bond is not as simple as 
it would first appear. When methyl iodide absorbs a photon whose 
energy is in its first absorption band, the resulting 
dissociation is a direct process, as simple as one can imagine. 
The mere observation of methyl radicals and iodine atoms leaves 
unanswered questions about the internal vibrational state 
di~tribution of Zhe methyl radical, the relative yield of 
I( P3/Z ) and I*( PI/Z ) atoms, and the distribution of relative 
translational energies. Even more subtle is the question of the 
anisotropy of the angular distribution of the fragments' relative 
velocity when not all directions of polarization of the 
dissociating light are equivalent. In the case of an aromatic 
iodide, the dissociation is indirect, that is, the first 
electronic surface to which the molecule is excited is. not the 
surface from which dissociation takes place. Additional 
questions therefore arise such as the nature of the final surface 
and the mean time required for crossing from the initial to the 
final dissociated surface. 

There are several lines of evidence that the dissociation of 
aryl halides is an indirect process. In the first place, the uv 
absorption spectrum of an aryl halide, RX, is very little 
different from that of its parent hydrocarbon RH. This is 
because the halogen atom states interact only very weakly with 
the Tr electron states of the aromatic rings. Moreover, the 
absorption of theTr electron system is usually much stronger than 
that of the C-X bond so that the latter absorption is submerged. 
(An exception is the forbidden first absorption band of benzene 
near Z50 nm; at this wavelength the absorption coefficient of 
iodobenzene is only about a factor of two greater than that of 
CH3I as compared to the usual factor of 10-100.) 

The above arguments while suggestive do not constitute a 
proof. Experiments using polarized light have proven that the 
transition is indirect. To understand these experiments one must 
first consider the alignment of the molecules dissociated with 
polarized light. The following is a classical derivation of this 
alf~me?~2 TheZmo~ecu~ar absorption coefficient is proportional 
toJ,14 if C.I = JA- i € cos 9 where £ is the electric vector of the 
light wave,JLif is the matrix element of the dipole moment 
operatorlbetween .. the initial and final states and 8 is the angle 
between and )4if. The anisotropy of molecular absorption is 
the ultimate source of the alignment. The distribution of 
tra2sition dipole axes with respect to the electric vector i.e. 
cos eis not what is observed. The observed distribution is that 
of dissociation axes at the instant of dissociation with respect 
to the electric vecZor (see Fig. 1). To obtain this distribution 
we must average cos 8 over the cone of angles X between the 



ENERGY RELEASE IN AROMA TIC PHOTODISSOCIA TION ..., 
dissociation direction and fA.. if' 

Using the identity cos 2 e !O+2P2(&)) , 
3 

2 
<cos ~> ;O+2P 2 (X)P 2 ( BE) 

where the Legendre polynomial addition theorem has been used to 
carry ou~ the averaging. We obtain an asymmetry parameter 
(3 = 3cos 'X - 1 = 2P 2 (X) which vtries from 2 to -1. 

As an experimental example , consider the isomers 1- and 
2-iodonaphthalene. When naphthalene is excited in the uv region 
240-280nm, the symmetry of this 52~0 transition is such that the 
transition is polarized along the short (9,10) axis. If the 
transition responsible for the photodissociation is simililarly 
polarized, then the angle X will be very different for the two 
molecules when they are excited in this uv region: 

~ 
f3 = 2 r 

00 
x = W/3 

f3 = -1/4 

r 

On the other hand, if the transition dipole is fixed with respect 
to the C-I bond then X and hence the asymmetry parameter ~ will 
be the same. Figs. 2 and 3 show the flux of iodine atom 
fragments emerging from 1- and 2-iodonaphthalene. These curves 
prove that the dissociation starts from the stable delocalized 
11 ,rr * state and ends at an unstable antibonding state largely 
localized on the C-I bond. 

50 far the discussion has centered on spectroscopy and on 
electronic pathways, but nothing has been said about the rate at 
which the dissociation takes place. Nature has provided us with 
a clock which is the rotational period of the molecule. Let us 
consider for the sake of simplicity a linear molecule which is 
rotating at an angular velocity W. The faster the molecule 
rotates relative to the rate at whbc~ it dissociates. the more 
anisotropy is lost. One can prove' that 

( 1.) 

where 1 is the average lifetime. The angular velocity depends on 
the rotational state, but the square of the angular velocity 

3 



4 R. BERSOHN 

averaged over the Boltzmann distribution is given by I IN 2=kT. 
At room temperature a typical molecular rotation period (2n/~) is 
about one picosecond. When the product w'( .... 0, Eq. (1) reduces 
to that previously derived whereas when W,. ... tIo, only one-fourth 
of the original anisotropy remains. This is contrary to one's 
intuition because one would assume that fast rotation should 
destroy all the anisotropy. The explanation is that, in the 
absence of collisions, the molecule rotates around a unique axis 
fixed in space; in the presence of collisions as in solution all 
anisotropy would disappear. 

Eq. ~1) implies that if one knows;(, measures~ and can 
average (c) properly, the lifetime"f can be extracted from the 
meas~red ~. Using a more complex version of Eq. (1) one can 
show that the experimental value of(l = 1. I8~0.13 for 
I-iodonaphthalene implies a lifetime for dissociation of 
1.0+0.2ps. This is an example of a picosecond measurement made 
with a dc lamp. 

Methyl iodide directly dissociates in a time much less than 
the rotational correlation time. I-naphthyl iodide dissociates 
in a time slightly less than the rotational correlation time. 
Fig. 2 shows the Br atom signal versus polarization angle. The 
very small angular dependence is consistent with an average 
dissociation time longer than the rotational correlation time. 
Similar results were found for 4-bromobiphenyl and 
9-bromoanthracene. These results are consistent with the fact 
that aryl bromide~ fluoresce but with small quantum yield, 
whereas aryl i8dides are not observed to fluoresce. Indeed, 
Huppert et al have shown that the fluorescence lifetimes of a 
number of aryl bromides were in the 30-I50ps range, whereas the 
fluorescence lifetime of aryl iodides was immeasurably short. 
The reason that aryl bromides decompose more slowly than aryl 
iodides may be that the spin-orbit coupling which mixes the 
singlet and triplet manifolds is weaker in bromine atoms than in 
iodine atoms. We assume that the crossing ~s from the SI Ot,~) 
state not to Tl but to a higher triplet (n,"*) state localized in 
the C-I bond. 

The variation of kinetic energy release with photon energy 
sometimes provides a clue as to the mechanism of dissociat~on. 
For example, when CdI2 is dissociated at 278 nm, its fragments 
have, on the a~erage, more kinetic energy than when 300 nm is 
used (Fig. 4). This is just what one would expect from a direct 
dissociation. When t,4'-diiodobiphenyl is dissociated by 2~5, 
279 and 299 nm light , exactly the same distribution of kinetic 
energies is obtained in each case (Fig. 5). Evidently the excess 
energy above the electronic origin is used in vibrationally 
exciting the 4-iodobiphenyl iodical and plays no role in the 
dissociation process. In some cases when the photon energy is 
increased, the kinetic energy even decreases. Fig. 6 shows that 
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when iodobenzene is dissociated at 249 nm, fairly fast fsagments 
result, but at 193 nm there are slower fragments as well. 
Indeed, the distribution at 193 nm appears to be a superposition 
of two distributions: one ident.ical with the "fast"' peak seen at 
248 nm and the other a "slow" peak. We tentatively assume that 
the fast peak is due to a rapid dissociation from the Sl state, 
whereas the slow peak is due to a slow dissociation from a 
vibrationally hot electronic ground state (Fig. 7). Fortunately 
this assumption can be tested by the use of polarized light. The 
rapidly dissociating fragments will exhibit strong angular 
dependence, whereas the slowly dissociating fragments will be 
almost isotropically distributed. Fig. 8 shows exactly this 
behavior. When the light is polarized parallel to the detection 
direction, the faster fragments are more abundant; whereas for 
the perpendicular polarization the slower fragments are more 
abundant. 

The dissociation of benzene into three acetylenes is highly 
endothermic, but as nitrogen atoms successively replace the 
isoelectronic C-H groups, the rings become progressively weaker. 
Consider the following series of dissociations: 

©- 3C2H2 +151.3 

© ---:II' 2C2H2 + HCN +117.1 

@- C2H2 + 2HCN + 84.1 

© ---+ 3HCN + 43.2 

@ -2HCN+ N2 "'10 

5 



6 R. BERSOHN 

A ring with 5 or 6 nitrogen atoms is unstable with respect to 
dissociation into three molecules. All of the above molecules 
when excited by a photon with an energy somewhat in excess of 
that needed thermodynamically to dissociate them are perfectty 
stable and have sharp spectra. The explanation of this anomaly 
follows from correlation considerations. The ground state of 
each of these aromatic molecules is a non-degenerate singlet and 
so are the ground states of the small molecules into which they 
dissociate. Any electronically excited state of the parent 
molecule must therefore dissociate into three small fragment 
molecules, at least one of which mgs5 be electronically excited. 
In the experiments to be discussed ' , which were carried out at 
248 and 193 nm, not enough energy was available for electronic 
excitation of any fragment. Dissociation had therefore to take 
place from the ground state of the parent molecule. Thus we can 
distinguish between two threshold energies for dissociation. One 
is the amount of electronic energy which must be supplied before 
the molecule can rapidly cross to the ground state; the other is 
the minimum amount of vibrational energy which must be supplied 
to the ground state molecule to produce dissociation. The 
former, for s-triazine is about 100 kcal/mole; the latter would 
be the activation energy for thermally dissociating the molecule 
and might be only slightly greater than the dissociation energy 
of 43 kcal/mole. 

Fig. 9 shows the distribution of times of flight of HCN 
fragments from the point where they are formed at the 
intersection of the molecular beam and the laser beam to the 
ionizer of the mass spectrometer which detects them. The 
fragments generated by light at 248 nm, paradoxically, move 
faster than those generated at 193 nm. The translational energy 
distribution shown in Fig. 10 is calculated from the time of 
flight distribution assuming that each HCN travels with the same 
speed. 

Table I shows the average partitioning of ener~y at the two 
photon energies. The work of Goates, Chu and Flynn enables us 
to analyze <E1NT> in more detail. They also dissociated triazine 
vapor with 193 nm light and observed subsequent ir emission. By 
observing the emission through different filters, it was found 
that there are about 70 times as many quanta in the bending modes 
as in the C-H stretch. (The CN stretch could not be investigated 
because of the very small dipole derivative associated with this 
mode.) 
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Table I Average energy partitioning in HCN fragments 

A(nm) hY EAVAL <ET>/3 <E INT>/3 

193 148 105 2 33 
248 115 72 10 14 

EA A = h1(-dissociation energy. <ET> and <EINT> are the average 
to¥a! translational and internal energy, respectively. All 
energies are in units of kcal/mole. 

Once the surface crossing is accomplished, the dissociation 
is so quick that there is no time for vibrational equilibration. 
The evidence for this is as follows. The fact that the 
vibrational energy is greater and the translational energy is 
less at the higher photon energy suggests that the surface 
crossing occurs at a different region in configuration space 
corresponding to a greater distance between HCN molecules. If 
vibrational redistribution were rapid on the time scale of 
dissociation, we would expect more translation energy at the 
higher photon energy. Moreover, we would not find a large 
imbalance of populations in the bend and C-H stretch modes. As a 
mnemonic this extremely rapid separation of the three HCN 
molecules can be called an "explosion." 

This section describes a remarkable series of intramolecular 
hydrogen atom transfers occurring in styrene after it is 
electronically excited. To begin with, a more energy rich isomer 
of styrene, nafrly cyclooctatetraene (COT) has a cOfplel 
photochemistry when irradiated in its first weak Br Al 
absorption bond near 250 nm. Dissociation into benzene and 
acetylene occurs as well as isomerization to a variety of 
compounds includi2g8bicyclo-[4,2,0]-octa-2,4,7-triene (BOT), 
tricyclo-[3,3,D,0 ' ]-octa-3,6-diene (semibulvalene), 1 1 
1,5-dihydropentalene and styrene. COT has a very strong Ar Al 
absorption peaking at 193 nm which made it an attractive 
candidate for a molecular beam study of its fragmentation by a 
193 nm ArF laser. Consider the energetics of the various C8H8 
isomers shown in Fig. 9. Only 3 kcal/mole are required to 
dissociate COT into benzene and acetylene; at 193 nm, 145 
kcal/mole would be available to keep the molecule overcome any 
barrier to dissociation. How would this large amount of 
available energy be distributed between translation and internal 
energy of the fragments? In the past, such a question was seldom 

7 



8 R.BERSOHN 

asked for such a complex dissociation because no experimental 
answer could be given. Today, with the advent of molecular beams 
and laser&, such a question can be answered. 

When photodissociated in a molecular beam at 193 nm 
cyclooci~tetraene dissociates exclusively into acetylene and 
benzene • The total average translational energy release is 18 
kcal/mole which is 12% of the 145 kcal/mole available energy. 
When styrene is dissociated under the same conditions, again only 
acetylene and benzene result. The average total translation 
energy release is 13 kcal/mole which is again just 12% of the 
109 kcal/mole available energy. Had every final state been 
equally occupied, given that there are 37 vibrational modes in 
the products, only 4% of the available energy would have been 
released as translational energy. Another way of stating the 
results is that the reaction coordinate along which dissociation 
takes place largely involves distortion of internal coordinates 
of the benzene and acetylene molecules. As the separation takes 
place the energy does not flow out of the vibrations and into 
translation but remains in the internal vibrations. 

What is the mechanism of dissociation of COT into benzene 
and acetylene? It is likely that the acetylene is derived from 
adjacent carbon atoms of the eight membered ring so that the 
activation energy for the process is that required to bring 
together, let us say, carbon atoms 1 and 4 thus squeezing out aa 
acetylene moiety from the two intervening CH groups: 

COT BOT 

The postulated intermediate is in fact an energy rich BOT 
molecule. 

III 

A more difficult question is the mechanism of dissociation 
of styrene. The side chain contains three hydrogen atoms and one 
of them must be removed in order to produce the C2H2 product. 
(No vinyl radicals were observed.) As the kinetic energy release 
for the two dissociations is similar, it is tempting to 
postulate an identical intermediate, namely BOT. Another 
possibility is the reformation of COT. Isotopic studies show 
that the situation is in fact more complex than is implied by 
these straightforward questions. An experiment with C6H5CD=CH 
would at first sight appear to provide a definitive answer. I~ 
the~-deuteron is transferred to the adjacent carbon atom, then 
only mass 26 i.e. light C2H2 will be found. (If vinylidene, 
~CH2 is formed it will isomerize to acetylene but its mass is 
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still 26.) If thefil-proton is transferred to the ring carbon 
atom by a 1,3 jump, then only mass 27, C2HD will be found. In 
fact both masses are observed, the ratio of 26/27 being 
1.46:0.10. Evidently both ~ andf3 hydrogen atoms can be 
transferred to the ring. An experiment on C6DSCH=CHJ would yield 
only light acetylene if the reverse jump, from ring fo side chain 
were forbidden. Instead what was found was a ratio of 2.29+0.10 
for mass 26/mass 27. Dissociation via an 8-membered ring is 
clearly excluded by the measurements. 

A unified explanation of these observations was given by 
N.J. Turro who proposed a BOT intermediate across whose square 
ring 1,3 hydrogen atom jumps take place easily. Fig. 11 shows 
the various jumps which are possible. The model assumes a rate 
constant kf for 1,3 jumps to the ring and kb for 1,3 jumps from 
the ring. ~ and kD are the rate constants for the dissociation 
into light and heavy acetylene, respectively. If the H atom jump 
rates kf and kb were much faster that the rates of dissociation 
kH and RD, then the ratio of mass 26/mass 27 would be ka/kD for 
both C6HsCD=CH2 and C6DSCH=CH2• The ratio is clearly d1fferent 
which rules ouf this possibilIty. If the H atom jump rates were 
sufficiently slower than the rates of dissociation, then 
C6HSCD=CH2 would give only heavy acetylene and C6DSCH=CH2 would 
give only light acetylene in contradiction to the experiment. We 
conclude that the rates are of comparable order of magnitude. 
When the seven rate equations implied by Fig. ? are integrated, 
one obtains good agreement with the experiment using the values 
kb/k f =2.20, kH/k f =0.40 and kD/k f =0.20. A plausible reason that 
BOT aissociates raster to form C2H2 than C, HD is the 
Franck-Condon factors associated wIth the Bent acetylene as it 
dissociates. These factors will be smaller for HCCD which for 
the same configurational energy will be excited into states of 
higher vibrational quantum numbers than HCCH. 

Acknowledgment: This work was supported by the U.S. National 
Science Foundation 
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Fig. 11 Mechanistic steps assumed in the photodissociation of 
deuterium labelled styrene. Open-ended bonds around six-membered 
rings stand for -H if starting with compound I, for -D if 
starting with compound II. 
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THE STRUClURE OF THE TRANSITION STATE AS INFERRED FlU1 PKDUCT 
STATE DISTRIBUTIONS 

Richard Bersohn 
Depart:nYant of Chemistry 
Columbia University 
New York, NY 10027 

ABSTRACT. Three reactions are considered: 

S(~) + OCS = ~2 + CD 
F+CHI =CHF+I 
A + HD3 = AH1D) + D(H) 

In each case laser induced fluorescence measurenents on the nascent 
products !)emits a strong inference about the nature of the transition 
state. 1 

3 1 When S( D) reacts with OCS, S2 is produced both in the 
X Eo and a A state~. In spite of the large exoergici ty of both 
reactions, the 82 (X r) is rotationally cold whereas the alA state is 
rotationally exCl. ted with a max.i.nllm population at J = 65. An 3 
explanation is that the non-adiabatic process which produces 82 (X l: ) 
proceeds via a C intennediap: OCS2 . On the other hand the r:oaerately 
narrow' J distribu~ion of 8,}(a 6.) implies a l.imited range of irnt:>act 
oarameters in an abstraction process. 
- When fluorine atcms react with nethyl,ethyl,isopropyl and 
t-butyl iodide, IF is produced in ~able anounts. On the other hand 
I atans are also products of the reaction with CH3I but the yield 
rapidly diminishes as the bulk of the alkyl grout? increases. This is 
evidence for a Walden inversion. 

Reactions of the type A + H fall into two groups. When 
AH is rot a stable nolecule, (H , FH2 ) th~ reaction proceeds by 
~traction whereas if AH2 is s~le (H20,H2S,CH2>, the reaction 
involves an insertion. Ph~ical argumen'Es are given that the HID atan 
ratio in reactions A + HD will be less than one for abstractioljlS and 
grtFlter than one for insertions. Experimental results for F,O (1) and 
8 (L» are in agreement. 
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AlI + H 

H + D2 = HD + D 

The H + H2 reaction is the most central reaction in 
chemical dynaml.cs. However unless one observes directly a 
para-ortho transition on collision it is hard to observe 
reactive collisions in this system. The next best thing, an 
isotopic variatio~ ~f the reaction has recently been studied 
by laser methods.' The H atoms were obtained by photolysis 
of HI at 266 nm. The photolysis produces two kinds of 
iog!ne atoms in a ratio of 1:2 , those with and without 7603 
cm (21.7kcal/mole) of electronic energy. Correspondingly 
there are slow and fast hydrogen atoms produced with kinetic 
energies of 15.2 and 36.8 kcal/mole in the laboratory 
system. If the hydrogen atoms are colliding with D2 
molecules which are virtually at rest,then the kinetic 
energy of relative motion of the Hand D is 4/5 of the 
hydrogen atom kinetic energy in the lab sys~em. The balance 
'of the energy is the translational energy of the center of 
mass. Thus the kinetic energies of relative motion are 12.2 
and 29.4 kcal/mole. 

An extensive cal<:3ulation of the potential surface of 
three hydrogen atoms shows that the threshold energy for 
this reaction is in the collinear approach at 9.7 kcal/mole. 
Thus in principle some of the minority slow hydrogen atoms 
could be reactive. However the barrier rises rapidly as the 
HHH angle increases from 0 degrees. For a perp,fndicular 
approach the barrier to reaction is 62 kcal/mole. Thus we 
can safely neglect the slow hydrogen atoms which can only 
react when their relative velocities make only a small angle 
with respect to the D2 molecule. Even the fast hydrogen 
atom is restricted in ~ts reaction possibilities. When the 
H atom approaches at an HOD angle of greater than 90 
degrees, the barrier will be higher than 29.4 kcal/mole and 
reaction will be impossible. In other words sidewise 
collisions can not be reactive. If a H atom travelling with 
the speed attained by dissociation of HI at 266 nm were to 
strike a D2 molecule perpendicularly at its center and were 
it able to react, the HD product would have a rotational 
quantum number J = 8. In fact a maximum in the angular 
momentum distribution of the HO product molecules occurs £02 
J < 4 when v = 0, J = 4 when v = 1 and J = 2 when v = 2. ' 
This is an experimental proof of the theoretical prediction 
that end on collisions are more likely to be reactive than 
sidewise collisions. 
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F + H2 = HE + H 

The reaction of fluorine atoms with hydrogen molecules 
has probably been more extensively studied by chemical 
physicists than any other reaction. The central attraction 
has been that the reaction exothermicity, 31.7 kcal/mole is 
mainly channelled into vibrational energy of the HE product. 
The population inversion is so great that tpe system can be 
made to lase in the ir at the HE vibrational frequency. 
Also important is its theoretical simplicity approaching 
that of H + D2 . An ab initi~ %alculation has been made of 
the potential energy surface.' Infrared chemiluminescence 
studies have revealed the distributio~ over v and J states 
(except for v = 0) of the HE product. Ratg o/0nstants have 
been measured as a function of temper1oure' artd isotopic 
substitutions i.e. Dl or HD for H2 . Extenptve crossed 
molecular beam studres have been reported. Classical 
trajectory Cfl~ations have been carried out on a variety 
of surfaces. ' 

The potential sur face for the F + H2 reaction has a 
barrier of 1.6 kcal/mole for the collinear approach and 13.6 
kcal/mole for a symmetric sidewise approach. This 
theoretical preference for the end on collision is confirmed 
by the observation that the HE products are formed in 
relatively low J states. Fig.l contains two triangular 
plots of the fractions of the reaction exoergicity released 
as translation (T) , vibration (V) and rotation (R) . For H+D2 
the energy is mainly released as T whereas for F+H2 it: 
mainly appears as V. In both cases the rotational energy 
release is small. 

O(ID) + H2 = OH + H 

The potential surface for the O(ID) reaction has a slight 
barrier of 0.8 kcal/mole in the collinear system but is 
strongly attractive for the sidewise approach. The OH 
radicals produced in this reaction are strongly rotationally 
and vibrationally excited. 

There thus appear to be two classes of potential surfaces 
for reactions of the type A+H There are those such as H + 
H2 and F + H2 for which the p~tential barrier rises steeply 
as the approach of the H atom deviates from collinearity; 
this kind of surface favors the collinear reaction which is 
characterized by a backward motion of AH in the center of 
mass system. The atom A "abstracts" an H atom from the H2 
molecule. The other class of potential surface is 
characterized not only by the absence of any barrier in the 
perpendicular approach but rather a deep well. This well 
may capture transiently the H molecule forming an AH 
molecule which will bend violentfy, undergoing inversion anA 
ultimately dissociate into AH and H. Such a reaction is 
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called an insertion reaction. The reason for this 
difference of behavior is clear on chemical grounds. The 
abstraction reactions of H with an atom A having a single 
unpaired electron take pla~e on an electronic surface which 
has no potential minimum at finite distance e.g. H3 and H2F 
are not stable molecules. On the other hand when tfie atom A 
has two spin paired electrons each in a different spatial 
orbital the reaction takes place on a surface with a finite 
minimum corresponding to a stable molecule e. g. H20. In 
this case, insertion to form the transient molecule is the 
typical event. 

An observable which usually distinguishes between a 
direct and an indirect (intermediate complex) reaction is 
the differential reactive cross section. In a direct recoil 
reaction the heavy product is scattered into the backward 
hemisphere,1.e., opposite to the initial velocity of the 
heavy atom. When a reaction complex is formed which lasts 
at least as long as a rotational period, the differential 
cross section is symmetrif5 between forward and backward 
directions. As Buss et al. have remarked, the converse is 
not necessarily true. That is, when an atom makes a lateral 
attack on a homonuclear diatomic molecule, there will be 
forward backward symmetry in the differential cross section 
regardless of the duration of the reaCtion complex. T£5 
observation of this symmetry as in the O( D) + H reaction 
is nevertheless a valuable guide to the struciure of the 
transition state. 

Another aspect of these fundamental reactions to which 
relatively less attention has been directed is the isotopic 
branching ratio of the reaction 

A + HD = AH(D) + D(H) 
Laser techniques have provided the means to measure the HID 
ratio directly at a time so early that the product hydrogen 
atom does not have Mme to collide after it is formed. 
Recently, Wallenstein has shown that Lyman alpha radiation 
at 121.6 nm can be generated by focusing 364.8 nm light in 
krypton gas. It is now convenient to use a laser induced 
fluorescence (LIF) or mul tiphoton ionization scheme to 
measure the relative abundance _£f Hand D atoms whose 
absorption lines are only 22 cm apart. Typical spectra 
are fhown in Fi~. 2. The H/D ratios for the reactions of 
F,O( D) and S( D) w45h HD are 0.6610.10,1.13±0.08 and 
1.91!O.10 respectively 

Muckerman has shown by classical trajectory studies on 
semiempirical potential energy surfaces that at low energies 
fluorine atoms form HE in approximately collinear collisions 
and thf2 product HE recoils bac~ard in the center of mass 
system On the other hand, for D atoms with deep potential 
wells, at low energies it is found that most of the reactive 
collisions take place by th~Amtrance of the reactants into 
a strongly attracting region . The bending vibration of 



26 

.c ... 
c 

>-
!= 
If) 

Z 
LaJ 
I-
Z 
H 

LaJ 
U 
Z 
LaJ 
U 
If) 

LaJ 
a: 
0 
:::l 
.J 
I.L. 

(a) 

F(2p )+HO 

(b) 

o (10)+ HO 

(c) 

s (10) +HO 

R. BERSOHN 

H o 

Fig.2 Fluorescence excitation spectra of the Hand D ato~~ 
products of reactions A + HD. The Hand D peaks are 22cm 
apart. 
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the quasi-AH2 molecule is so strongly excited that the 
molecule inverts through the linear configuration several 
times and then dissociates. We thus have a basic 
qualitative description of the 1various rfactions. F and H 
react by abstraction whereas O( D) and S( D) react mainly by 
insertion. 

The HID ratios quoted here are room temperature thermal 
averages of the ratio of the rate constants for the two exit 
channels of the A + HD reaction. The subtleties of the 
dependence of the reactive cross section on th~2J state of 
HD and on the relative incident kinetic energy have been 
buried. Nevertheless one can supply twa classical arguments 
which suggest that the HID ratio will be <1 for abstractions 
and >1 for insertions. When the HD molecule rotates, the H 
atom describes a larger circle than the D atom and is 
therefore more likely to intercept an attacking A atom. On 
the other hand, in an HAD complex the same forces act on 
both Hand D and the lighter atom should have a higher 
probability of escape. 

The three ratios measured (F~. 2) sati~fy the general 
classical expectation i.e. for O( D) and S( D) HID> 1 and 
for F HID < 1. Thus it is clear that there is qualitative 
agreement with the principle that radicals will abstract and 
yield HID < 1 whereas diradicals will insert and yi~ld HID > 
1. There is however a severe discrepancy for 0 (D) + HD 
between the results of a classicat4 trajectory calculation 
which gave a value of about 4.5 and the experimental 
result of 1'l3Z0.0S. A number of potential surfaces for the 
reaction 0 ( po) lS+ H2 have recently ~9~'2l obtained by 
semiempirical' and ab initio methods . Trajectory 
calculations of HID have been carried out only for the 
Whitlock,Muckerman and Kroger surface. It would clearly be 
important to see whether the calculated HID is a sensitive 
function of the shape of the potential surface. 
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Reactions of an atom with a diatomic molecule are of 
maximum theoretical interest because their potential 
surfaces have only three coordinates. Moreover there is 
only one set of vibrational and rotational states to be 
determined. Here we consider a reaction of an atom with a 
triatomic molecule and we will find nevertheless that final 
state distributions of just one of the products give us a 
picture of the transition state. Singlet state sulfur atoms 
can be produced by photodissociation of OCS i~2 its first 
absorption band extending from 250 to 210 nm. These in 
turn can react with their parent to form S2 and CO. The 
reaction is so exothermic that in fact two flnal electronic 
st!te channels are open1 Namely: 
S ( D) + OCS CO + S2 (a /Ji g) ~H = -42 kcal/m01 

S(1D) + OCS = CO + S2(X3~g) ~H -55 kcal/mol 

These reac~lons have been studied by a technique involving 
two lasers . An excimer laser at 248 nm dissociates the 
OCS and a microsecond later a dye laser probes the S 
product by exciting its fluorescence. The time dela§ 
between the two laser flashes is chosen to be long enough 
that some product has accumulated but not so long that at 
the given pressure the product will have collided with other 
molecules. 

The reactions leading to singlet and triplet pro~~ts 
will be discussed separately. A scan of the LIF of S2( ~ ) 
obtained from -}5 . m Torr of O~S is shown in Fig. s. THe 
progression B ~ (v I =4-9) ~X L! (v"=O) dominates the 
spectrum. Lines oiJlginating from $" =1 and 2 states are 
absent. Thus under single collision conditions the triplet 
S is formed only in the v" =0 state. A close-up of the 
(~~O) transition (Fig. 4) reveals the rotational 
distribution of the S2. From a comparison of this spectrum 
with a calculated. spectrum, using the formula for 3ghe line 
strength factors as derived from Tatum and Watson ,it is 
found that the rotational temperature is 150+15K. The S is 
an extraordinarily cool product to emerge from a t:"eaction 
which is 55 kcal/mole exoergic. As virtually none of the 
energy is released into the internal degrees of freedom, the 
vibrational energy of CO and the relative translational 
energy are all that remain as possible sinks for the energy 
release. • 

The internal state distribution of the singlet and 
triplet product 1are very different. The LIF excitation 
spectrum of S (a A v"=l) state is shown in Fig. 5. Only 
very weak sigJals we'te seen originating from the v"=O and, 2 
levels. The intensities of their signals are proportional 
to the product of the vibrational population P(v") and the 
Franck-Condon factor Fe (v I ,v") for the (v '~ v") transition 
in question. Owing to the 0.26 A difference in bond lengths 
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between the upper (f) and lower(a) states, the Franck-Condon 
factors of lines originating from the ground state are all 
very small in the wavelength region which was accessible in 
the experiment. The (5,1) line is the most intense line 
originating from v"=l and was studied in detail. The 
Franck-Condon factors for the v"=2 states are larger and the 
fact that negligible intensity was seen for these 
transi tions implies that the v" = 2 state has negligible 
population. Thus we conclude that there is appreciable 
population only in the v" = 0 and 1 states. The rotational 
distribution for the v" = 1 state inferred from Fig. 5 is 
shown in Fig. 6. This distr ibution which peaks at J = 65 
differs considerably from a Boltzmann curve. 

The diabatic reaction S (lD) + OCS = S 2 (X32!) + CO 

A chemical reaction involving a spin change in which only 
light atoms are present must necessarily involve a collision 
complex. This rather sweeping general~ation follows from 
the specific example discus~ed by Tully 3 of the large rate 
constant for the process O( D) + N2 = O( P) + N2 . A simple 
atom-atom like collision does not provide enough time for 
the comparatively weak spin-orbit interaction to effect a 
change of state. Otherwise put, when the system passes only 
twice through the intersection of two potential surfaces, 
there is a much lower probability of surface crossing than 
when there are many passages. This will happen when the 
trajectories of the reactants become highly tangled so that 
the collision lasts longer. Collision complexes will be 
formed if there is a deep potential well between the 
reactants. Thus, in Tully's example, ~20 is a stable 
molecule and in the present case we will argue by analogy 
that COS 2 is a stable molecule. 

Most germane to the present stUdy is the observation24 ,25 
that the molecule CO can be synthesized by the low 
temperature (20K) phototysis of ozone in a solid CO2 matrix. 
Five distinct frequencies were observed in the infrared 
spectrum. A structure with threefold symmetry would have 
only four distinct frequencies but any other structur~6f~8 
CO would have six. Valence theory calculations 
su~gest that the proper structure is a planar C2 form. In 
this shape the molecule is isostructural a~ well as 
isoelectronic with cyclopropanone; the addition of O( D) to 
CO2 to form C03 is analogous to the addition of CH2 to CH CO 
to form cyclopropanone. 2 

There are then experimental and theoretical arguments for 
the existence of C03 . A number of observations in the gas 
phase can be nice~y explained by the formation of a 
transient singlet state 1C03 . For example, isotopiC exchange 
of oxygen ato~s in the D state with ~~ atoms in CO is 
facile but O( P) atoms do not exchange ' 2 
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Let Us construct a correlation diagram for the molecule 
COS and its various fragments. First of all, we assume 
that there is a potential minimum for this molecule i. e. 
that it exists and is at least quasistable. In analogy with 
CO we further assume that the minimum occurs for a planar 
C2 3 structure. Fig. 7 is a suggestive correlation diagram 
fO¥- the COS 2 system. As with the CO system a slight 
maximum in tne triplet energy surfa~ is ~ostulated in order 
to explain the low reactivity of S( P) atoms with OCS. The 
potential barrier in the singlet exit channel traps the COS 2 
long enough so that it has 3time to cross to the triplet: 
surface either to form S( P) (quenching) or S2 + CO 
(reaction) . 

The experimental result on the diabatic reaction is that 
the S2 product is vibrationally and rotationally cold. 
These Tacts have a simple relation to the C2 COS 2 molecule. 
The intersection of the triplet and the singlet surfaces is 
postulated to be at an S-S di~t~ce which is close to the 
average bond distance in the X ~, S2 molecule, i.e. 1.89A. 
This provides a natural explarlktion of the lack of 
vibrational excitation. The lack of rotational excitation 
implies that the repulsive forces acting during separation 
of products are directed at the center of mass of S. This 
could happen, in prinCiple, in a linear geometry bat there 
are no acceptable bond structures that one could draw for a 
linear molecule nor are there isoelectronic analogs. Thus 
we are left with the C2 geometry and the clear implication 
that both C-S bonds v are broken simultaneously. The 
threefold coordination of the carbon atom implies planarity 
which in turn implies that the departing CO, like the S , 
will not be rotationally excited. The rotational cooling 8f 
the S2 can be understood on the basis of a simple classical 
argumE§nt. Rotation of COS about its C axis involves 
motion of the sulfur atoms 8nly and this r~tational energy 
will be conserved during dissociation. On the other hand, 
rotation about the perpendicular in plane principal axis 
will, as the products separate, become largely energy of 
motion of the faster CO product. Thus the S2 will lose 
roughly half the rotational energy which it had when it was 
part of the COS 2 molecule. 

The adiabatic reaction S(1D) + OCS = S2(a1Ll) + CO 

The S (a1 A ) product of the adiabatic reaction has a 
vibrational distribution which is probably peaked at v=O but 
has an appreciable value at v=l. In view of the large 
exothermicity, the small amount of vibrational excitation 
found in the newly formed S2 bond is surprising. In many 
abstraction reactions with Univalent atoms (e.g., K+CH I, 
F+H2) the majority of the exoergicity is released into ~e 
neWly formed bond. The prior expectation in the present 
case is that equal amounts of vibrational energy should 
appear in CO and S2 The present reaction in which the newly 
formed S2 has less~han its a priori share s~rongly suggests 
an extenSive redistribution of energy which is done by means 
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CORRELATION DIAGRAM FOR THE LOWEST ELECTRONIC STATES 
IN THE REACTION OCS + S _ CO +S2 
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of a reaction complex. Just as with the diabatic reaction 
we assume that the reac~ive collision begins with an 
addition of the divalent S( D) atom to the C=S bond to form 
a COS Z intermediate. We have previously postulated that 
this complex undergoes intersystem crossing in a symmetrical 
C2 configuration and therefore both C-S bonds are broken in 
a ~oncerted way. The complex is postulated to dissociate on 
its singlet surface by two consecutive C-S bond ruptures. 

The narrow rotational distribution of the S2 (a~ A v=l) 
peaks at J=65. It does not have a Boltzmann shapJJ and 
therefore cannot be parametriIed by a rotational 
temper~£ure. However J=65 for S2(a ~ v=l) whose B value is 
O.29cm corresponds to 3.6 kcal~ol. The model of 
consecuti ve bond breakage which we propose would predict 
that the CO should also be rotationally excited. The 
rotational distribution of CO would help to clarify our 
present somewhat rough model of the reaction mechanism. 

In general, for reactions of the type A+BCD = AB+CD, one 
expects that much more energy will be released into internal 
energy of the new bond AB than into the old bond CD. This 
expectation is reasonable for reactions which proceed by a 
direct mechanism. The intermediate complex in an indirect 
mechanism could provide the means for an extens~e energy 
redistribution as in the reaction producing S2 (X ~ ) . In 
this case the energy disposal is determined mucn more by the 
geometrical configuration at which singlet and lr~plet 
surfaces cross. The reaction which produces S (a 6 ) is 
somewhat less extreme. Of the 42 kcal/mol energt release, 
typically N3 kcal/mol appears as vibrational energy and 3-4 
kcal/mol as rotational energy. In both cases, however, only 
a minority of the energy is released as internal energy of 
the new AB molecule. 
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F + RI RF + I 

In the two preceding sections applications of laser 
chemistry were given to three and then four center 
reactions. Now we consider a more complex reaction with at 
least six centers for which the main contribution of laser 
techniques is to detect a species at such an early time that 
it must be a primary reaction product. When fluorine atoms 
attack methyl iodide molecules, three reactions occur: 
F + CH3I = CH3 + IF .6HO = -10.3 kcal/mol 1) 

F + CH3I = CH2I + HE 

F + CH3I = CH3F + I 

-36.5 kcal/mol 

-70.9 kcal/mol 

2) 

3) 

The three possible reactions provide a classic 
confrontation between statistical expectation and potential 
barriers. The most exothermic reaction has the greatest 
number of final states and is therefore statistically the 
most likely to occur. In fact the rate constant for 
reaction 3 is two orders of magnitude smaller than that for 
reaction 1 which is the dominant oIJEi. Reaction 1 has been 
studied by crossed molecular beagz> and by laser induced 
fluorescence of the IF product Reaction 3 has been 
studied by experiments done with mixt~3e~4of SF6 and CH3I in 
two remarkably different experiments. ' . In one case the 
gas at 4 atm pressure was irradiated with hi9f8 energy 
neutrons. The resulting (n,2n) reaction produced F atoms 
which were thermalized in the high presure gas in which CH]I 
was a very minor component. The absolute rate constant fOr 
each of the three reactions was determined by radiochemical 
analysis of the products. In the second experiment the same 
gas mixture was irradiated but this time not with neutro~~ 
but with a COL laser. Moreover the pressure was only 10 
atm and the Sf fi. and CH3I pressures were comparable. The 
iodine atom proQuct 0 f reaction 3 was detected wi thin one 
microsecond after its forma~n by a two photon laser 
induced fluorescence technique In this meihod two photons 
~re absorbed at 304.7 and 306.7 nm by the P3/2 (I) and the 

PI/2 (I*) atoms, respectively. The excited lodine atoms 
em t an infrared photon followed by a vacuum ultraviolet 
photon, which is detected. The resulting fluorescence 
intensities for the I and I* atoms are shown in Fig.8 for 
methyl,ethyl,isopropyl and tert-butyl iodide. (Besides the 
iodine atoms produced in reactive colliSions, iodine atoms 
are also produced during the probing pulse by a two photon 
absorption by the alkyl iodide.) From the relative 
intensities one sees that a tertiary iodide does not give 
iodine atoms, a secondary iodide does give some and a 
primary iodide gives much more. An exactly parallel 
behavior is shown by the Walden inversion in solution. 
Strong laser induced fluorescence of IF was seen for all the 
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alkyl iodides discussed here and also CF3I but iodine atom 
signals were not seen for t-BuI and CF 3I. 

Reaction 3 is an extremely exothermic reaction. It is 
therefore reasonable to assume that some of the decline in 
potential energy takes place already in the entrance 
channel; in other words the fluorine atom is attracted to 
the back side of the CH3I molecule just as it is to the 
front. Supporting this assumption is the fact that when 
excess argon was added to the reaction mixture to thermalize 
the fluorine atoms, no effect was seen on the I atom yield. 
(The F atoms photodissociated from SFn move relatively 
slowly but a~appreciable fraction have K1netic energies of 
2-4 kcal/mol .) However when sufficiently bulky groups are 
present, the fluorine atom can not approach closely enough 
to the carbon atom to feel its attraction and there is a 
barrier in the entrance channel. 

How can one prove that the reaction producing iodine 
atoms is truly a Walden inversion i. e., that the F atom 
approaches from the back side of the carbon atom? A 
classical proof would begin with an optically active iodide 
and show that the product fluoride had the opposite 
configuration. A direct proof would be to carry out the 
reaction 3-r~ beams of F atoms and oriented CH3I 
molecules' and to show that the reaction cross section 
increased when the CH3 group was oriented toward the F atom 
beam. Here we rely on a less rigorous argument. The 
reaction does not take place with an alkyl iodide such as 
tert-butyl iodide that is strongly hindered on its back 
side. Neither does it tak8 place with CF 3I. On the other 
hand the IF-producing reaction appears to take place with 
all alkyl iodides. Thus we conclude that reactive attack of 
the F atom on the I atom side of the molecule always 
produces IF and does not result in the displacement of an I 
atom. Attack from the rear dislodges an I atom only when 
the steric hindrance is not too great. 

Conclusion 

Examples have been given of the measurement in the 
microsecond time domain by laser techniques of 
concentrations, isotopic product ratios, final vibrational 
and electronic distributions and above all of final 
rotational distributions. We not only know what the 
products really are but we are gradually learning just how 
the products are formed i.e. the structure of the transition 
state. 

Thanks are due to the U.S.Department of Energy for support 
and to the Weizmann Institute, Rehovot, Israel where this 
review was written. 
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STUDIES OF RAPID INTRAMOLECULAR AND INTRAIONIC DYNAMIC PROCESSES WITH 
TWO-COLOR PICOSECOND LASERS AND MASS SPECTROMETRY 

D. A. Gobeli,t J. S. Simon,* Diane M. Szaflarski and 
M. A. El-Sayed 
Department of Chemistry and Biochemistry 
University of California 
Los Angeles, California 90024 U.S.A. 

ABSTRACT. The availability of ultrashort laser pulses, with sufficient 
energy per pulse to ionize and fragment a molecule, has permitted us to 
develop a technique whereby the rapid dynamics involved in laser multi
photon ionization and dissociation processes may be followed. By using 
two picosecond pulses of lasers of different colors (266 nm and 532 nm) 
and variable delay between them as a source for a time-of-flight mass 
spectrometer, it is possible to monitor the energy redistribution pro
cesses occurring in the excited electronic states of the parent molecule 
and ion on the picosecond timescale. This is carried out by following 
the changes in the observed mass spectrum as a function of the delay 
between the two pulses. 

The technique is applied to understand the mechanism of formation 
of some ionic fragments from 2,4-hexadiyne and 1,4-dichlorobenzene. 

INTRODUCTION 

One of the most important properties of pulsed lasers that is utilized 
in chemistry today is its short pulse width. Pulses of duration in the 
pico and femtosecond are now obtainable. This kind of width is on the 
order or shorter than vibration periods in molecules. This makes 
pulsed lasers useful in determining the rates of primary processes in 
many photochemical and photobiological changes. (For a useful review 
of this topic see: P. Rentzepis, Science (1982), 218, 1183; also see 
ACS Symposium Series 1983, 236 (Multichannel Image Detectors, Vol. 2) 
201-220. 

Another property of lasers not possessed by conventional light 
sources is its high intensity. This makes lasers useful in depositing 
more energy per unit time than any other conventional light (or any 
other energy) source. A molecule like benzene could be degraded down 

t 
Present address: Northrop Research & Technology Center, Palos Verdes 

Peninsula, CA 90274 

* Present address: Department of Chemistry, .University of California, 
San Diego, La Jolla, CA 92093 

41 

P. M. Rentzepis and C. Capel/os (eds.), Advances in Chemical Reaction Dynamics, 41-55. 
© 1986 by D. Reidel Publishing Company. 



42 D. A. GOBELI ET AL. 

to C+ or C++ by pulsed lasers available in many laboratories today with 
energies of mljouls/pulse. This is accomplished by the absorption of 
several photons within the pulse duration. 

What is the mechanism of the ionization and dissociation of a 
molecule like benzene to give many fragments such as (CuHm)+ where 
n = 1,2 ••• 6 and m = O,1, •.• 6? How long does it take an excited elec
tronic state (formed by the absorption of light or by colliding with 
electrons or any other energy sour~of a molecule or of an ion to 
redistribute its energy into vibrations prior to dissociation? In the 
present work, we have combined the two properties discussed above of 
pulsed lasers to develop a technique that could give results helpful in 
answering these questions. ' 

We used two picosecond laser pulses, one at 266 nm and the other 
at 532 nm, as a source in a time-of-flight mass spectrometer. We 
studied the effect of delay between the two pulses as well as the in
tensity of the two pulses on the mass spectra produced. We will demon
strate that information can be obtained regarding the dynamics of some 
of the excited states reached by the absorption of different numbers of 
the UV photons that are responsible for the appearance of some daughter 
ions produced from the low energy dissociation channels. The molecule 
2,4-hexadiyne (H3C-C=C-C=C-CH3) is used for this study, since a great 
deal of information is known about its energy level structure and that 
of its parent ion as well as the appearance potential of its daughter 
fragment ions. Some results on the photoionization photofragmentation 
dynamics of dichlorobenzene will also be presented. 

The Quasi-equilibrium Theory (QET)(l) 

Quasi-equilibrium theory (QET)(l) has been traditionally used to explain 
the ionization and unimolecular fragmentation behavior of molecules 
when they are subjected to an ionization source whose unit of energy is 
larger than their ionization potential. Such forms of ionization in
clude 70-eV electron impact (e.g., in mass spectrometry) and single
photon photoionization using the 21.2-eV photons from a helium discharge 
(e.g., in photoelectron s~ectroscopy). The theory proposes that ioniza
tion occurs rapidly (10-1 s) and that because the ejected electron can 
have varying amounts of kinetic energy, a number of the excited elec
tronic states of the molecular ion are formed. These excited electron
ic states of the molecular ion undergo rapid energy redistribution 
(internal conversion) into the vibrationally excited ground electronic 
manifold before fragmentation occurs. Thus energy redistribution from 
the excited electronic states occurs prior to dissociation. The latter 
then proceeds from a statistically equilibrated set of vibration
rotation levels of the parent ion ground electronic state. This theory 
has been found to be useful in accounting for the observed mass spectra 
of many large organic molecules. 

Mechanisms of Multiphoton Ionization Dissociation 

When the unit of energy of the ionization source is smaller than the 
ionization potential of the molecule, as in the case of laser multi-
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photon ionization dissociation, several mechanisms have been invoked(2) 
to explain the mass spectra produced. They all assume that the QET is 
valid. Very often, the system is excited past the ionization potential 
by the resonant absorption of several photons. The nature of the 
resonant intermediate states can have a large effect upon the ionization 
and fragmentation behavior displayed by the molecule and often causes a 
marked wavelength dependence. (3) In systems in which a rapid dissocia
tive process effectively competes with the absorption of further laser 
photons, dissociation of the neutral molecule may occur followed by 
excitation and ionization of the reSUlting neutral fragments. This is 
the DI (dissociation then ionization) mechanism. 

For systems in which the resonant intermediate state has no such 
dissociative channel, ionization to yield the molecular ion may occur 
through the sequential absorption of several photons. This .is the ID 
mechanism. For systems which are not resonantly excited, ionization 
occurs by the simultaneous absorption of several laser photons. 

Once the ionization potential has been reached, further absorption 
of photons may occur within the ionic manifold of the parent. In the 
ladder-climbing mechanism(4) of ionic fragmentation, the molecular ion 
is the direct precursor of all daughter fragments. Therefore, the 
absorption of several photons may take place past the appearance 
potential of low-energy daughter fragments in order to generate higher 
energy daughter fragments via this mechanism. In the ladder-switching 
mechanism(5) of ionic fragmentation, the molecular ion need not be the 
direct precursor of all other daughter fragments. Instead, it may 
fragment into low-energy daughter fragments which in turn absorb further 
photons and fragment into higher energy, smaller daughter ions. 

Mass Spectrometry and Dynamics of Ionic Dissociation 

Conventional mass spectrometry has been used to extensively study uni
molecular decomposition processes of ions in the gas phase. The 
determination of specific rates of gas-phase ionic dissociation pro
cesses has, for the most part, beeq limited to cases that show meta
stable peaks in the mass spectrum. t6) These peaks, which usually appear 
as broadened, sometimes asymmetrically distorted features in the mass 
spectrum at nonintegral mle values, arise when ionic fragmentation 
happens to occur on a time scale comparable to the extraction time. 
This is almost always on the mi~rosecond time scale and is a severe 
limitation in that it restricts the study to those processes which occur 
within this narrow range of times. Thus, rapid dissociation processes 
as well as rapid energy redistribution processes occurring prior to 
dissociation in the 10-15-l0-7-s range remain "out of reach" in con
ventional mass spectrometric investigations. 

Attempts have been made to extend the range in which metastables 
may be detected for a variety of ionization methods including electron 
impact, (7) field ionization, (8) and mUltiphoton ionization-dissocia
tion. (9) Some(9) have relied on altering the geometry of the mass 
spectrometer from conventional configurations in·order to extend the 
range of detectability of metastable peaks. Others(8) have relied upon 
special properties of the ionization source to extend the range into 
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the picosecond region. (8) Some of these techniques(9) are still based 
upon the analysis of metastables for the determination of ionic de
composition rates and are therefore limited by the extraction rate of 
the instrument. (10) 

We have developed a technique for the determination of ionic 
decomposition processes which is not based upon the analysis of meta
stable peaks and therefore is not limited by any of the constraints 
which govern that method. In this technique, two picosecond lasers of 
differing wavelengths serve as the ionization source of the mass 
spectrometer. The relative delay between these two lasers is a vari
able parameter. The signals of the different fragment ions are follow
ed as a function of the delay between the two laser pulses. The fast
est process which this technique is capable of detecting is limited by 
the pulse duration of the laser and therefore may be in the tens of 
femtoseconds, since these are presently the shortest pulses available 
today. (11) 

The Technique and the Molecule Selected 

The two-color method is based upon the following idea. Consider 
a molecule that ionizes and fragments via the ionic ladder-climbing 
mechanism (which is expected to increase in probability as the primary 
pump laser pulse width becomes shorter than the ionic dissociation 
times). The first pump laser (e.g., the fourth harmonic of a Nd:YAG 
laser at 266 nm) is used to excite and ionize the parent molecule and 
to populate different electronic states of the molecular ion which are 
separated in energy by the energy of at least one laser photon. Some 
of these states lie above the appearance potential of daughter frag
ments whose intensity is constantly being monitored. According to 
QET, (1) energy redistribution follows excitation. While this is occur
ring, a second pump laser (e.g., the second harmonic of the Nd:YAG laser 
at 532 nm), delayed from 0 to 10000 ps with respect to the first pulse, 
is introduced. It promotes some of the molecular ions to new and 
higher electrbnic states. These new states could lie above the appear
ance potential of new and higher energy daughter fragments and hence 
may result in their preferential formation at the expense of the 
daughter ion produced from the UV excited states. If the absorption 
cross-section for the secondary pump is different for ions before and 
after energy redistribution, the rate of energy redistribution could 
be measured from the change in the signals of the different daughter 
fragments as a function of the relative delay between the two laser 
pulses. 

The molecule chosen for study is 2,4-hexadiyne. The first excited 
state of the molecular ion lies above the appearance potential of a 
number of daughter fragments. (12) In addition, this is a system in 
which radiative decay, and hence the rate of energy redistribution, 
could be measured from the first excited state. The radiati(ve) life
time of 20 ns(13) suggests that if quasi-equilibrium theory 1 is 
applicable to this system, the energy redistribution rate from this 
state should be approximately 20 ns. The photo ion-photoelectron co
incidence experiments of Danacher(14) suggest that the approximate 
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quantum yield of fluorescence of the molecular ion in its first excited 
electronic state is 40% and that the remainder of the system undergoes 
nonradiative decay. This value was obtained from the parent ion branch
ing ratio. It was assumed that if the system did not undergo a radia
tive process, the excess internal energy would cause fragmentation. 

When the fourth harmonic of the Nd:YAG is utilized as the primary 
pump laser, it should be possible to populate the first excited state 
of the molecular ion via the absorption of three laser photons by a 
one-photon resonant, two-photon ionization followed by the absorption 
of an additional photon within the ionic manifold. This three-photon 
state, which lies at 1~.0 eV above the ground electronic state of the 
neutral molecule, is above the appearance potential of five daughter 
fragments (see Figure 1). Absorption of a 532-nm laser photon (the 
second harmonic of the Nd:YAG) would promote the system to the l6.33-eV 
energy level, which is above the appearance potential of several other 
daughter fragments (see Figure 1). By itself, the 532-nm laser output 
(0.5 mJ/pulse) is of insufficient intensity to cause ionization. The 
power of the fourth harmonic (between 1 and 10 ~J/pulse) is sufficient 
to cause ionization plus a moderate amount of fragmentation resulting 
mainly in the ions from the three and four-UV~photon states. 

Experimental Section 

A differentially pumped, time-of-flight mass spectrometer was con
structed in our laboratory for the purpose of performing mass analysis 
following multiphoton ionization-dissociation of gaseous samples. The 
design of the ionization and extraction region was based roughly on the 
design of Wiley and McLaren. (15) It provided unit mass resolution well 
past m/e 120. Sample pressures in the ionization region were general
ly kept at less than 1 x 10-4 torr; the pressure in the field-free 
drift region of the mass spectrometer was maintained at about 2 x 10-7 
torr. Variation of the pressure in the ionization region over several 
decades resulted in the detection of no ions with an m/e value greater 
than that of the molecular ion, indicating that no ion~molecule re
actions were occurring. 

Ions were generated with the doubled and quadrupled outputs of a 
Nd:YAG laser, passively mode-locked, producing 25-ps pulses (Q~ntel 
YG-47l). The 532-nm pulse was generally kept at about 0.5 mJ/pulse; 
the 266-nm output ranged between 1 and 10 ~J/pulse. The pulse widths 
of the lasers were determined either by autocorrelation or by the MPI 
pulse width determination method. (16) 

An adjustable delay ranging from 0 to 10000 ps was introduced 
between the 266-nm and 532-nm lasers by first separating them with a 
Pellin-Broca dispersion prism and then recombing them after the 532-nm 
pulse traversed an optical delay line with a dichroic mirror. 

An electron multiplier (Galileo Electrooptics 4800 series 
channeltron) was used as the ion detector. The reSUlting signal was 
amplified by a XlOO video amplifier (Pacific Precision Instruments), 
monitored on an oscilloscope, and/or sent to a boxcar integrator and 
signal analyzer (PAR Model 4420, 4422, and 4402). The boxcar 
integrator was set to average 10 laser shots per point. There were 
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Figure 1. Energy level diagram of 2,4-hexadiyne 

1024 points collected in a 10-ns delay range, meaning that approxi
mately 10000 laser shots were fired per scan. 

RESULTS 

General Observation and the Breakdown Curve 

The breakdown curves of hexadiyne(14) are shown in Figure 2. These 
curves give the relative probabilities of formation of the different 
daughter fragments as the internal energy imparted to the molecule 
increases. Since 2 photons of 266 nm laser ionize with very small 
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kinetic energy left for the electrons, the internal energy calculated 
from the photop energy absorbed by the parent ion should be similar. 
Thus for molecules absorbing 3 UV photons, the internal energy will be 
- 14 eV. From Figure 2, these molecules should give C4H4+, C6HS+' 
C6H4+ and to a smaller extent CSH3+; C3H3+. Upon further absorption 
one photon of the S32 nm laser, these molecules would have an internal 
energy of - 16.33 eV. According to the breakdown curve, they should 
give instead C4H3+ and C4H2+. 

Figure 3 indeed shows that the mass peaks around the C6~+ and 
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C4H4+ regions are more intense when only the UV laser is used while 
the addition of the 532 nm laser increases the probability of formation 
of the C4H3+. 
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Figure 3. The effect of exposure to the green laser on the mass 
spectrum produced by the 266 nm laser. This is a spectrum 
obtained by subtracting the spectrum obtained by the 
266 nm + 532 nm from that obtained by 266 alone. No 
spectrum is observed if the 532 nm laser is used alone. 

The Lifetime of the 3-Photon State: 

If C4~+ is formed from the 3-photon level at 14 eV, the effect of 
delay on the mass peak should give a characteristic lifetime of this 
state. 

i(C4H/)t 
Figure 4 shows a plot of log (1 - i(C4H4+)00 ) vs t, where t is the 

delay time between the lasers and i(C4H4)t is the current of the C4~+ 
at time t and i(C4~)00 is its current at 00 time (or negative delay). 
From the slope of this line, the lifetime tl can be determined from: 

i(C4H4 \ 
log (1 - ) = -2.303 t/tl (i(C4H4)00 

A lifetime of 20 is obtained which is comparable to the one determined 
from fluorescence studies. (13) 
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fluorescence lifetime of the X2Eu state of the 
parent ion of 2,4-hexadiyne.(lJ) This suggests that 
this state is involved (directly or indirectly) in the 
mechanism for the formation of C4~+. 
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As discussed earlier, the absorption of the 532 nm photons by molecules 
in the 3-UV photon 'level should decrease the probability of formation 
of C4H4+ and increase that for the C4H4+ fragment (see Figures 1, 2 
and 3). As the delay between the green and UV laser pulses increases, 
more ions in the 3-photon level can redistribute their electronic 
ener~ and eventually dissociate into C4H4+. Thus the mass peak of 
C4R4 should increase and that of C4H3+ decrease as the delay between 
the two lasers increase, with a characteristic time corresponding to 
the lifetime of the 3-photon level (tl)' Figure 5 shows these results. 

The Temporal Behavior of the C6HS+ Mass Peak, More Than One Isomer: 

According to Figures 1 and 2, C6HS+ should behave similar to C4H4+, 
i.e., it should originate from a level having a 20 ns lifetime. 
Figure 6 (top) shows clearly that (at least) two components are 
present. One has a long risetime of - 20 ns and the other has a 
short risetime of - 200 ps. We propose that the short one arises from 
another higher energy C6H5+ isomer which is produced from the 4-photon 
level. If this is the case, this would be the first time in which 
kinetic results give indication that a mass peak represents more than 
one isomer. 

In support of this explanation is the fact that the component with 
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Figure 5. The C4H3+ and C4B4+ ion current vs. the 
relative delay tUne between the 266-nm and 532-nm laser 
pulses. At zero delay, The C4H3+ ion current 
rises, followed by a slow decay of characteristic 
time 20 ± 5 ns and the C4B4+ ion current falls, 
followed by a slow rise of characteristic time 20 ± 5 ns. 
This suggests that the C4H3+ fragment arises 
from the absorption by the molecular ion of a single 
green laser photon from the three UV photon state. 
This conclusion is consistent with the known appearance 
potential information on these ions which suggests that 
the C4B4+ ion (AP = 11.27 eV) may be formed after 
the absorption of three UV laser photons, but the 
C4H3+ daughter fragment (AP = 14.05 eV) requires 
the absorption of three UV plus one visible laser photon 
for its formation. 

the fast risetime seems to increase in relative amplitude as the UV 
intensity increases (see Figure 6). 
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Figure 6. The ion current vs. relative delay time curve for 
C6B5+ taken at different UV laser intensities. 
the graphs generated at the higher UV laser intensities 
(top, middle) are clearly biexponential, with a fast 
300 ± 100 ps component and a slower 20 ± 5 ns component. 
Because the relative amplitudes of these two differing 
decay rates are dependent upon the UV laser power, it 
is suggested that the slow time arises from the three 
UV photon state at 14.0 eV (the same as that for the 
C4B4+ ion) and that the faster component 
arises from the four UV photon state at 18.66 eV above 
the neutral ground state. 
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General Applications of the Technique, Dynamics of Dissociation of 
1,4-dichlorobenzene:(17) 

In hexadiyne, we have q great deal of knowledge which assisted us in 
describing the results obtained. Can this technique be useful to apply 
on molecules with very little knowledge about the appearance potential 
or the breakdown curves of their daughter ions? 

Below, we shall discuss some of the results and conclusions that 
are obtained from the study of 1,4-dichlorobenzene.(17) Two UV photons 
ionize this molecule by the one photon resonant-two photon ionization 
process. We only know that the appearance potential of the C6R4Cl+ 
daughter is below the 3 UV photon energy. 

Figure 7 shows the effect of the delay on the current correspond
ing to the different masses. Three types of behavior are observed: 
1) a.n increase or a decrease at t = 0 with no further change at t> 0, 
2) a decrease or increase at t = 0 with slow recovery at t > 0, and 3) 
a spike at t = 0 for C6H4Cl+ with no further change at t > O. 

Type 1 behavior (i.e., no change in the ion current signal for 
t > 0) suggests that energy distribution does not occur during the 
delay times used. This can result either from too rapid energy distri
bution (e.g., within the UV pulse width) or the formation from a pre
cursor with a lifetime much longer than the delay time'used (e.g., the 
parent ion). 

Behavior of type 2 suggests that an n-photon level with character
istic lifetime on the order of the delay times used is involved in the 
mechanism of formation of these daughter ions. Thus, the appearance 
potentials of these daughter ions must fall below the energy of this 
particular n-photon level. Since the lifetime of excited electronic 
states decreases rapidly with increasing internal energy, it is pro
bably correct to assume that these ions have as a precursor the 3 UV 
photon level (i.e., one UV photon above ionization). Thus the appear
ance potential of C6H4+(+C12), C4H4+(+C2C12), C4H3Cl+(+C2HC1), are 
all below 14 eV. This leads to the conclusion that the elimin~tion of 
C12 or acetylene derivatives from the pichlorobenzene parent ion con
stitute the lowest energy channels for this system. 

Behavior of type 3 suggests that at t = 0, a new channel for the 
formation of the ion observed opens up when the two lasers are over
lapping in time (and of course in space). One such a mechanism in 
dichlorobenzene is that when molecules in Sl absorb one photon of green, 
the rate of their dissociation could be calculated to be within the 
pulse width. The radical produced (C6~Cl.) could then absorb 
additional UV and/or green photons to ionize. This should lead to a 
decrease in the parent ion. This is also observed. 

Figure 8 shows the temporal behavior of the signal corresponding 
to the parent and C6H4Cl+ ions. As one increases, the other decreases. 
The increase in the signal of the daughter ion is observed tens. of 
picoseconds earlier than the decrease in the parent ion signal. An 
understanding of this on a quantitative basis would require the calcu
lation of the rates of the absorption of the different laser pulses 
to yield the two ionic species as a function of the changing intensity 
of the overlapping laser pulses as their delay changes around t = o. 
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Figure 7. Ion current vs. delay time plots for several mass 
fragments. All plots were recorded simultaneously 
under the same experimental conditions. UV and green 
intensities were 14 ~J/pulse and .8 mJ/pulse. 
respectively. A-C4H2+, B-C4H3+. C-C4~+. 
D-CSH2+. E-C~H2+. FDC6H3+. G-C6~+. 
H-C4H3(3S)Cl , I-C4H3(37)Cl+. J-C6~Cl+. 
K-C6~CI2+. Several different types of behavior are 
inhibited by these ions. This figure shows the advantages 
of being able to simultaneously monitor several of the 
mass fragments. 
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DETECTION OF DIPOLAR CONTRIBUTION TO THE MECHANISM OF THE TRIPLET
TRIPLET ENERGY TRANSFER PROCESS IN MOLECULAR SOLIDS 

t * Jack R. Morgan, Hansjorg S. Niederwald and M. A. EI-Sayed 
Department of Chemistry and Biochemistry 
University of California 
Los Angeles, California 90024 U.S.A. 

ABSTRACT. It is commonly accepted that triplet-triplet excitation 
transfer between aromatic molecules takes place via an electron exchange 
mechanism. Since the probability of this mechanism falls much more 
rapidly (exponentially) with distance than the weak dipolar mechanism, 
it is possible that a distance can be found for which the dipolar 
mechanism begins to contribute to the observed transfer. 

The technique of laser luminescence line narrowing is used at 
4.2 K to study the spectral diffusion in l-bromo-4-chloronaphthalene 
(BCN), a one-dimensional orientationally disordered solid. The 0,0 
band of its singlet-triplet transition is inhomogeneously broadened. 
It is shown that this technique can be used to determine the donor 
decay, and thus the mechanism of triplet-triplet energy transfer, as 
the donor-acceptor distance is continuo'usly changed by simply changing 
the wavelength of the exciting laser. At long wavelength, this tech
nique is particularly convenient for use in disordered solids, i.e., 
solids with large inhomogeneous absorption line width. 

At short distances, the donor phosphorescence decay is found to 
fit the expected one-dimensional electron exchange type mechanism. At 
distances longer than 10 A, a deviation from one-dimensional exchange 
fit is observed, which could be accounted for by either a change in the 
dimensionality or a change in the transfer mechanism from exchange to 
dipolar. A microwave-phosphorescence double resonance experiment is 
used to determine the energy distribution of molecules in the different 
spin levels as a function .of time. The results suggest that at long 
donor-acceptor separation, molecules in radiative spin levers (i.e., 
with transition dipole moments) transfer with higher probability than 
those in dark spin levels. This suggests that at long distances, the 
dipolar mechanism contributes to the triplet energy transfer in -this 
solid. 

t 
Present address: Department of Chemistry, University of Nevada, Reno 

* Present address: Firma Carl Zeiss, 7082 Oberkochen/Wurtt, West Germany 
57 

P. M. Renlzepis and C. Capel/os (eds.), Advances in Chemical Reaction Dynamics, 57-70. 
© 1986 by D. Reidel Publishing Company. 



58 J. R. MORGAN ET AL. 

INTRODUCTION 

a. Distance Dependence of the Triplet-Triplet Energy Transfer Process 

Let us use the excitation of the ~-electrons in ethylene as an example 
in the following discussion. In the ground state, ethylene has a (n)2 
configuration while the first excited state configuration is (n)(n*). 
The transfer between an excited triplet molecule (the donor, D) and a 
ground state molecule (the acceptor, A) can be visualized as: 

t t 

+ 

D 

Thus the mechanism expected at this level of approximating the wave
functions of the electronic states is a double electron exchange. This 
requires the molecular orbitals of the donor and those of the acceptor 
to overlap. The transfer probability (PR) thus decreases 
exponentially (l,2) as the distance R increases, i.e.: 

(1 ) 

where c is a constant. Using this relationship, the probability, p(t), 
that the donor remains excited after time t is found(3) to be related 
to time for transfer in one dimension as: 

In p(t)~ -In t ••••• (2) 

Experimentally, p(t) is proportional to the donor intensity, ID(t), 
where ID(t) is the donor phosphorescence intensity at time t after 
excitation. 

By spin orbit coupling, the triplet state could acquire transition 
dipole moment. In this case, the energy transfer process can be 
represented by: 

t 
+ t 

D* A D A* 

In these processes, the de-excited electron of the donor and the excited 
one of the acceptor change their spinning quantization directions during 
the transition as a result of spin orbit interaction within each mole
cule. These interactions are stronger in systems with heavy nuclei, 
e.g., bromine atoms. During these processes, the coupling between the 
two molecules occurs as a result of the dipole moment induced during 
the electronic transitions in the donor and acceptor molecules. The 
probability of the energy transfer for this dipolar mechanism(l,2) has 
the following distance dependence~ 
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c' 
P (R)- R6 

(3) 

where C' is a constant that depends on the size of the transition 
dipole. The probability that the donor undergoing dipolar energy 
transfer remains excited at time t after a short excitation pulse is 
given by: (3,4 ) 

In P ~ -C C/6 
(t) t 

(4 ) 

where D is the dimensionality of the system and 6 is for dipolar 
coupling. For 3-d dipolar interaction, In P decreases with to.5. 

STATEMENT OF THE PROBLEM 
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Let us select a system in which the TI orbital overlap is maximum along 
one dimension, e.g., halogenated naphthalene. (5) As Fig. 1 shows, at 
short distance, the exchange mechanism dominates, since the size of the 

R 

R 
c 

Fig. 1. Distance dependence of the l~d exchange and 
3-d dipolar mechanisms' transfer probability 

transition dipole of singlet-triplet exc;itation is relatively small. 
Because of the difference in the form of the distance dependence 
(equations 1 and 3), the transfer probability of the one-dimensional 
exchange mechanism drops much more rapidly with distance than the 3-d 
dipolar mechanism. It is thus conceivable that at a certain distance 
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Re, both would have equal probability. Beyond this distance the time 
dependence of the emission of the donor changes its form from that 
given by equation (2) to that given by equation (4). 

A CONVENIENT METHOD FOR CONTINUOUSLY CHANGING DONOR-ACCEPTOR DISTANCE: 

How can we change continuously the donor-acceptor distance? Solubility 
of one solid into the other is usually limited. Isotope mixed crystals 
are a possibility. However, in these crystals one is studying donor
donor as well as donor-acceptor energy transfer simultaneously. Lasers 
have both high intensity as well as sharp energy width t~ excite only a 
selected set of molecules having similar environment within a disordered 
solid, a solid with large distribution of sites (environments). These 
solids are characterized by a large inhomogeneous absorption linewidth. 
As shown in Fig. 2, excitation at vi with the laser makes molecules 

t 

. . . . 
: .... . . ,. 

. '. 
. ' . 
' .. 

. . . . .. . .. . . ...... . 

v 

' .. .. . .. 

" • I· .•• ' •• . .. .~ 

. '. 

Fig. 2. The use of laser line narrowing techniques to excite donors in 
a selected environment absorbing at frequency vi' At low temperatures, 
energy transfer can only occur to the acceptor molecules absorbing at 
frequency ~'Vi' Molecules absorbing at frequency )Vi do not accept the 
excitation energy and act as the solvent which separates the donors 
from acceptors. Thus by changing vi, the average distance (and the rate 
of the transfer) between donors and acceptors can be varied. 
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absorbing at Vi energy donors. At low temperatures, e.g., 4.2 K, 
energy transport will only take place to molecules absorbing at equal 
or lower energy than hVi' These are the acceptors. Molecules absorb
ing at higher frequency than vi are the solvent molecules separating 
the donors from the acceptors. Thus by increasing the exciting laser 
frequency of the laser, the density of the acceptor molecule increases 
and the average donor-acceptor distance decreases. Thus if one studies 
the decay characteristics of bhe donor emission as a function of the 
exciting laser frequency (i.e., the donor-acceptor distance), the 
distance at which the triplet-triplet energy transfer switches its 
mechanism might be found. 

Absorption and Emission of l-bromo-4-chloronaphthalene (BCN), an Ideal 
System: 

The Tl-SO transition of BCN at low temperatures has an inhomogeneous 
width on the order of 100 em-I. This line width is about two orders of 
magnitude larger than the line width observed for the corresponding 
transition in 1,4-dichloronaphthalene (DCN) and 1,4-dibromonaphthalene 
(DBN), suggesting that the width in BCN is due to the static orienta
tional disorder in the halogen positions in the crystal. (7) Compara
tive studies of the crystal structures(8) and Raman spectra(9) of this 
1,4-dihalonaphthalene series show that the one-dimensional stacking 
feature and intermolecular interactions in BCN are similar to DBN for 
which one-dimensional exchange-type triplet excitons have been 
observed. (10) 

The broad features observed in the Tl-SO absorpUon spectrum of 
BCN indicate that the singlet-triplet absorption in this system is 
inhomogeneously broadened. The nature of the inhomogeneous broadening 
most likely arises from the static orientational disorder in the 
bromine and chlorine positions in the crystal. The orientational dis
order leads to an inhomogeneous distribution of the site energy due to 
the disorder in the static crystal shift from the gaseous excitation 
energy. The absorption profile of the 0,0 band of the singlet-triplet 
transition of neat BCN at 4.2 K is shown in Fig. 3. The general 
characteristics are in agreement with the spectrum reported in the 
literature. (7) Shown in Fig. 3 is a fit of the absorption profile to 
a Gaussian with a 32-cm-l width (hwhm), suggesting an inhomogeneous 
type of broadening. A temperature-dependent study of the absorption 
line shape for BCN has shown that the homogeneous broadening due to 
interactions with phonons is much smaller than that due to the dis
order. (7) The broad, structureless, and nearly Gaussian aQsorption 
profile lend support to the interpretation that the inhomogeneous 
profile is determined by the static structural disorder. 

The phosphorescence profile of the 0,0 band of the Tl-SO transi-
tion of neat BCN is also shown in Fig. 3, which agrees with that 
previously reported. (7) The phosphorescence profile is observed to 
be narrower than the absorption profile and to originate from the low
energy sites observed in absorption. These results indicate that at 
4.2 K a rapid phonon-assisted energy cascade from high to low energy 
sites occurs in neat BGN 'at 4.2 K. At temperatures where kT « 
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Fig. 3. The emission and absorption spectra of the TI-SO 
transition of l-bromo-4-chloronaphthalene (BCN) at 
4.2 K. The observed absorption profile of the zero 
phonon line of the 0,0 band is fitted to a Gaussian 
centered at 20284 cm-1 with r = 32 cm-1 (solid 
line). The observed narrowed emission profile is 
centered at 20208 em-I. 

inhomogeneous width, energy transfer from low to high energy sites will 
be negligible since energy transfer from low to high energy sites 
requires the population of phonons which will be small in this tempera
ture regime. 

EXPERIMENTAL 

The BCN solid was synthesized and extensively zone refined. Crystals 
were grown from the melt in a Bridgman furnace. The 4.2 K measure
ments were carried out with the sample inunersed in liquid helium. 

Spectra were recorded with a l-m Jarrell-Ash monochromator with 
2-cm-l resolution used throughout. Steady-state phosphorescence spectra 
were obtained by excitation with the 3300-A region of a 100-W mercury
xenon lamp. Absorption spectra were obtained with a 80-W quartz
halogen lamp. The signal was averaged with a PAR Model 162 boxcar 
averager, recorded on a Tracor-Northern NS-570A multichannel digitizer, 
and analyzed on a PDP-ll/45 computer. 

For time-resolved measurements, a Quanta-Ray DCR-l Nd:YAG pumped 
pulsed dye laser at a repetition rate of 10 Hz with a spectral width 
of 0.3 cm-l and a pulse width of 6 ns was used as the Tl-SO excitation 
source. Time-resolved spectra of the Tl-SO phosphorescence of the 
0,0-32l-cm-l band in the wavelength domain were recorded with the PAR 
boxcar averager. The temporal dependence of the donor phosphorescenc~ 
was performed by carefully tuning the monochromator to the donor 
0,O-32l-cm-l band so as to follow the dQnor intensity. Spectra were 
recorded with a Biomation 805 waveform digitizer, averaged with a 
homebuilt signal-averaging , computer, and analyzed on a PDP-ll/45 
computer. A special gated photo tube was used in order to reject 
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scattered laser light. Due to interference from switching the focus 
electrode, the first 10 ~s of the signal following the laser pulse was 
rejected. In order to estimate 10, the intensity of time t = 0, 10 was 
determined by extrapolating a log I vs. log t fit to the first 10-50 ~s 
of signal to t = O. (6) 

Microwave-induced delayed phosphorescence (MIDP) experiments 
were done monitoring the 0,0 band (and sometimes the 0,0-234 cm-l 
vibronic band) of the phosphorescence emission. A Hewlett Packard 8690 
sweep oscillator with 8699B and 8693A plug-in units was used as a 
microwave source with an Alto Scientific microwave amplifier. The 
microwave frequency was determined by the use of a Hewlett Packard 8557 
spectrum analyzer. The microwave power was brought by a coaxial cable 
to a helix surrounding the sample. 

RESULTS 

a. Spectral Diffusion: 

63 

The relationship between the absorption spectra and the emission spectra 
of the triplet state in l-bromo-4-chloronaphthalene has been reported 
elsewhere(12) and shown in Fig. 3. It is to be noted that the emis
sion in a steady-state experiment is observed from the low-energy sites. 
Furthermore, the width of the emission is about 20 cm-l which is much 
narrower than the absorption line width but is still considerably 
broader than that observed for the ordered 1,4-dichloronaphthalene 
triplet emission. (13) 

Fig. 4 demonstrates that spectral diffusion of the Tl ~ So 
transition energy occurs in this orientationally disordered material. 
The band shape of the first vibronic hand was monitored as a function 
of delay time. The spectra displayed were obtained by exciting a site 
on the low-energy side of the So ~ Tl absorption profile. The figure 
shows that as the delay time increases, the resonant-type emission 
decreases in intensity while emission from low energy acceptors (the 
traps) increases in intensity. This figure also shows the same spectra 
recorded at two different sample temperatures. The phosphorescence 
spectra obtained under identical conditions, but at two different 
sample temperatures (the top and bottom spectra in Fig. 4), clearly 
indicate that the transfer rate is temperature dependent and, thus, 
phonon assisted. (14) 

The results of the effect of site-selective excitation on the rate 
of spectral diffusion of the Tl - So energy is shown in Fig. 5. In 
each case the spectrum is sampled after a 10-~s delay, using a 50-~s 
sampling time. In order to minimize interference with stray light due 
to the laser, we monitored the first vibronic band profile of the 
emission. It can be seen that the observed emission profile is very 
much dependent on the excitation energy. As the low-energy sites are 
excited, a relatively narrow resonant emission is observed, indicating 
a transfer rate slower than the sampling time. On the other hand, with 
excitation of higher energy sites, the emission profile is broadened 
indicating a faster transfer time to a broader distribution of the low
energy sites. These observations are suggestive of a transfer rate 
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Fig. 4. Spectral diffusion of singlet-triplet excitation energy in 
an "amorphalline" solid at 4.2 K obtained with time-resolved 
phosphorescence line-narrowing techniques. The system is 
l-bromo-4-chloronaphthalene excited at 4943~. The top 
three spectra are of the O,O-321-cm-1 vibronic band of the 
phosphorescence emission recorded at different delay times 
after the laser pulsed excitation with a 50-~s sample time. 
The bottom spectrum illustrates the effect of temperature 
on the rate of spectral diffusion within the inhomogeneous 
profile of the O,o-321-cm-1 band. 

which at 4.2 K is dependent on the donor site energy (i.e., on the 
concentration of the acceptor's molecules). 

b. Fit of Decay to Exchange Mechanism: 

Fig. 6 shows the In P vs. In t fit of the I-d exchange mechanism. An 
excellent fit for A4940 A (bottom decay) is observed. However as the 
wavelength increases, deviation at long times is seen. The fraction of 
the total decay that can be accounted for by the straight line exchange 
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Fig. 5. Dependence of the spectral diffusion rate of the singlet
triplet excitation on the donor site energy in l-bromo-4-
chioronaphthalene at 4.2 K. The spectral intensity change 
of the O,O-321-cm-1 band of the TI -> So phosphorescence 
is monitored with a IO-vs delay by means of a 50-~s sampling 
time following pulsed laser excitation at different wavelength 
(i.e., different donor energies) within the inhomogeneously 
broadened 0,0 band of the TI <- So absorption. The 
results show that the ratio of the line-narrowed (donor) 
phosphorescence to the lower energy broad emitting traps 
decreases as the donor (excitation) energy increases, 
suggesting an increase in the spectral diffusion rate. 

fit decreases as A increases. 
Fig. 7 shows the results of attempting to fit the portion that did 

not fit to the exchange mechanism in Fig. 6 to the 3-d dipolar fit. 
Fig. 7 suggests that at long time and wavelength (long donor-acceptor 
distance), a 3-d mechanism could account for the data. 

While these results might(15) suggest a switching of the mecha
nism at a few percent of acceptor concentration ( > 10 A for donor
acceptor separation), the possibility of switching the dimensionality 
from one to greater than one could equally be an explanation for the 
observed deviation from the l-d exchange equation. If one attempts to 
make the fit of ln p(t) vs. lnDt, where D is the dimensionality, 
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Fig. 6. The fit of the early portion of the decay of the triplet 
excitation due to triplet-triplet energy transfer to an 
exchange mechanism for different excitation wavelengths 
(4947, 4943, 4942, and 4940 A from top to bottom, 
respectively) within the 0,0 band of the II-SO 
transition in I-bromo-4-chloronaphthalene at 4.2 K. 
The range of the fit increases as the excitation wave
length decreases, i.e., as the acceptor concentration 
increases. 
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Fig. 7. The fit of the long time portion of the decay of the 
triplet excitation of the 0,0 band of the II-So 
transition of I-bromo-4-chloronaphthalene at 4.2 K due 
to three-dimensional dipolar mechanism for the excitation 
wavelengths given in Fig. 6. The range of the fit is 
better at longer excitation wavelengths, i.e., at low 
acceptor concentrations. 



DIPOLAR CONTRIBUTION TO TRIPLET-TRIPLET ENERGY TRANSFER 67 

straight lines are obtained(16) for D = 2.3 at A = 4943 A, 4945 A and 
4947 A, the wavelengths for which the decay did not fit to the l-d 
exchange mechanism. Thus we cannot completely be sure that at very 
long wavelength (i.e., large donor-acceptor distance) a contribution of 
the dipolar mechanism is made to the triplet energy transfer in these 
crystals. The experiments below are designed to test this contribution 
directly. 

c. Direct Experiment to Test for the Dipolar Contribution(17) 

The triplet state of halogenated naphthalenes has three spin levels 
separated by fractions of em-I, even in the absence of magnetic field. 
This is the zero field splitting ~hich results from the anisotropic 
spin-spin and spin orbit dipolar interactions. (18) Because of the 
molecular plane of synnnetry, only two levels of the n,n* excited 
triplet state of BCN are radiative (i.e., the electronic transitions 
from these levels to the ground state carry a transition dipole mom
ent) and one level is dark. It is thus expected that molecules in the 
radiative levels will be the ones that can transfer their excitation 
energy by the dipolar coupling mechanism (as well as exchange at short 
distances). Molecules in the bo~tom dark level can transfer their 
energy only by the exchange mechanism. It would thus be interesting 
to test if there is any difference between the transfer rates of 
molecules in the radiative and dark levels having singlet-triplet 
energies at the lowest energy end of the absorption spectrum (i.e., 
separated from acceptors by large distances). We need to determine the 
change in the site energy distribution of molecules having triplet 
energy at the trap emission energies and occupying the radiative and 
dark zero field levels after 70 mls from turning off the excitation. 
The determination of the change in the site energy distribution due to 
energy transfer of the radiative levels in 70 mls is easy. We first 
record the steady state trap emission. Then we simply turn off the 
steady excitation source and record the spectrum again 70 mls later. 
The results are shown in Fig. 8. The middle spectrum (b) (70 mls, 
delayed) is weaker, sharper and shifted by 1-2 A to the red from the 
steady state spectrum (a) due to energy transfer. The question is how 
much red shift (due to energy transfer) does the distribution of 
molecules in the dark level undergo in 70 mls? It will be comparable 
to the shift of the distribution in the radiative levels only if the 
exchange mechanism is responsible for the triplet energy transfer in 
BCN. However, if it is less, then the difference might be contributed 
by the dipolar mechanism. 

The study of the site energy distribution of molecules in the dark 
level was made by phosphorescence microwave double resonance tech
niques. (6) If the steady state excitation is turned off for 70 mls, 
the population of the radiative levels would decay mostly by radiative 
decay (as seen from the much weaker middle spectrum as compared to the 
top spectrum of Fig. 8) and to a~all extent by energy transfer (as 
seen from the slight spectral shift of the middle spectrum from that 
on the top in Fig. 8). Molecules in the dark level can only decay in 
70 mls by the less probable energy transfer process (occurring at the 
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Fig. 8. Phosphorescence spectra of a neat BeN crystal under cw 
excitation (top), of the same crystal. taken with a boxcar 
averager 70 ms after closing off the excitation light (middle) 
and of a 10-3 K solid solution of BCN in durene (bottom). 
The sample temperature was 1.8 K. The excitation source was 
the 313-nm line of a 100-W Hg lamp. The major difference 
between the cw spectrum and the delayed spectrum is in the 
relative intensities of the 0,0 band and the 0,0-321 cm-l 

band. The lines in the middle and bottom spectra are slightly 
narrower and red shifted by 1-2 1. 

large distances we are studying) and perhaps by spin lattice relaxation 
processes. The latter processes are intramolecular in nature and do not 
change the site energy distribution of excited molecules in the dark 
levels in the crystal, it merely decreases the number of molecules in 
the dark zero field level at the different energy ranges by the same 
fraction. If after 70 mIs, a pulse of microwave of the appropriate 
frequency is turned on, a certain fraction of the molecules in the dark 
level is transferred to the radiative level and a pulse of light is 
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Fig 9. Inhomogeneous lineshape of the 0,0 phosphorescence transition 
at 1.8 K, taken under four different conditions. Curve a 
shows the cw intensity distribution; curves band c show the 
height of the leading edge of the MIDP signal at 1.05 GHz, 
which is proportional to the population of the dark level, 
after 70-ms (b) and 130-ms (c) delay time. Curve d is 
derived from the delayed spectrum in the middle part of 
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Fig. 8 and represented the population of the radiative level 
IL. With the red shift, curves b, c, and d also get slightly 
narrower and asymmetric. As parts band d show, the distri
bution of the radiative level 'L (lifetime 50 ms) at 70 ms is 
relaxed to lower energies than the distribution of the dark 
level (lifetime 140 ms) at the same delay time. 

observed. The intensity of this light pulse is proportional to the 
population of the dark level having an energy equal to that of the 
emitted radiation (since the zerofield splitting is very small as com
pared to the singlet-triplet energy separation). If this is done and 
the intensity of the pulse of light emitted at the different trap 
emission wavelength range is determined, the site energy distribution 
of molecules in the dark zerofield level after 70 mls from turning off 
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the excitation can be determined. 
Fig. 9 shows a comparison of the site energy distribution of 

molecules in the dark (b) and in the radiative (d) levels in the 0,0 
region of the trap emission spectrum after 70 mls delay as compared 
to the steady state emission (a). The distribut.ion of the radiative 
level shifts more to lower energy than that for the dark level, 
suggesting a more probable energy transfer for molecules in the 
radiative level. This strongly suggests the presence of a dipolar 
contribution at these relatively long distances. The fact that the 
130 mls delay (curve c) showed the same site energy distribution of 
the dark level as that for 70 mls suggests that the exchange mecha
nism is probably frozen at these long distances. 

ACKNOWLEDGMENT: The support of the Office of Naval Research is 
gratefully acknowledged. 

REFERENCES 

1. T. Forster, Z. Naturforsch. A 4, 321 (1949). 
2. D. L. Dexter, J. Chem. Phys. fi, 836 (1953). 
3. (a) M. Inokuti and F. Hirayama~ J. Chem. Phys. ~~, 1978 (1965). 

(b) A. B1umen, J. Chem. Phys. 72, 2632 (1980). 
4. A. B1umen, J. Chem. Phys. 71, ~694 (1979). 
5. R. M. Hochstrasser and J. fi: Whiteman, J. Chem. Phys. ~g, 5945 

(1972) • 
6. J. Schmidt, D. A. Antheunis and J. M. van der Waals, Mol. Phys. 

~~, 1 (1971). 
7. J •. C. Bellows and P. N. Prasad, J. Phys. Chem. ~g, 328 (1982). 
8. J. C. Bellows, E. D. Stevens and P. N. Prasad, Acta Crysta110gr., 

Sect. B 34, 3256 (1978). 
9. J. C. Beiiow and P. N. Prasad, J. Chem. Phys. 21, 5802 (1978). 

10. R. M. Hochstrasser and J. D. Whiteman, J. Chem:-Phys. ~§, 5945 
(1972). --

11. P. N. Prasad, J. R. Morgan and M. A. E1-Sayed, J. Phys. Chem. §2, 
3569 (1981). 

12. J. C. Bellows and P. N. Prasad, J. Chem. Phys. 21, 5802 (1979). 
13. P. N. Prasad, J. R. Morgan and M. A. E1-Sayed, }: Phys. Chem. 

§2, 3569 (1981). 
14. T: Holstein, S. K. Lyo and R. Orbach, Phys. Rev. Lett. ~g, 891 

(1976) . 
15. J. R. Morgan and M. A. E1-Sayed, J. Phys. Chem. §Z, 2178 (1983). 
16. c. L. Yang and M. A. E1-Sayed, in preparation. --
17. H. S. Niederwald and M. A. E1-Sayed, J. Phys. Chem. ~~, 5775, 

1984. 
18. See: S. P. McGlynn, T. Azumi and M. Kinoshita, "Molecular 

Spectroscopy of the Triplet State," Prentice Hall, Englewood 
Cliffs, N.J. (1969). Also, S. K. Lower and M. A. El-Sayed, 
Chem. Rev. 2§, 199 (1966); M. A. E1-Sayed, Accounts of Chemical 
Research ~,-23 (1971). 



GAS PHASE CHAIN POLYMERIZATION 

H. Reiss 
Department of Chemistry 
University of California Los Angeles 
Los Angeles, California 90024 

ABSTRACT. Methods which allow, for the first time, the study of the 
kinetics of true, homogeneous, gas phase, chain polymerization are 
described. The detection mechanism involves nucleation and growth of 
clusters. Reaction rates lower than one product molecule per cubic 
centimeter per second are measured. The reaction is therefore noisy. 
The scientific importance of such measurements is elaborated. Limita
tions of the present scheme of measurement are discussed and plans for 
improving the level of precision are outlined. 

I. Homogeneous Gas Phase Polymerization: Why Study it? 

This paper deals with a branch of reaction dynamics, namely gas 
phase polymerization, which has only recently become amenable to 
quantitative experimental study. As a result, only a few papers have 
been published on the subject',2,3,4 and these have been concerned 
chiefly with the demonstration of feasibility rather than the 
quantitative measurement of reaction parameters. 

One can find many papers in the literature on "gas phase 
polymerization", but almost all are concerned with processes in which 
the polymer grows on the wall of the reaction vessel while the growth 
is fed by monomers in an ambient gas phase. The "gas phase 
po.lymerization" wi th which we shall be concerned, is the true 
homogeneous process in which the polymer is also in the gas phase. In 
the past it has been almost impossible to study this process because 
the polymer molecules are involatile and condense out of the gas. An 
important attempt to measure the homogeneous process was made by 
Melville and "his coworkers5 ,6,7 more than 40 years ago. A schematic 
of the experimental arrangement used by these authors (reproduced from 
one of their papers) is exhibited in the first slide. The reaction 
vessel appears at the right and is denoted by the symbol R. In this 
case it contained vinyl acetate vapor irradiated by uv light which 
generated free radicals and induced the process of chain 
polymerization. An immediate problem was the one already mentioned, 
namely the condensation of the polymers to form a "smoke" or 
"aerosol". The reaction then continued, primarily heterogeneously, by 
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Slide 1: A schematic of the experimental arrangement used by 
Melville and coworkers. 

H. REISS 

growth on the aerosol particles. Nevertheless, an attempt was made to 
study the rate of polymerization by monitoring the rate of decrease of 
monomer gas pressure, and therefore, of the rate of disappearance of 
monomer. The rate of polymerization (even in condensed systems) is 
usually defined as the gross rate of disappearance of monomer. By a 
tour de force Melville and coworkers were able to extract some useful 
information from these experiments, but ultimately abandoned the 
project, because of condensation. I have had some recent 
correspondence with Professor Melville in which he explains the 
reasons for the noncontinuance of the work. 

Clearly, the study of true gas phase polymerization requires a 
technique in which the growing polymer molecules cannot encounter one 
another and condense. During the past few years we have been able to 
develop such a technique and, demonstrate its feasibility. The method 
is so sensitive that it is possible to regularly study reaction rates 
as low as one product molecule per cubic centimeter per second. This 
rate is so slow that it is "nOisy", much like radioactive decay. 
Furthermore the method allows one to tune to the arrival of a polymer 
product of a given degree of polymerization, so that rather than 
measure the gross rate of disappearance of monomer we can, in 
principle, me~sure the more informative rate of production of a 
polymer of a particular sizel 

Before proceeding to explain how this is done, I should mention 
that our group is now the recipient of a generous grant from the 
National Science Foundation which should allow the reduction of the 
technique to a fully quantitative measurement. However, even though 
the reviewers (at least those from the NSF polymer progra~-other NSF 
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divisions are also supporting this project) of our proposal were 
positive, almost all had the same question--"what is it good for?". 
For example, although taking the remarks out of context, in each case, 
the following quotations are worth reporting: 

1. "The investigator made little effort to convince us of the 
practical aspects of the reseat'Ch." 

2. "Most importantly, it is not clear why the work is being done. 
What, in specific, can one learn by this technique which is not 
available by other techniques?" 

3. "When the program required to follow this particular principal 
investigator's amusement is as expensive as this one, one must ask 
questions about the relative importance of this work and other work." 

4. "At its present stage, many questions could be raised regarding 
the precise value of such an approach to polymerization kinetics in 
general." 

Since these questions have been asked by intelligent individuals, 
I feel it necessary to answer them in advance, in any presentation 
made to other intelligent individuals. Towards this end, I present 
slides 2, 3, 4, and 5. Slide 2 raises the question in three 
categories: (1) polymerization sCience, (2) polymer and other 
technologies, and (3) other aspects of polymer and nonpolymer science. 
Slide 3 elaborates the first of these categories into 11 subitems. I 
shall only discuss a few of these, leaving the discussion of the 
remaining ones to questions which might be asked during a discussioq 
period following this paper. The term "polymerization science" refers 
to the process of polymerization itself, and, in particular, to the 
kinetic mechanisms involved. 

The first item on the slide is of primary importance. In 
conventional studies involving free radical chain polymerization, in 
condensed media, the theory for the rate of disappearance of monomer 
(rate of polymerization) is developed, taking advantage of the fact 
that the instanteous concentration of free radicals is usually so low 
(10-8 cm-3) that a steady state approximation may be made in which the 
free radical concentration can be eliminated from the mathematical 
expression containing the various rate constants. In contrast, in 

WHY STUDY HOMOGENEOUS 
GAS PHASE POLYMERIZATION? 

(1) POLYMERIZATION SCIENCE 
(2) POLYMER AND OTHER TECHNOLOGIES 
(3) OTHER ASPECTS OF POLYMER AND NONPOLYMER SCIENCE •. 

Slide 2: The question in three categories. 
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POLYMERIZATION SCIENCE 

(1) DIRECT OBSERVATION OF GROWING FREE RADICALS OR IONS. 

(2) HIGH RESOLUTION - CAN TUNE TO RATE OF PRODUCTION OF 
POLYMER OF A PARTICULAR SIZE. 

(3) FAIRLY DIRECT MEASUREMENT OF DEPENDENCE OF PROPAGATION 
RATE CONSTANT ON SIZE. 

(4) SELF-THERMAL POLYMERIZATION WITHOUT IMPURITIES. 

(5) DIRECT MEASURE OF INITIATOR EFFICIENCY WITHOUT SOLVENT 
CAGE. 

(6) DIRECT MEASUREMENTS OF. POLYMER SIZE DISTRIBUTIONS 
INDUCED BY CHAIN TRANSFER AGENTS. 

(7) DETERMINATION OF THE DISTRIBUTION OF POLYMER 
COMPOSITION IN COPOLYMERIZATION. 

(8) RATE STUDIES IN THE ABSENCE OF TERMINATION. 

(9) STUDIES OF IONIC POLYMERIZATION INDUCED BY WELL 
DEFINED FREE IONS. 

(10) ACTUAL MEASUREMENTS OF THE "NOISE" IN THE 
POLYMERIZATION REACTION, AND USE OF THE INFORMATION 
WHICH IT CONTAINS. 

(11) PARAMETERS AND PHENOMENA MAY BE UNIQUE (IN SOME CASES) 
TO HOMOGENEOUS GAS PHASE POLYMERIZATION - BUT CAN STILL 
SHED LIGHT ON CONDENSED PHASE PROCESSES. 

Slide 3: Polymerization SCience--l1 subitems. 

the method to be described, the free radicals are observed directly, 
and the arriving polymers are, in fact, themselves free radicals. As 
an addendum, it should be mentioned that, chain growth involving ions 
can also be studied by the method. In this case the ions are directly 
observed. 

The steady state is established as a balance between the 
processes of chain propagation and chain termination. In our method 
we are able to work (in fact we must work) under circumstances such 
that termination is absent. This is a unique situation. 

Item 4 on the slide is another example of a determination unique 
to the new method. It is well known that the free radicals which 
initiate the chains can be generated photochemically or by the use of 
"initiators" (activated either photochemically or thermally). Some 
polymers are said to polymerize thermally by themselves. There is 
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however controversy over whether, in such cases, there may be a trace 
initiating impurity which, in the end, is responsible for generating 
the chain. As I describe later, our gas phase experiments are 
conducted in a "cloud chamber" in which the monomer vapor is supplied 
from a pool of liquid monomer. If an involatile radical scavenger is 
added to this pool, it will ultimately consume any trace initiator, 
and the vapor in which the polymerization is conducted will then not 
contain initiator. Because the scavenger is involatile, it cannot 
reach the vapor phase in order to inhibit polymerization, and if 
polymerization occurs under such circumstances it can only be a 
self-generated thermal process. Some of the controversy may therefore 
be resolved. 

Item 5 on the slide is also of interest. Polymer chemists 
usually define "initiator efficiency" as the fraction of radicals, 
produced by the initiator, not wasted by other processes not 
contributing to chain growth. Ordinarily there is a rate constant 
characterizing the rate of decomposition of the initiator to free 
radicals and a quantity (fraction) F defined as the efficiency. It is 
not easy to separate these two parameters by means of experiment. Our 
gas phase method offers a possibility which will be elaborated further 
in connection with slides 6, 7, and 8. 

Item 7 dealing with copolymerization is also unique. Usually, in 
copolymerization (non-block copOlymerization) it is difficult to 
measure the rates at which polymers of different copolymerized 
compositions are produced. As it will be clear when I describe our 
method, it is possible to measure the "noise" in the chemical rate. 
When copolymerization is involved, the compositional variety 
contributes to the noise, so that, in principle, it should be possible 
to extract something about the dependence of the rate on composition 
from this noise. 

Item 11 on the slide is also to be noted. The phenomena and 
parameters assoCiated with gas phase polymerization may be unique to 
the gas phase. For example the rate constants are probably not 
identical with those observed in condensed systems. In our method the 
polymer molecule is grown in a supersaturated vapor of its monomer. 
As the polymer grows it may absorb monomer molecules from the vapor so 
that it grows within a quasidrop of monomer liquid which becomes more 
droplike as the polymer gets larger. Under these circumstances the 
rate constant for propagation may depend on polymer size, out to quite 
large sizes, unlike the situation in condensed phases. Although, in 
these situations, the measurement of the rate constant may not be of 
direct value to technologies based on condensed media methods, it 
still has an intrinsic interest of its own. Furthermore, there are 
features of the gas phase process which are of value to the 
understanding of phenomena in condensed media. An example is item 4, 
on the slide, dealing with self-thermal polymerization. 

Slide 4 deals with the possible direct impact of gas phase 
polymerization on technology. A process of some technological 
interest involves the aerosol formed in the studies of Melville and 
his coworkers. Although heterogeneous as well as homogeneous kinetics 
are involved, the homogeneous processes are sti.ll part of the overall 
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POLYMER AND OTHER TECHNOLOGIES 

(1) GAS PHASE AEROSOL POLYMERIZATION MAY HAVE SOME OF 
THE FEATURES OF EMULSION POLYMERIZATION, E.G. 
DECOUPLING OF RATE AND MOLECULAR WEIGHT. GAS PHASE 
STUDIES CAN DEFINE THE PARAMETERS INVOLVED AND SUGGEST 
THE THEORETICAL FRAMEWORK. 

(2) THE TECHNIQUE FOR STUDYING THE GAS PHASE PROCESS 
INVOLVES, DIRECTLY, REACTION AND GAS TO PARTICLE 
CONVERSION. THIS IS OF DIRECT INTEREST TO 
ATMOSPHERIC ENVIRONMENTAL SCIENTISTS. 

Slide 4: Possible direct impact of gas phase polymerization on 
technology. 

scheme, and any model developed for the description of the whole 
process will benefit from a knowledge of the parameters associated 
with its homogeneous parts. Such "aerosol polymerization" may have 
some of the desired features of emulsion polymerization, especially 
the feature of decoupling rate from molecular weight. As a 
consequence the "aerosol process" could be of technological interest. 

Item 2 on slide 4 speaks for itself and could be of direct 
interest to atmospheric scientists. 

Slide 5 deals with applications to phenomena involved either in 
other aspects of polymer science besides polymerization itself, or in 
nonpolymer science. I leave the six items on the slide to speak for 

OTHER ASPECTS OF POLYMER AND 
NONPOLYMER SCIENCE 

(1) STUDY OF INTRAMOLECULAR PHASE TRANSITION. THE 
COIL-GLOBULE TRANSTION 

(2) STATISTICAL MECHANICS OF A SINGLE POLYMER 
MOLECULE IN A SMALL CLUSTER OF ITS OWN MONOMER 
LIQUID. ABILITY TO CHECK THEORY BY MEASUREMENT. 

(3) DIRECT MEASUREMENTS ON CONDENSATION NUCLEI. 

(4) DIRECT MEASUREMENT OF NOISE IN CHEMICAL RATE 
PROCESSES AND RELATION-ro-IRREVERSIBILITY. 

(5) MEASUREMENT OF PARTICLE TRANSPORT IN THE 10 
TO 100 ANGSTROM "BLIND" RANGE. 

(6) DETECTION OF SINGLE FREE RADICALS. 

Slide 5: Applications to nonpolymer science. 
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kd 
I + 2R 1 ' 

R l' + M 
kp 
+ R2 ' 

kp 
R2 ' + M + R3 ' 

etc. 

I = 10 e-kdt 

dPl/dt " 2kdFI - kpMP l' 

Where F is the initiator efficiency, 

Slide 6: Initiation and propagation, 

themselves, and refer any further comments to the discussion which 
follows this presentation. 

As indicated earlier, the case of "initiator efficiency", item 5 
on slide 3, will be elaborated further. Slides 6,7, and 8 accomplish 
this. In slide 6 we show several reactions, the first being the 
disassociation of the Initiator to produce two free R". The quantity 
kdis the rate constant for this process. The next two reactions each 
involving a rate constant kp describe propagation. In the first 
reaction, radical R" adds to a monomer molecule denoted by M (usually 
a vinyl monomer with a double bond) to produce a larger radical R2' 
then R2' propagates to R3', etc. The decomposition of the initiator is 
a first order process and the concentration of the initiator, as a 
function of time t, is described by the fourth relation on the slide. 
Here we also use I to denote the concentration of initiator (whereas 
above it has been used to denote the initiator molecule), and 10 is 
the initial initiator concentration. The last two equations on the 
slide are the rate equations corresponding to the first two 
propagation steps illustrated in the slide. In these equations M is 
the monomer concentration (in the above equations M is also used to 
indicate the monomer molecule) while P, and P2 are the concentrations 
of radicals R" and R2' while F represents the initiator efficiency. 

Because all the differential equations are linear, the system is 
easily solved. Thus it is a simple matter to show that the total 
concentration of polymer radicals Ptot is given, as a function of 
time, by the first equation on slide 7. Furthermore, the 
concentration of polymer radicals of degree of polymerization n is 
given by the second equation on the slide. The last form on the slide 
represents the sum in the second line as the truncated exponential 
(incomplete gamma function) EXPn-l' It will be noticed that all of 
these equations involve F as well as the efficiency kd. 
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Slide 7: Polymer radical concentrations. 

From the differential equations on slide 6 it is also easy to 
derive an expression for the mean radical size <n> as a function of 
time. This appears as the first equation in slide 8. Furthermore it 
is also possible to derive an expression for the relative variance in 
radical size. This appears as the second equation in slide 8. It is 
important to notice that, in these equations, kd appears, but not F. 
Thus, by measuring the moments implicit in the expressions on slide 8, 
we can measure kd if we know kp• Then by measuring the quantities 
expressed in slide 6 we can determine F, kd having been already 
determined. 

In condensed media it is also possible to perform measurements 
which separate kd and F. A useful method, in this respect, is the so 
called "dead end" method of TObOlsky8. However, in this method it is 
also necessary to know the rate constant for termination kt. Since 
our gas phase method will allow the measurement of the quantities 
appearing on the left of the equations in slides 7 and 8, it can 
accomplish the determination of initiator efficiency without requiring 
knowledge of kt. However, that initiator efficiency may be peculiar 
to the gas phase, and not of much value in condensed media. 

2 2 1/2 
«n > - <n» = 

<n> 

kpMt kp2M2t2e-kdt 

1_e-kdt (1_e-kdt )2 

1 - kpM/kd 

Slide 8: Moments of the polymer radical distribution. 
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II. Method of Study: Nucleation 

After somewhat lengthy preamble, we finally come to a discussion 
of the method itself. In the method, growing polymers are detected by 
having them grow in supersaturated monomer vapor, nucleating drops of 
monomer liquid when they attain a certain size. The reaction is 
conducted in a cloud chamber where the monomer vapor can be maintained 
in a supersaturated state. Thus far, experiments have been performed 
in an upward thermal diffusion cloud chamber, but ultimately, as I 
will indicate later, the most quantitative results will require the 
use of an expansion cloud chamber. Sensitive detection of single 
polymer molecules i~ possible because of the extremely "critical" 
nature of the nucleation phenomenon. 

In order to understand this phenomenon it is convenient to 
consider a supersaturated vapor, conSisting of a single molecular 

t.G 

SURFACE 
FREE 

ENERGY NUCLEUS 

t BULK 

~ ! FREE 
ENERGY 

SIZE 

Note that in a multicomponent system the peak is at a 
saddle pOint. 

Slide 9: Origin of the nucleation free energy barrier. 
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species, in which a fragment or cluster of the stable liquid phase is 
formed. Such clusters are often referred to as "embryos" of the new 
phase. In the simplest theory the embryo is treated as a liquid drop, 
having all the features of a macroscopic liquid, e.g. surface tension, 
density, etc. One then investigates the reversible work (free energy) 
which must be expended in forming a liquid drop of n molecules within 
the original supersaturated vapor phase. Slide 9 addresses this 
question. When the drop is very small reversible work must be 
expended in the formation of the interface between the new drop and 
the surrounding vapor. This involves an increase of free energy. 
However, since the vapor is supersaturated, the formation of the bulk 
of the drop involves a decrease in free energy. However, when the 
drop is small the positive interface contribution dominates the whole, 
so that increasing the size of the embryo (increasing the interface 
area) requires an increase in free energy, and is therefore not 
spontaneous. However, as the size of the embryo is further increased 
the bulk contribution to the free energy grows in direct proportion 
to the number of molecules (or in porportion to the cube of the radius 
of the embryo) while the surface contribution goes only as the 
two-thirds power of that number. Thus, the bulk contribution 
eventually overtakes the interface contribution, and turns the curve 
around so that a maximum is produced as in slide 9. An embryo having 
the size corresponding to the maximum may undertake further growth 
with a decrease in free energy, and therefore spontaneously. As 
a result, the embryo corresponding to the size at the maximum is 
referred to as a condensation "nucleus". 

Thus the process of nucleation is essentially a chemical reaction 
in which the products are van der Waals molecules (clusters or 
embryos), and the process is impeded by the free energy barrier 
sketched in slide 9. The height of the barrier is given by the 
formula at the bottom of the slide in which a represents the 
interfacial tension between the liquid and its vapor, v is the volume 
per molecule in the bulk liquid, T, the temperature, P, the pressure 
in the- supersaturated vapor, and Pe is the equilibrium vapor pressure 
of the liquid at the temperature in question. The ratio PIPe is 
called the supersaturation ratio, and it should be noted that the 
height of the barrier is reduced as this ratio is increased. The 
barrier is created by the work of formation of the interface. When 
surfaces are already present (e.g. dust in the vapor or the walls of a 
container), the need to perform much of the interface work is 
eliminated and the barrier is lowered; the condensation is "catalyzed" 
by surfaces. It can also be catalyzed by ions when the vapor consists 
of polar molecules. In this case the assist comes from the work of 
dielectric polarization. 

If the vapor contains several components, e.g. if it is a binary 
vapor, the embryo is characterized not only by size, but also by 
composition. In this case the simple free energy "hill" appearing in 
slide 9 must be replaced by a free energy "surface" overlaying a base 
plane in which a point denotes the numbers of molecules of both 
species in the embryo. It is easy to show that this free energy 
surface contains a saddle through which all the growth occurs. The 
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embryo corresponding to the nucleus now has the size and composition 
associated with the saddle pOint. In fact, this free energy surface 
is nothing more than the common potential energy surface familiar to 
ordinary chemical kinetics and to transition state theory. It is 
possible to show that the density fluctuations, to which the embryo 
sizes correspond, are canonical variables which can be canonically 
transformed to the intramolecular coordinates of the convential 
pontential energy surface. The nucleus corresponds to the transition 
state. 

In order to derive the rate of nucleation, i.e. the number of 
droplets formed per cubic centimeter per second in the supersaturated 
vapor, it is necessary to calculate the rate at which fluctuations 
occur which carry embryos to the top of the free energy barrier. Thus 
in the case of a one component vapor we are confronted with the 
consecutive, reversible reactions illustrated in slide 10 where M2 

J = KE-W*/kT 

Slide 10: Consecutive, reversible reactions. 

indicates an embryo containing two molecules, M3 an embryo containing 
three molecules, etc. With the use of detailed balancing these 
consecutive reactions can be dealt with analytically to yield for the 
rate J (drops per cubic centimeter per second) the final equation in 
slide 10 in which, K is a prefactor which depends only slightly on the 
supersaturation ratio or "supersaturation", W* is the height of the 
barrier prescribed in slide 9, k is the Boltzmann constant and, again, 
T is the temperature. 

In order to see how "critical" the process of nucleation is we 
apply the equation for J, 1n slide 10, to the case of supersaturated 
water vapor at 3000 K. The table in slide 11 lists values of J, drops 

S PIPE Drops 
cm- 3 sec- I 

S = PIPE Drops 
cm- 3 sec- I 

1.2 3 x 10- 996 3.0 1 .8 X 10- 2 

1.4 8.1 X 10- 275 3.107 1.0 + CRITICAL SUPER-
1.6 1.5 x 10- 128 3.2 22.3 SATURATION 
1.8 4.9 x 10- 73 3.4 6.7 x 10 3 

2.0 2.4 X 1O- 1tS 3.6 7.1 X 10 5 

2.2 3.2 x 10- 29 3.8 3.5 x 10 7 

2.4 8.0 x 10- 19 4.0 9.5 X 10 8 

2.6 1.2 x 10- 1 I 

2.8 2.0 x 10- 6 

Slide 11: Values of J as a function of supersaturation S. 
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cm-3 sec-1, in the second column, as a function of supersaturation S 
(first column). A supersaturation at 1.2 corresponds to 120% relative 
humidity. Under normal circumstances one would expect water vapor to 
be condensing rapidly under this condition. In fact, the theory which 
agrees well with experiment, indicates that the rate is of the order 
of 10-996 drops cm3 sec-1• Stated in another way, this means that on 
the average it would require 10996 seconds for a single drop to appear 
within one cubic centimeter. Since a year contains on the order of 2 
X 107 seconds, condensation would, in effect, never occur at 120% 
relative humidity. The fact that it does occur rapidly at 100% 
relative humidity is due to the presence-of dust particles, walls, and 
other surfaces. If we increase the supersaturation to 2.8 (relative 
humidity 280%) the table in slide 11 indicates that it would still 
require on the order of a million seconds for a single drop to appear 
within one cUbic centimeter. At 300% relative humidity, we begin to 
intersect the laboratory time frame, and only about 50 seconds is 
required. Finally at 310.7% relative humidity, only 1 second is 
required. Clearly the table in slide 11 leads to a plot of rate of 
nucleation versus supersaturation having the character of the curve in 
slide 12. There is a catastrophic collapse of the metastable state at 
a particular value of supersaturation. This is not an equilibrium 
phenomenon, but the point at which the metastable state collapses is 
very reproducible, and the supersaturation, at this pOint, is referred 
to as the critical supersaturation. 

The process in which the condensation of supersaturated monomer 
vapor is nucleated by a polymer molecule involves at least a binary, 
nucleus containing both monomer molecules and the polymer. Processes 
in which the nucleus contains more than one polymer molecule, and 
possibly several polymer molecules having different degrees of 
polymerization, are to be avoided, since it is almost impossible to 
deconvolute and analyze the experimental data under such 
circumstances. In fact, such multipolymer processes represent an 
incipient return to the heterogenous aerosol process investigated by 
Melville. It is necessary, therefore, to demonstrate that 
experimental conditions can be achieved such that only one polymer 
molecule is involved in the nucleus. The figure at the top of slide 
13 suggests the configuration of such a nucleus. In the figure the 
wandering line represents the polymer molecule while the M's are 
monomer molecules. Thus the nucleus is a small drop of monomer liquid 
in which a single polymer moleucle is dissolved. The free energy for 
formation of this drop of solution characterizes the free energy 
barrier of the nucleation process. A schematic of this barrier 
appears at the bottom of slide 13. An "embryo" may be modelled as a 
drop consisting of n monomer molecules and a single polymer molecule. 
In the "reaction" exhibited at the middle of slide 13 an embryo 
containing n monomer molecules acquires another monomer (reversibly) 
to produce an embryo having n + 1 monomers. Because of this 
reversibility, the growth of the embryo to the nucleus size may be 
viewed as a random walk in size space, steps forward and backwards 
corresponding, respectively, to the acquisition and loss of monomer 
molecules. 
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J 

P/~ 

Slide 12: Nucleation versus Supersaturation. 
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NUCLEUS CONSISTING OF SINGLE 
POLYMER PLUS MONOMERS 

M 
M 

+ M 
-+ --

M 

M 

CLUSTER "RANDOM WALKS" 

THROUGH SIZE SPACE TO 

TOP OF BARRIER 

CALCULATE MEAN FIRST PASSAGE TIME 

Slide 13: Polymer molecule, a nucleus, and origin of the mean first 
passage time. 

Ultimately we will be interested in the time required for the 
embryo or cluster to "walk" to the top of the barrier. This is the 
mean first passage time of the walk. The first passage time may be 
thought of as the time required by a polymer molecule, after making 
its appearance in the supersaturated monomer vapor, to nucleate a drop 
of monomer liquid. 

In order to calculate the mean first passage time it is necessary 
to know something about the free energy of the embryo. For this 
purpose a crude theory (reliable only for the purpose of demonstrating 
trends) has been developed using the Flory-Huggins theory of polymer 
solutions, modified to account for the interface between the drop of 
solution (embryo) and the vapor. Slide 14 lists some results for the 



GAS PHASE CHAIN POLYMERIZATION 

VINYL ACETATE 

280 0 K CRITICAL SUPERSATURATION FOR HOMOGENEOUS 
NUCLEATION OF VINYL ACETATE VAPOR 
Sc = PIPe = 3.81 

NUCLEATION OF VINYL ACETATE BY POLYVINYL 
ACETATE 

DEGREE OF MEAN FIRST 
~C a PIPe POLYMERIZATION PASSAGE TIME (SECS) 

2.7 22 5.1 
26 2.0 x 10-" 
28 5.3 x 10- 6 

1.7 160 2.0 x 10 6 

183 1.1 x 10- 6 

1.3 1500 7.9 x 10 16 

1610 7.0 x 10- 7 

1.25 2000 1.0 x 10 122 

2700 4.0 x; 10- 6 

Slide 14: Mean first passage time vs. degree of polymerization. 

mean passage time in the case where the monomers are vinyl acetate 
molecules (a system which we have studied more thoroughly than any 
other). The results are for a temperature of 280 oK. Theory shows 
that, for the case of homogeneous nucleation involving pure (no 
polymers) vinyl acetate vapor, the critical supersaturation at which 
the metastable, supersaturated state collapses catastrophically (the 
critical supersaturation) is 3.81 (at 280 0 K). This oritioal 
supersaturation is denoted by Sc and is listed, at the top of slide 
14. In the table constituting the remainder of the slide, the first 
column lists supersaturations, the second column, degrees of 
polymerization, and the third column, the corresponding mean first 
passage times in seconds. 

As an example, consider a monomer vapor at a supersaturation of 
1.7. The table shows that at 280 0 K a polymer (polyvinyl acetate) with 
a degree of polymerization of 160 will have a mean first passage time 
of 2 X 106 seconds. On the other hand, increasing the size of the 
polymer by about 12% to a degree of polymerization of 183, reduces the 
first passage time to the order of a microsecond. A 12% increase in 
the size of the polymer gives rise to a reduction of 12 orders of 
magnitude in the first passage time. This illustrates again the 
"critical" nature of the nucleation process. More important, however, 
it illustrates the principle upon whioh our method of detection of 
arriving polymer molecules is based. A supersaturation of 1.7 is 
far less than 3.81, and no homogenous nucleation can be expected in 
the absenoe of polymers. Furthermore, a polymer of size 160 will not 
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nucleate a drop. However, a modest increase in its size to 183, due 
to propagation, allows it to nucleate a drop within a microsecond. 
Since the propagation of the chain proceeds much more slowly than 
this, nucleation is not rate controlling, and the appearance of the 
drop signals the arrival of the molecule of the critical size. If the 
propagation rate is much faster (as in the case of ionic chain 
propagation) the critical polymer will have a larger size, and its 

Slide 15: Artist's drawing of cloud chamber. 
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mean first passage time will be even smaller, but there will always be 
a size for which the nucleation process will be so fast that it will 
not be rate controlling. It is obvious from the Slide that one can 
"tune" to the arrival of polymer molecules of a specified size by 
controlling the supersaturation of the vapor. 

In the case of "copolymerization" mentioned on slide 3, the 
cortical size will depend on the composition of the polymer, and will 
contribute to the "noise" observed in the cloud chamber experiments. 

As I indicated earlier, the experiments are performed in a cloud 
chamber. At present, only an upward thermal diffusion cloud chamber 
has been used. (In the future it is deSirable, as I explain later, to 
employ an expansion aloud chamber.) The diffusion cloud chamber is a 
simple device, useful for semiquantitative measurements on the 
kinetics of gas phase polymerization, and especially for the 
demonstration of feasibility. 

Slide 15 is an artist's drawing of the device. It consists of 
two circular metal plates separated by a glass cylinder. The lower 
plate is heated while the upper one is COOled. The tubes attached to 
the glass ring, as shown in the slide, are graded seals which hold 
quartz windows so that uv light can be admitted to the chamber. The 
chamber is filled with helium gas, and, a shallow pool of liquid 
monomer (vinyl acetate) rests on the lower plate. Since the lower 
plate is heated monomer evaporates from the pool, and diffuses through 
the helium, to condense on the cooler upper plate where it forms a 
smooth film of liquid. This film drains to the Side, and returns via 
the glass ring to the pool. Thus a constant state of reflux is 
established within the chamber. Convection within the chamber must be 
aVOided, and this is accomplished by using helium as the carrier gas 
so that the hotter gas near the lower plate is nevertheless heavier by 
virtue of it being mass loaded with vinyl acetate. 

Pressures and temperature vary with elevation in the chamber in 
the manner shown in slide 16. The curve labeled T, shows that the 
temperature drops, almost linearly with elevation, from the 
temperature of the lower plate to that of the top one. The partial 
pressure P of the diffusing vinyl acetate also drops almost linearly 
with elevation. However the equilibrium pressure Pe drops 
exponentially with temperature, according to the Clapeyron-Clausius 
relation, and has the form shown in the slide. The supersaturation S, 
i.e. the ratio of P to Pe therefore has the form exhibited on the 
right side of the slide. There is a maximum of supersaturation at an 
elevation corresponding to about three-quarters of the height of the 
chamber. In our experiments we attempt to position the uv beam, as 
shown in the slide, at the level of this maximum. The curves in slide 
16 must be computed by simultaneously solving the equations for the 
transport of mass, energy, and momentum. Usually, the momentum 
equation can be neglected, and replaced by the requirement that the 
pressure be constant within the chamber. The chamber clears itself of 
unwanted condensation nuclei (dust particles), since they form drops 
which settle out of the vapor space. 

Further detail of the experiment is shown in slide 17. Here we 
see the shallow pool (cross hatched) of vinyl acetate liquid, the 
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90 H. REISS 

supersaturation curve PIPe' and the uv beam. The X marks the position 
of a helium-neon laser positioned below the uv beam, and at right 
angles to it. The uv photons produce free radicals which propagate 
into polymer chains. These grow and diffuse. Eventually diffusing 
polymer radicals reach the walls of the chamber where they are 
adsorbed. This loss to the walls must be accounted for in the 
analysis of the data. If a polymer molecule reaches the critical 
size, when it is at a position directly above the laser beam, it 
induces the formation of a drop of liquid monomer which then falls 
through the beam and is counted by virtue of the strong light signal 
which it scatters to the photomultiplier indicated in the slide. The 
count rate measures the rate of production of polymer molecules of the 
critical size. 

Slide 18 exhibits some actual data from this experiment. Three 
histograms, which plot drops (product polymer molecules) observed 
during a given time interval, versus time, are shown. The bars in the 
uppermost histogram are 10 seconds wide, and their heights indicate 
the number of product molecules arriving (per cubic centimeter) in the 
10 second interval. The uv intensity for this histogram is fairly 
high, and the average rate of arrival of product molecules appears to 
be in the neighborhood of 40 cm-3 sec-1• Actually, this rate is 
considerably higher than that which would be used in a careful 
experiment. At this high rate it is almost certain that growing 
polymers encounter one another so that the condensation nucleus 
contains more than one polymer • For example, if the critical polymer 
size involves a degree of polymerization of 100, it is possible for 
polymers of sizes 30 and 70 respectively to encounter one another, and 
even if they do not combine chemically, the resulting complex can, to 
a first approximation, imitate a polymer of size 100 for the purposes 
of nucleation. Almost any combination of smaller polymers adding to 
size 100 will do. These smaller polymers are formed much more quickly 
than the larger polymer, and are present in larger concentrations. 

As I indicated earlier, it is almost impossible to deconvolute 
the data when multipolymer nuclei are involved. The uppermost 
histogram in the slide is therefore presented, only for the purposes 
of illustration. It should be noticed, of course, that it is "noisy". 
The two lower histograms involve lower uv intensities, and 
consequently exhibit slower rates. The bars in these histograms are 
20 seconds wide. The lowest histogram is more typical of a careful 
experiment. It corresponds to a rate of arrival of product polymer 
molecules equal to about one product molecule per cubic centimeter per 
second. It is almost certain, in this case, that the condensation 
nuclei each contain only one polymer. 

III. Steady State Experiments: Feasibility 

Slide 19 illustrates some reactions involved in the free radical 
chain polymerization of vinyl acetate. The scheme includes Inltatlon, 
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INITIATION 

TERMINATION 

kt 
+ R-(CH2CHAC)m-CH2-CHAC ~ 

R-(CH 2CHAC)n+m+2-R 

CHAIN TRANSFER 

PROPAGATION 

ktr 
R-(CH2CHAc)n-CH2-CHAC + CH 2-CHAc ~ 

R-(CH 2CHAc)n+l + CH 2=CHAc 

Slide 19: Some reactions involved in the free radical chain 
polymerization of vinyl acetate. 

propagation, recombinative termination, and chain transfer. It is 
also possible for termination to occur by a process of 

INITIATION 

PROPAGATION 

TERMINATION 

CHAIN TRANSFER 

ktr 
Rno + H ~ RnH + Rio 

Slide 20: Simplified reactions involved in the free radical chain 
polymerization of vinyl acetate. 
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GAS PHASE CHAIN POL YMERIZA TION 

disproportination, but I do not show this reaction in the slide. 
Furthermore, if the reaction is performed in a cloud chamber we must 
include a step in which the growing free radicals diffuse to the walls 
where they are trapped. This step is not shown in the slide. 

Slide 20 presents a simplified version of slide 19. Here M 
represents a monomer molecule, and Rn. represents a free radical of 
degree of polymerization n. H stands for a hydrogen atom. The 
various rate constants ki, kp , kt, ktr corresponding to initation, 
propagation, termination, and chain transfer are also shown. 

If the uv source is steady, the reactions in slides 18 and 19 
(augmented by the step involving loss to the walls) will achieve the 
steady state. The concentrations of the various species will be 
steady, and can be shown to be given by the formulas appearing in 
slide 21. In this slide Pn represents the steady concentration of 
free radicals of size n while Pn represents the steady concentration 
of "dead" polymers resulting from termination. The quantities A and W 
appearing in the expression for Pn are complicated functions of the 
various rate constants, the monomer concentration M, effectively 
constant during the reaction, and the light intensity I. In addition 
to the four rate constants appearing in slide 20 there is an 
additional one, kO, which refers to "loss to the walls". One might 
assume that dead polymers are effective as nucleating agents in the 
same manner as "11 ve" ones. However, under the conditions of our 

IN THE STEAOY STATE 

Pn = AWn 

A _I ki I + 
kp 

W 

[
_ kO 

2kt 

k M 
p 

[ ko (kO f kpM +ktrM + kO + kt - -- + -- + . 2kt 2kt 

kO REFLECTS LOSS TO THE WALLS 

Slide 21: Steady concentration of polymer radicals. 

112 ] 

experiments, the concentrations of dead polymers are neglible. An 
important feature to be noted in the formulas of slide 21 is the 
appearance of the light intensity in the denominator of the expression 
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for W. Thus as the light intensity is increased W becomes smaller. 
Since W appears to the power of n in the formula for Pn , this implies 
that the concentrations of large enough polymers will be reduced as 
the light intensity is increased. Thus the steady state concentration 
of the polymer involved in the nucleation process will exhibit a 
maximum as a function of light intensity, and the same will be true 
for the corresponding rate of nucleation. 

The experimental demonstration of this maximum is one of the 
features which confirms that the observed nucleation is due to the 
polymer process. Slide 22 contains plots of observed rates of 
nucleation (in vinyl acetate vapor) versus relative light intensity 
(270-280 nm). Five plots are shown, corresponding to different 
supersaturations ranging from 1.57 to 2.58. At the two highest 
supersaturations, 2.32 and 2.58, the plots do indeed exhibit maxima. 
It is probable that the three remaining plots would also exhibit 
maxima if measurements had been continued to higher light intensities. 
The maximum appears to move to higher light intensity as the 
supersaturation is reduced. This is consistent with theory. At a 
high enough supersaturation, nucleation should involve a nucleus 
containing only one polymer molecule. At lower supersaturations 
multipolymer nuclei are required. However the individual polymers in 
these nuclei should be smaller. According to the formulas in slide 21 
the maximum occurs at smaller light intensities for larger molecules 
(larger n). 

Actually, as I will soon show, the curve corresponding to a of 
2.58 involves a single polymer nucleus, while that corresponding to a 
supersaturation of 2.32 involves nuclei containing two polymers. 

If experiments are performed at low light intensities, i.e. in 
the regime on the left of slide 22, termination and chain transfer 
will be absent. Under these circumstances, the formulas of slide 21 
indicate that the steady state concentration of polymers of the 
critical size will depend on the first power of the light intensity. 
To a high degree of approximation, it can be demonstrated that, if two 
polymers are involved in the nucleus, the nucleation rate will depend 
on the square of the light intensity. These claims are sketched in 
slide 23 from which it can be seen that, for the one polymer process, 

FOR NUCLEATION INVOLVING A ONE POLYMER NUCLEUS THE 
RATE SHOULD DEPEND ON THE FIRST POWER OF THE UV 
INTENSITY --

In J 1 - In I 

FOR A TWO POLYMER NUCLEUS THE RELATION SHOULD BE 
(IN THIS CASE APPROXIMATE) 

In J 2 - 2 In I, etc. 

ALL OF THIS IN ABSENCE OF CHAIN TERMINATION ONLY!! 

Slide 23: One and two polymer processes. 
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a plot of the logarithm of the nucleation rate J1 versus the logarithm 
of light intensity will be a straight line of unit slope. Similarily, 
for a two polymer process, a plot of the logarithm of the nucleation 
rate J2 versus the logarithm of light intensity will also be a 
straight line, but with a slope of 2. Slide 24 exhibits such log-log 
plots for experimental data obtained at the five super saturations 
corresponding to the curves in slide 22, but in the regime of low 
light intensity. As predicted, they are all straight lines. It is 
most important to note that the curve corresponding to the highest 
supersaturation, 2.58, has a slope of 1.15, indicating, as I promised 
earlier, that nucleation, at this supersatuation, is due essentially 
to a one polymer process. The curve for the supersaturation of 2.32 
has a slope of 2.03, indicating that two polymers are involved in the 
nucleus. Thus it appears feasible to establish experimental 
conditions such that the one polymer process is dominant. As I 
indicated earlier, the establishment of such conditions is mandatory 
if a quantitative interpretation of the data is to be made. 
The straight line in slide 24 corresponding to the one polymer 
process (supersaturation of 2.58), can be extrapolated to determine 
the intercept on the rate axis. An analysis of the equations on slide 
21 shows that if the size of the critical polymer in the nucleus is 
known, and the values of ki and kO are available, then the activation 
energy for propagation may be determined. Without entering into 
detail, I can report that both ki and kO can be estimated in a 
reasonably satisfactory manner using data in the literature and some 
theory. Unfortunately, the same cannot be said about the critical 
size. If we attempt this estimate by means of theory, then we have to 
rely on the crude nucleation theory from which the table on slide 14 
was derived. As I indicated, that theory is only useful for 
demonstrating trends, and is by no means quantitatively accurate. 
Accepting this limitation the best thing we can do is the following. 

We use the measured intercept to calculate a "what if?" curve. 
That is, we suppose that we know the critical size. ChoOSing some 
number for that size we then employ the measured intercept, the 
estimated ki and kO, and the theoretical expressions on slide 21 to 
calculate a value for the activation energy for propagation. The 
curve in slide 25 is obtained in this manner. Thus for the measured 
intercept it indicates what we would find the activation energy to be, 
if the critical size has the value listed on the abscissa. Having 
once plotted this "unbiased" curve we can then appeal to the available 
crude nucleation theory for an estimate of that size. It happens 
that, for the one polymer process in slide 24, the critical size 
estimated by theory is 35. The curve in slide 25 indicates that if 
the size was indeed 35, the activation energy predicted for 
propagation would approximate 4,000 calories. Surprisingly, this 
happens to be the value of the activation energy found for the 
propagation of polyvinyl acetate in condensed media. However, because 
of the crudeness of the nucleation theory, we cannot attach much 
significance to this agreement. It is probably due to cOincidence; 
excellent agreement, usually been ascribed to compensating errors, 
between theory and experiment is often found in studies of nucleation. 
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The best that can be said about slide 25 is that it reveals an 
activation energy "in the ball park". 

IV. Nonsteady Experiments: Avoiding Nucleation Theory 

The discussion of slide 25 reveals a fundamental problem which 
must be solved if the gas phase method, using nucleation for 
detection, is to be a quantitative tool for the measurement of kinetic 
parameters. It is absolutely necessary to know the size of the 
critical polymer! Although there is the possibility that nucleation 
theory will be improved (and many good theorists are working on the 
problem), it is unrealistic to assume that it will be made precise 
enough for our purposes. Thus it is desirable to find a means for 
determining the size of the nucleating polymer, not dependent on 
theory. There is a strong possibility of accomplishing this by 
resorting to nonsteady rather than steady experiments. 

Thus consider slide 26. The reaction indicated at the top of the 
slide is a simple propagation step. Suppose that the only other 

PROPAGATION AND LOSS TO WALLS ONLY 

INITIATION "PULSE" PRODUCES AN INITIAL CONCENTRATION 
OF Ri • GIVEN PY Po 

Slide 26: The concentration of polymeric radicals of size n at time t. 

processes, besides propagation, are initiation and loss to the walls. 
Furthermore suppose that polymerization is initiated by a pulse of 
light of negligible duration, such that a fixed initial concentration 
of radicals of size 1 is available at the zero of time. No other 
radicals are supplied to the system thereafter. Then it is an easy 
matter to show that the concentration of polymeric radicals of size n, 
at time t, is given by the last equation in slide 24 where Po 
represents the initial concentration of radicals in the pulse and M 
is, again, the essentially constant monomer concentration. Suppose 
that n in the equation refers to the size of the polymers responsible 
for nucleation. Then, because the concentration Pn (t) increases with 
time, to a maximum, and eventually decays to zero, we should expect 
the observed rate of nucleation to do the same. Furthermore by 
fitting the observed nucleation rate to the expression for Pn in slide 
26 it should be possible to determine n, the size of the critical 
polymer. 
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We performed experiments aimed at implementing this program. 
Using the shutter mechanism of a Canon camera, we fashioned a one 
second uv pulse. The chamber was then "observed" by the 
photomultiplier for a 120 second period following the pulse. During 
this time drops occasionally appeared, and were counted. We employed 
a fairly high level of supersaturation in order to reduce the critical 
size so that the nucleation rate would be large enough to be 
conveniently measurable. Even so the reaction remained very "noisy" 
and the data obtained from a single run exhibited very little 
"structure". Therefore, the experiment was repeated until forty 120 
second runs had been completed. The 120 second period was divided 
into 120 one second intervals and the number of drops accumulated in 
each interval over the 40 runs was recorded. At the outset, we did 
not have a suitable multichannel analyzer capable of performing the 
signal averaging electronically. Thus, signal averaging had to be 
done "by hand". This is the reason why the first experiment- involved 
only 40 runs. Slide 27 exhibits the results. 

The curve shows the signal averaged rate of nucleation versus 
time (after the pulse). Each point on the slide has been signal 
averaged. Thus, for example, the fact that the point at 18 seconds 
indicates a rate of nucleation of about 1 drop per cubic centimeter 
per second means that about 40 drops were accumulated in the interval 
at 18 seconds during the 40 runs. As it may be seen from the slide 
the data, even though signal averaged, are still quite noisy. The 
solid curve in the slide is a least squares fit of the expression 
for Pn given on slide 26 (assuming the rate of nucleation to be 
porportional to Pn ) to the pOints appearing in slide 27. The fit is 
reasonably good, and the critical polymer size derived from it is 6.8. 
The crude nucleation theory involved in the table on slide 12 predicts 
that the critical size should lie between 6 and 8. Again, this 
remarkable agreement has to be viewed as coincidence; all that we can 
be claimed is "ball park" agreement. 

After these first experiments involving pulses were complete we 
acquired a suitable multichannel analyzer, and signal averaging could 
then be accomplished electronically. It was then easy to perform 
experiments involving as many as 400 runs. Slide 28 which is similar 
to slide 27 shows the results of one such set of runs. Because 400 
runs, rather than only 40, are involved the data in slide 28 is less 
"noisy" than those of slide 27. However, there is evidence of a new 
phenomenon, at early times, i.e. at times less than 25 seconds. There 
appears to be an early "peak", followed by a second peak having its 
maximum at about 50 seconds. The early peak is probably due to 
multipolymer processes, i.e. to processes in which there is more than 
one polymer molecule in the nucleus. As I indicated earlier, such 
multi polymer nuclei can involve smaller polymers, the sum of whose 
molecular weights is equal to tbe critical size. Because these 
polymers are smaller, they are formed more rapidly, and so the 
nucleation process they induce is more prompt. However, why does it 
decay before the one polymer process is established? 

The probable answer is indicated in slide 29. This slide shows 
the uv beam (schematically) and an absorbing plate (meant to represent 
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the walls of the chamber) at a distance L from the beam. The 
configuration at the top of the slide is intended to represent the 
situation at zero time, just after the system has been pulsed. The 
initial free radicals are indicated by the pOints within the uv beam. 
These begin to propagate and, at the same time, diffuse. At early 
times the propagating radicals are close enough to one another to 
participate in a multipolymer nucleus. However at a later time say 
t1, as indicated by the middle picture on the slide, the concentration 
of growing radicals has been diluted by outward diffusion. As a 
result the multipolymer processes become disfavored, and eventually 
disappears. This accounts for the decay of the early peak in slide 
28. However, the single polymer nucleation process does not depend on 
encounters between polymers so that it continues to develop through 
later times (e.g. time t2 in the slide), and gives rise to the main 
peak in slide 28. The curve in slide 26 is a least squares ~it of the 
equation on slide 26 to the data of the peak and the tail. 

If this explanation is correct, it means that it is possible to 
resolve multipolymer and single polymer processes, because they appear 
as separate peaks. Furthemore the multi polymer processes should be 
eliminated through a reduction of the concentration of radicals (by 
reducing the light intensity) in the initial pulse. Thus if the 
intensity is halved, and a three polymer process is involved, we might 
expect the height of the three polymer process to be reduced to 
one-eighth of its original value. At the same time the peak 
corresponding to the one polymer process should be only halved. 

Slide 30 shows the result of reducing the light intensity to 
about half of its value in slide 28. It is satisfying to see that the 
early peak, assumed due to multipolymer processes, is essentially 
gone. However the main peak, assumed to represent the one polymer 
process, has retained its original height, and has not been haved as 
expected. The most probable explanation of this is outlined in slide 
31. 

FIRST ORDER 

dc '" -kc, 
dt 

SECOND ORDER 

dc '" -kc2, 
dt 

LARGE t C~.!. 
kt 

MEMORY OF INITIAL STATE IS LOST 

Slide 31: First and second order reaction kinetics. 
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We learn, even in elementary physical chemistry, that in a first 
order decay (such as that addressed at the top of the slide), the 
concentration of reactant decreases exponentially with time in the 
manner shown on the right of the relevant differential equation. In 
this equation Co is the initial concentration of reactant while k is 
the first order rate constant. Thus the concentration c always 
"remembers" its initial state represented by co. In contrast, with 
second order kinetics, as shown in the slide, the integration of the 
rate equation leads to the formula on its right. Again Co is the 
initial concentration and now k is the second order rate constant. If 
Co is sufficiently large, then, at early times, one can ignore the 
unity in the denominator so that, as shown on the slide, Co cancels 
out of the expression for the concentration. Thus, a second order 
process, eventually loses its memory of its initial state! The decay 
of free radicals in the pulse is a second order one (bimolecular 
recombination). Furthermore Co may be assumed to be roughly 
porportional to light intensity. If that intensity is high enough, 
a concentration of free radicals will eventually be established over 
which the initial light intensity has no control; the system will have 
lost its memory of the initial state. For the short times involved in 
the multipolymer processes this memory has not been completely lost, 
but for the longer time, corresponding to the peak of the single 
polymer process, it may have been lost. The result is that the peak 
of the single polymer process responds to an effective initial 
concentration, independent of the initial intensity, while the 
multipolymer processes respond to initial concentrations which do 
depend on that intensity. As a result, the peak due to the 
multipolymer processes is reduced while that due to the single polymer 
one retains its original height. 

V. Limitations of the Diffusion Cloud Chamber and Advantages of 
the Expansion Chamber 

Up to this point the experiments described have all been 
performed in the diffusion cloud chamber. Qualitatively, or at best 
semiquantitatively, all of the observations are consistent with the 
molecular level picture we have advanced, and on which our theory is 
based. This is all part of the "bootstrap" approach. We are 
satisfied that feasibility has been demonstrated, in the sense that we 
can establish conditions under which a single polymer product molecule 
is capable of inducing nucleation, and can therefore be counted. 
However, although the diffusion cloud chamber represents an 
inexpensive and relatively rapid means for accomplishing these ends, 
it has many disadvantages when the reduction of the technique to a 
quantitative tool for the study of polymerization kinetics is desired. 
Slide 32 explains why. 

It illustrates the diffusion cloud chamber, including both the 
top and lower plates, and the uv beam employed for initiation as well 
as the laser beam used for the counting of drops. The shaded vertical 
column indicates the volume in which a nucleation event will be 
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counted, because the resulting drop will fall through the laser beam 
and be observed in the optically defined volume of observation as a 
result of the light which is scattered. The cloud chamber is a highly 
nonuniform device. Within it, both the temperature and the 
concentration of monomer varies with elevation. Thus consider the 
path marked by the numbers 1 and 2 at the left of the diagram. This 
path represents the random flight of a diffusing, growing free 
radical, initiated at the position of the retangular bar at the left. 
The growing free radical may diffuse out of the beam to, say position 
1, marked by the dot next to the number 1 on the path. In the course 
of this flight it will experience different temperatures and monomer 
concentrations as a result of the nonuniform distribution of these 
quantities within the chamber. Thus if it nucleates a drop at 
position 1, the rate of growth which it will have experienced involves 
an average over the time-position history of the radical. It may not 
nucleate a drop until it reaches position 2, but in either case it 
will have had to attain the critical size characteristic of either 
elevation 1 or elevation 2 in the chamber. In both cases the drop 
will not fall through the volume of observation and therefore not be 
counted. But even if it were counted, it would be almost impossible 
to extract accurate information concerning the various rate constants 
from the event, because of the requirement to average over the path. 
For example the rate consant depends exponentially on temperature. 

The path leading to position 3 in the slide will result in a drop 
which falls through the volume of observation and be counted. However 
the nucleation event lies outside of the uv beam, and, in addition to 
the aforementioned averaging process, it will be necessary to consider 
this fact in the analysis of the data. The path leading to position 5 
indicates a free radical which is ultimately adsorbed on the top plate 
and represents a loss to the "walls" of the chamber. Such a loss must 
also be accounted for. 

Although in principle it is pOSSible, given enough time and 
funds, to solve the complicated boundary problem involved 1n the 
deconvolution of the data, it is advisable to use another kind of 
cloud chamber, in which uniform conditions can be established, for the 
purpose of reducing the method to quantitative accuracy. Such a cloud 
chamber exists, and has been developed to a high level of precision. 
This is the high precision expansion cloud chamber developed at the 
University of Missouri at Rolla. 9 The Rolla chamber has been used 
primarily for the acurate measurement of rates of homogeneous 
nucleation.10,11 ,12 

Slide 33 deals with some features of this chamber. The chamber 
itself is diagrammed in the upper part of the slide. It contains a 
piston which can be lowered for the purpose of expansion. The liquid, 
in whose vapor nucleation is to be stUdied, covers the piston. As in 
the diffusion cloud chamber, the vapor space above the liquid contains 
a supporting gas which, in this case, is usually argon. The vapor 
above the liquid achieves the equilibrium vapor pressure. In contrast 
to the diffusion cloud chamber, this vapor is homogeneous and uniform. 
When the piston is lowered rapidly the argon-vapor mixture is cooled 
by adiabatic expansion, and becomes supersaturated to a degree 
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depending on the extent of the expansion. If dust particles or other 
nucleating agents are present droplets form and they are allowed to 
settle out of the vapor space. In this way, the chamber is 
self-cleaned as is the diffusion cloud chamber. The degree of 
supersaturation of the vapor can be calculated from the adiabatic law. 
The chamber is designed so that the adiabatic law is accurate at the 
center of the vapor space. 

In the operation of the Rolla chamber a definite cycle of 
expansion and compression is involved. The purpose of this can be 
explained with the aid of the figure at the bottom of slide 33. This 
figure shows the course, with time, of the supersaturation in the 
chamber as an initial expansion followed by a partial compression is 
performed. During the expansion the supersaturation rises, as shown, 
to the maximum indicated by the peak before the subsequent compression 
occurs. The supersaturation has risen sufficiently to cause 
nucleation in the shaded region at the peak. The duration of the 
shaded region is of the order of .01 seconds. All nucleation occurs 
during this time, and is arrested by the reduction of supersaturation 
caused by the compression. The compression is such as to leave the 
vapor in a supersaturated state (even though further nuclei do not 
form). In this supersaturated state the nuclei formed during the 
pulse, corresponding to the shaded region, are able to grow to the 
point where the resulting drops can be photographed, at the point 
marked "picture" in the diagram. Referring to the sketch of the cloud 
chamber, in the upper part of the slide, the picture is taken through 
a glass plate at the top of the chamber. Light for this picture is 
supplied by xenon flashlamps whose output is optically configured into 
a "slab" of light, having a thickness of about 0.5 cm. The depth of 
focus of the camera used to photograph the droplets exceeds the 
thickness of the slab, so that all the drops in the slab can be 
recorded. The number of such drops is counted, and represents the 
integrated production of nuclei during the supersaturation pulse 
corresponding to the shaded region at the peak. From this integrated 
number one can derive the rate of homogeneous nucleation. 

We are in the process of designing and building such a cloud 
chamber, with the advice and cooperation of the Rolla group. In fact, 
our earliest experiments will be performed in the original chamber at 
Rolla, and they are scheduled to begin in late September. We will not 
be concerned with homogeneous nucleation, but in the polymer process 
which forms the subject of this paper. The scheme of the experiments 
is as follows. 

The liquid in the chamber will consist of monomer, as in the case 
of the diffusion cloud chamber. However the monomer vapor, 
equilibrated with the liquid will now be of uniform temperature and 
concentration. A short pulse of uv light is now admitted to this 
vapor, and the propagation of free radicals which results is allGwed 
to continue for some specified period of time. At this point the 
expansion and compression cycle of the chamber is performed, just as 
in the case for the measurement of the rate of homogeneous nucleation. 
However, now the depth of the expansion is reduced as to avoid 
homogeneous nucleation, and the drops which form are those nucleated 
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by polymer molecules larger than or equal to the critical size for 
nucleation at the attained supersaturation. These are photographed 
and counted, just as in the case of homogeneous nucleation. The 
experiment is repeated using different "waiting times" between the 
light pulse and the subsequent expansion. Thus the polymer 
distribution is allowed to develop through different times. 

All of the development occurs at a Single temperature and monomer 
concentration; conditions in the cloud chamber are uniform. The 
expansion and compression cycle, to the time of the photograph, must 
be short on the scale of the rate of polymer propagation, so that 
additional polymers which forms after the waiting time are not 
counted. Such an arrangement of times is feasible. 

The analysis of the data is explained in slide 34. At the top of 
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the slide we show the same formula for the concentration of polymers 
of size n that appeared on slide 26, except for the fact that kD' 
associated with the rate of loss to the walls, is not included. This 
is because the expansion cloud chamber is large enough so that within 
reasonable "waiting time" there will be no effect of the walls. In 
the formula the waiting time is denoted by t. Again Po represents the 
concentration of free radicals in the initial pulse, and M denotes the 
now uniform monomer concentration. A plot of Pn , after a particular 
waiting time t, resembles the curve shown in the slide. The size 
corresponding to the maximum is denoted by nmax • The starred value of 
n represents the critical size for the supersaturation achieved during 
the expansion. The shaded region represents the integrated number of 
drops N produced by the expansion and counted in the photograph. By 
repeating the experiment, using the same waiting time, but each time 
increasing the degree of expansion and therefore the supersaturation, 
n* can be moved to the left (towards the maximum) while the curve 
remains invariant. In this way the counting process will eventually 
locate nmax and the area under the curve between nmax and infinite 
size. This area is denoted by Nmax and is given by pO multiplied by a 
function of kpMt. This function is denoted by ~ in the slide. By 
repeating the series of experiments for two different fixed waiting 
times, and therefore two different Nmax values, the ratio of these two 
values can be measured, as the ratio of the function ~ for the two 
waiting times. The only unknown in this ratio is kp which can 
therefore be determined. With kp determined the measured value of 
Nmax for either waiting time can be used to determine nmax. Thus not 
only kp, but the size of the critical polymer can be determined 
without having to rely on nucleation theory. 

The description of the method is somewhat oversimplified. For 
example, it is assumed that kp is independent of the size of the 
propagating radical. As I indicated earlier, this liable not to be 
the case for propagation in the vapor, unless the radicals are very 
large. However, it should be possible to handle a situation where kp 
varies with size. 

Finally we should note an additional important difference between 
the experiments in the diffusion cloud chamber and those planned for 
the expansion chamber. In the expansion chamber, the drops formed 
correspond to all the polymers of critical size or larger. Polymers 
larger than the critical size are allowed to develop because during 
the waiting time the vapor is not supersaturated. In contrast, in the 
diffusion cloud chamber, the polymers are grown in a supersaturated 
vapor. As a result as soon as a polymer of the critical size appears 
it nucleates a drop, and no polymers beyond this size can remain in 
the vapor. In ,the diffusion cloud chamber the rate of nucleation 
is a direct measure of the rate of production of polymers of the 
critical size. Things are less direct in the expansion cloud chamber, 
but there is still the overwhelming advantage of having the polymers 
grow in a vapor, uniform in both temperature and concentration. 
Expansion cloud chamber experiments (and the expansion cloud chamber), 
are far more expensive than experiments in the diffusion cloud 
chamber, but they represent the proper approach for converting the gas 
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phase method into a quantitative tool for the study of polymerization 
kinetics. 

Since experiments involving molecular beams represent an 
important component of the discussion at this conference, it worth 
remarking that the expansion cloud chamber method may only be a step 
on the way to utilizing molecular beams for the study of homogeneous 
gas phase chain polymerization. With a nozzle beam the polymers could 
be allowed to develop dur ing a "waiting time" just as in the case of 
the expansion cloud chamber. Expansion through the nozzle of the beam 
could then be performed so that clusters or drops could be nucleated 
on polymers which have attained the critical size. Methods for 
counting these clusters could certainly be developed. Finally, we 
should note that the techniques described in connection with free 
radical chains could be developed for chains propagated by ions. The 
opportunity to study such ionic chain propagation with weli defined 
free initiating ions would constitute a valuable application of the 
method. 
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COMMENTS ON CLUSTERS IN BEAMS, SPECTROSCOPY, AND PHASE TRANSITIONS 

H. Reiss 
Department of Chemistry 
University of California Los Angeles 
Los Angeles, California 90024 

ABSTRACT. This paper contains a discussion of "clusters" found 
typically in 1) molecular beams, and 2) in saturated and supersaturated 
vapors. Important differences as well as similarities between these two 
kinds of clusters are discussed. The point is made that most clusters 
in beams are large "molecules" (and are treated by theory as such) 
rather than fragments of matter intermediate between vapor molecules and 
bulk matter, and that careful consideration is necessary in order to 
avoid the confusion and "paradoxes" which have plagued the field of 
nucleation. 

I. Introduction: Clusters or Molecules? 

Recently, considerable attention has been focused on "clusters" in 
molecular beams, especially nozzle beams1• The clusters which appear in 
molecular beams range from van del' Waals molecules, through molecules 
bound by polar forces, to small condensed fragments of metal. They may 
consist of a single component or be multicomponent. Frequently, the 
study of such clusters (and the concomitant expense) is justified by 
pointing out that they are an important separate form of matter, lying 
between molecules and bulk substance. As such, they are supposed to 
form a "bridge" between the two extremes. 

Although the clusters found in beams may occasionally have this 
character, more often they do not, and misunderstanding can be 
generated by insisting that they fulfill this intermediate role. This 
point will be elaborated later. 

However, the fact that the clusters in beams may not provide the 
above mentioned "bridge" does not mean they are not im.portant or useful. 
They can be (and have been) employed as specialized tools for other 
purposes (see reference 1), and comprise a distinct field by themselves. 
Applications have involved (1) the structure of van del' Waals molecules, 
(2) the effect of rare gas ligands on spectral lines, (3) the study of 
surface states, (4) the dependence of melting point on crystal size, (5) 
the promotion of concerted reactions, (6) band theory, surface states, 
and especially study of the threshold (with increase of size) to 
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macroscopic properties, and (7) the measurement of fragmentation 
energies. 

H. REISS 

To a certain extent, the development of this field and its various 
applications has been "technique" and "instrument" driven. Nozzle beams 
were "available" and a variety of spectroscopic tools (including mass 
spectrometry) were "in place" for the interrogation of such clusters. 
An approach along the route of molecular beams, involves a path on which 
attention moves upward from the microscopic to the macroscopic domain. 
"Clusters" have also been important in the study of phase transitions 
(both equilibrium and dynamic). Especially in the field of 
"nucleation", the path has led downward from the macroscopic towards the 
microscopic. Along this path, molecular ideas were grafted somewhat 
uncritically onto a macroscopic theory. As we shall see below, this 
process led to misunderstanding and paradox. There is the same danger 
if workers are not critical about the role of clusters, along the 
opposite path (from the microscopic to the macroscopic). The present 
paper is offered as a contribution toward the avoidance of this problem. 

At the outset, we should understand which "clusters" do provide a 
bridge between the microscopic and the macroscopic. This question can 
be raised in the two contexts which exhaust all possibilities, namely, 
(1) equilibrium between phases, and (2) the dynamics of phase 
transitions. 

The clusters which appear in beams, e.g. van der Waals molecules, 
are physical clusters. That is to say, they are defined by some 
physical convention, e.g. they may be limited to a certain energy2 or 
confined to a certain region of configuration space3,4. Although there 
have been theories of imperfect gases and phase transitions (e.g. 
condensation) in which physical clusters have been used5,6, such 
theories have generally been unsuccessful. Usually they treat an 
imperfect gas as an ideal gas mixture of clusters, each cluster of a 
given size being regarded as a molecule of a distinct species. It is 
extremely difficult to advance theories of imperfect gases or 
condensation (except for gases, only slightly imperfect) using physical 
clusters. 2,7 The problem arises in the interaction between the clusters 
themselves. This, in turn, makes it difficult to define what is meant 
by a "physical" cluster. 

In order to make progress it is necessary to use mathematical 
clusters, e.g., as in the Hayer theory8, in which the clusters (based on 
diagrams) are in reality "bookeeping" devices. Although it turns out 
that the imperfect gas may be treated formally as an ideal mixture of 
mathematical clusters (i.e., Dalton's law holds for mathematical 
clusters) the concentrations of some mathematical clusters may actually 
be negative I This strange behavior results from the fact that 
mathematical clusters account for those density fluctuations in excess 
of fluctuations expected on a purely random basis. If, for example, 
the molecules of the gas interact only repulsively, one expects density 
fluctuations to be smaller than random. To account for this it is 
necessary to have negative concentrations of mathematical clusters. In 
contrast to equilibrium, theories dealing with the dynamics of 
condensation (nucleation) have involved "physical" clusters. However, 
this is because nucleation experiments have usually been confined to 
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conditions under which the supersatured vapor is only slightly 
imperfect. 9 When nucleation in highly imperfect systems is 
involved2,7,10,11,12, physical clusters soon run into trouble. 

In cases where physical clusters are useful (i.e. in the dynamics 
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of phase transitions, in slightly imperfect gases), they are, for the 
most part, different from the clusters studied in molecular beams. For 
example, they are always defined (even if heuristically) in a way which 
attempts to account for their interaction with the surrounding gas13 • 
In the so called capillarity approximation this interaction is intro
duced, in the free energy of the cluster, by the appearance of the inter
facial tension between the liquid and the vapor (see below). However 
crude this approximation, it is still made in such a way that the cluster 
is indeed treated as a "bridge" between the molecular and bulk states. 

Under what conditions can the clusters found in beams be related to 
those inVOlved in nucleation theory, and therefore regarded.as 
intermediate between the molecular and bulk states? The answer appears 
to be--"only under conditions in which the binding energy is so large 
compared to the temperature, and the vapor pressure so low, that the 
vapor phase is essentially absent." Also, under these conditions, even a 
small pressure of vapor represents a very high supersaturation, and, as 
will be seen below, the nucleus for condensation would then be very 
small. Metal clusters or those involving polar bonds (e.g. clusters of 
NaCI) may fall into this class. The same may be true of the clusters of 
carbon atoms involved in soot formation. Clusters held together by 
dispersion forces (van der Waals molecules) could fall into this class 
at the very low temperatures achieved by beams. But in all these cases, 
the vapor representing the free molecular state is essentially absent 
and, therefore, the clusters are things unto themselves. 

As a result, they can be studied without ever accounting for their 
contact with molecules of the same species in the molecular state. 
Thus, in a classic study, Hoare, Briant and their co-workers14 ,15,16,17, 
using a computer, were able to identify the global potential minimum of 
a cluster of thirteen atoms interacting by means of Lennard-Jones 
forces, and to study the vibration and rotation of such clusters. The 
possibility that the cluster might lose an atom by evaporation was not 
considered, reflecting the fact that the relaxation time for internal 
degrees of freedom was exceedingly short compared to the time for 
evaporation. This is typically, a low temperature calculation. 
Ca!culations concerning the structures of smaller van der Waals 
molecules or metal clusters (or for that matter of any molecule) assume 
similar conditions. 18 ,19,20,21 ,22,23 Thus the clusters are treated as 
large molecules, rather than as intermediate entities capable of 
illuminating the transition from the molecular to the bulk state. These 
large "molecules" are certainly interesting in themselves, and are worth 
studying for what they can reveal. However, it is the cluster involved 
in nucleation theory which is more appropriately the "bridge" between 
molecular and bulk states. 

The clusters in molecular beams are often formed by a series of 
irreversible additions of single molecules, and involve a three body 
recombination law. For example heteromolecular clusters, involving the 
rare gas atoms Ar, Kr, or Xe and a tetracene molecule exhibit a Poisson 
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distribution with respect to size.' This is indicative of a sequence of 
irreversible steps. In such cases the conventional free energy barrier 
to nucleation does not exist, and the clusters represent final products 
rather then "embryos" of the new phase. In the more conventional 
nucleation process the barrier opposing nucleation is usually high, and 
the nucleus forms by a series of highly reversible additions of 
molecules. As a result, the nucleus is in quasi-equilibrium with the 
molecules of the original metastable phase. Furthermore at any given 
instant, the concentration of the cluster of the size of the nucleus is 
vanishingly small, and the kinetic process falls into a quasi-steady 
state. 24 There are, however, situations in which the steady state is 
established only slowly, and the relaxation time associated with this 
process must be accounted for by the theory.25,26,27,28,29 

Molecular beam experiments, together with theory, can shed light on 
the difficult phenomena involved in nucleation. However, the theory 
should view the clusters in proper perspective, and be careful to avoid 
the pitfalls which trapped investigators who developed theories by 
extrapolating downward from the macroscopic level. For this reason, we 
outline, in the next section, some features of the existing theories of 
nucleation, and clarify the misconceptions which led to some of the 
traps. 

II. Nucleation Theory: Formulation, Misconceptions, and Paradoxes 

The most popular theory of nucleation has been developed by many 
workers. Among the pioneers are Farkas30 , Becker and DOring3', 
VOlmer 32 , and Frenkel and Zeldovich9• Detailed summaries of the theory 
can be found in a number of places. 9,24,33,34,35 In this section we 
merely outline the approach, focusing on the most important points. We 
shall concentrate on the nucleation of liquid drops from a 
supersaturated vapor. All of these theories rely on the so called 
"capillarity approximation". This amounts to assuming that the clusters 
of the new phase are liquid drops, having all of the features of 
macroscopic drops, including a well defined interfacial tension. 

The quantitative expression of the capillarity approximation 
appears in the specification of the free energy of a liquid cluster 
containing n molecules. Thus for the free energy Fn of such a cluster 
we write 

(1) 

where 

(2) 

and ~t is the chemical potential of the bulk liquid at the ambient 
temperature T and at the pressure p outside of the cluster (because of 
the interfacial tension the pressure inside the drop-cluster is higher 
than the pressure outside). The quantity a is the interfacial tension 
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and v is the volume per molecule in the bulk liquid. For later 
purposes, it should be noted that Fn , specified by Eq. (1) is simply the 
standard formula for the free energy of a macroscopic drop, e.g. a drop 
which might be hanging from a capillary tube in the laboratory. The 
boundaries of the drop are defined by a "Gibbs dividing surface"36 which 
is at rest in the laboratory frame of reference. Furthermore the 
position of the center of mass of this drop may fluctuate, although this 
fluctuation would be exceedingly small in a macroscopic drop. 

Consider a supersaturated vapor at pressure p. The free energy of 
n molecules in this drop would be n~v where ~v represents the chemical 
potential of a vapor molecule. Therefore the free energy involved in 
removing n molecules from the vapor and forming them into a drop would 
be 

Since the vapor is supersaturated the first term on the right of this 
equation is negative while the second is positive. A plot of AFn looks 
like the curve in Figure 1. 

The maximum in the curve occurs because the bulk term (the first 
term) on the right of Eq. (3), although negative, is at first small 
compared to the second term which represents the free energy involved in 
the formation in the interface between the drop and the surrounding 
vapor. However, since the bulk term increases as n, it eventually 
overtakes the positive interfacial term which increases only as n2/ 3• A 
cluster of size less than that of the maximum can only grow to the 
maximum with an increase of free energy, i.e., by means of a 
fluctuation. A cluster of size corresponding to the maximum may grow 
with a decrease of free energy, and therefore spontaneously. As a 
result, the cluster at the maximum is referred to as a condensation 
nucleus or simply as a nucleus. 

The rate of nucleation is conveniently defined as the number of 
condensation nuclei produced by fluctuations, per cubic centimeter per 
second. It is assumed that all such nuclei go on to become macroscopic 
drops. To compute this rate, which we denote by J, we assume the 
following series of reactions 

A + A - A2 
A2 + A .. A3 
etc. 

(4) 

In Eq. (4) the symbol A represents a molecule of gas, and A2, A3' etc. 
represent clusters which are dimers, trimers, etc (van der Waals 
molecules if dispersion forces are involved). Growth is assumed to 
occur only by encounters between clusters and single molecules, because 
under most experimental conditions the concentrations of clusters are 
very small. Furthermore experiments are usually performed in the 
presence of a supporting gas (He, Ar, N2, etc) and the individual 
molecular steps indicated in Eq. (4) involve three body collisions in 
which a molecule of the supporting gas carries away the excess energy. 
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The individual steps are shown as reversible. 
Although many chemical kineticists are not familar with it, the 

phenomenon of nucleation is really a branch of chemical dynamics, and 
fairly conventional methods are used to evaluate the rate determined by 
the set of reactions in Eq. (4). In particular, the forward rate 
constants for the indicated reactions are easily evaluated, but the 
reverse rate constants depend sensitively on cluster size, and are 
usually determined by invoking the principle of detailed balance. The 
application of this principle requires that we apply a formal constraint 
which disallows the existence of clusters beyond a certain size (say 
the size of a nucleus). Then the system is forced into an equilibrium 
in which the equilibrium distribution of clusters, according to size, is 
prescribed, by a simple statistical mechanical argument to be 

Nn = Nexp(~vn/kT) 

where Nn is the concentration of clusters of size n, N is the 
concentration of vapor molecules in the system, qn is the canonical 
ensemble partition function for the cluster, and k is the Boltzmann 
constant. It is a standard result of statistical mechanics that 

qn .. exp(-Fn/kT) 

Substituting Eq. (6) into Eq. (5), and noting Eq. (3), leads to the 
result 

(5) 

(6) 

Using this relation it is possible to determine the reverse rate 
constants from the forward ones, and the kinetics contained in Eq. (4) 
can easily be summarized by the following expression for the rate of 
nucleation. 

in which the superscript on the n indicates that it represents the size 
of the nucleus, and that the free energy increment in the exponent is 
therefore the height of the barrier exhibited in Fig. (1). The 
preexponential factor K in Eq (8) depends slightly on the degree of 
supersaturation in the system, but 6Fn- depends sensitively on the 
supersaturation as follows, 

In this equation Pe represents the saturation or equilibrium vapor 
pressure at the temperature T, and piPe is the supersaturation. 

The theory, outlined thus far, is actually a transition state 
theory, and the free energy barrier indicated in Fig. (1) is nothing 
more than a free energy of activation. If the system is a 
multicompoment one, and the clusters are therefore heteromolecular, a 
cluster must be identified by specifying the molecular numbers of the 
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Table 1 

H2O 300 K 

DROPS 
S = P / PE CM- 3 SEC-1 

1.2 3 x 10,..996 

1.4 8.1 X 10,",275 

1.6 1.5 x 10-1 Z8 

1.8 4.9 x 10-73 

2.0 2.4 X 10-~5 

2.2 3.2 x 10.,,29 

2.4 8.0 x 10 .. 19 

2.6 1.2 x 10"'" 11 

2.8 2.0 x 10-6 

3.0 1.8 x 10- 2 

3.107 1.0 ( CRITICAL 
SUPERSATURATION 

3.2 22.3 

3.4 6.7 x 10' 

3.6 7.1 X 10 5 

3.8 3.5 x 107 

4.0 9.5 x 10' 

Dependence of Nucleation Rate in H20 
on Supersaturation 

H. REISS 
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Schematic of the dependence of nucleation rate J on 
supersaturation S (as in Table 1). Sc is the critical 
supersaturation. 
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various species within it. Thus, in the case of a binary system, the 
free energy "hill," appearing in Fig. (1), becomes a free energy 
"surface" covering a base plane in which the coordinate axes denote the 
molecular numbers of each species. It is easy to show that this surface 
posesses a saddle pOint, and that the majority of drops are formed by 
clusters which pass through this saddle point. 37 The cluster having the 
composition corresponding to the saddle pOint is, in effect, the 
nucleus. This free energy surface is fully identical to the potential 
energy surfaces familar to ordinary chemical dynamics, and, in fact, it 
is possible to perform a canonical transformation from coordinates which 
represent cluster composition to the more familar intramolecular 
coordinates. 

Eq. (8), specifing the rate, has a form which may be arrived at by 
a Simple approximation. One only has to assume that there is a 
bottleneck, or slow step, so that the reactions illustrated in equation 
4 are almost in equilibrium. Then the concentration of condensation 
nuclei will be given by Eq. (7), or 

(10) 

These nuclei are hit by single molecules which stick and carry the 
nuclei over the barrier. The rate is therefore proportional to Nn- and 
may therefore be represented by a form similar to that of Eq. (8). 

Table 1 illustrates how critical the process of nucleation can be. 
It lists values of J (computed from Eq. (8)) as a function of the 
supersaturation piPe for water vapor at 300 0 K. Note that at a 
supersaturation of 1.2 (in the case of water this would correspond to a 
relative humidity of 120%) the rate of nucleation is of the order of 
10- 996 drops/cm' sec. This rate is so small as to be meaningless. It 
remains small until the supersaturation is in the neighborhood of 3.1 
where we find one drop being produced per cubic cetimeter per second. A 
plot of J versus supersaturation looks something like the curve in 
Figure 2. There is a rather definite supersaturation at which the 
metastable, supersaturated state collapses. This critical super 
saturation is denoted by Sc. 

The critical supersaturation is fairly well-defined because of the 
highly nonlinear dependence of rate upon supersaturation. It hardly 
makes any difference if one defines Sc as the supersaturation at which J 
is unity or 1,000. As a result, measured cr1tical supersaturations 
which are usually determined in expansion cloud chambers38, diffusion 
cloud chambers 39 , or by adiabatic expansion through nozzles 40 , show 
excellent agreement with the theory outlined above, for a large number 
of substances. 41 ,42,43,44 However, most of these experiments have not 
been concerned with the measurement of the actual rate of nucleation but 
only with the measurement of Sc. The actual measurement of the rate is 
difficult.38 Because of the rapid increase of J with supersaturation, 
illustrated in Figure 2, a large error in the measurement of rate can 
still correspond to a small error in the value of Sc. 

We now turn to the subtleties (mentioned in the last section) of 
the seemingly Simple theory. The development of an accurate theory and 
a clear understanding of the phenomenon of nucleat10n (either by workers 
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who have been concerned with it in the past, or by individuals entering 
the field because of an interest in clusters in molecular beams) is 
desirable in view of the broad importance of nucleation to science and 
technology. There is hardly a field in which it does not playa role. 
For example, it is important in chemical processing, air pollution, 
atmospheric and cloud physics, photography, metallurgy, solid state 
electronics, aerodynamics, turbine design, polymer morphology, boiling 
and cavitation, planetary formation, vulcanism, superconductivity, and 
molecular biology. Furthermore nucleation has been increasingly 
utilized as a means of detection and amplification in high energy 
physics and chemical physics. 45 ,46,47,48,49,50,51,52 There is ample 
reason to develop good theories and better methods of measurement. 

The conventional theory, outlined above, furnishes an example of 
"extrapolation downward." The cluster is modeled as a macroscopic 
liquid drop even though it may, at times, contain less than 10 
molecules. In attempts to take account of the molecular nature of 
nucleation phenomena, the simple theory has usually been modified by 
an uncritical grafting of molecular ideas onto its initial macroscopic 
form. Most workers realized that the agreement between theory and 
experiment (even in regard to the prediction of critical 
supersaturations as opposed to actual rates of nucleation) was better 
than it should have been, and it was widely believed that the unexpected 
agreement was do to a fortuitious cancelation of errors. One of the 
earliest attempts to improve the theory involved making the drop "less 
macroscopic." For example, it is well known that the interface between 
a liquid and its vapor is not discontinuous but involves a transition 
zone having a thickness of several molecular diameters within which the 
density of the liquid decreases continuously to the density of the 
vapor. When the radius of the drop is comparable with the thickness of 
this transition zone,. the effects of "curvature" on surface tension must 
be taken into account. 53 Modifications aimed at accounting for 
curvature were undertaken at an early date. 54 However, these 
mod1f1cat1ons, themselves, were necessarily uncritical, because among 
all the clusters of different sizes and compositions, only the drop 
corresponding to the nucleus (saddle point) could be truly in 
equilibrium (albeit unstable equilibrium) with the supersaturated vapor. 
Thus, strictly speaking, the equilibrium concept of interfacial tension 
had no meaning for clusters other than the nucleus. 

Another modification which led to years of controversy involved the 
so called "replacement free energy." This modification was first 
attempted by Lothe and Pound~5. The basiS of the modification is most 
easily understood by reference to Eq. (6). In that equation, the free 
energy Fn which appears in the exponent is the free energy of a "drop" 
at rest in the laboratory coordinate system, and is specified by Eq. 
(1). Lathe and Pound therefore reasoned that the partition function qn 
appearing in Eq. (6) belonged "to an entity, at rest, having no 
translational or rotational degrees of freedom, and, therefore, could 
only account for the internal degrees of freedom of the cluster. They 
therefore mutliplied qn by appropriate translational and rotational 
partition functions to compensate for this deficiency. When the new 
partition function was inserted into the theory, the value of Nn, for 
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the nucleus, given formerly by eq. (7), was increased by a factor of 
about 1018 • The rate J, given by Eq. (8) was therefore increased by a 
corresponding factor. This increase was enormous enough to affect, in 
spite of the hypernonlipearity exhibited in Figure 2, the value of the 
critical supersaturation predicted by the theory. The Lothe-Pound 
theory predicts critical supersaturations 30-50% lower than those of the 
original theory. 

In the majority of cases, however, measurement supports the 
original theory. Ultimately the controversy was resolved for most 
workers (some are still not convinced) when it was noticed, as noted in 
the previous section, that the drop at rest in the laboratory coordinate 
system (i.e. whose Gibbs dividing surface was at rest) had a center of 
mass which could still fluctuate. 56 ,57,58 For a macrascopic drop, this 
fluctuation is small, but for a cluster of the size of a nucleus it is 
considerable. Since internal degrees of freedom refer to motion 
relative to the center of mass, the free energy specified by Eq. (1) 
therefore accounts for some translational motion. Furthermore there is 
no restriction on rotation. The fluid drop simply does not rotate 
rigidly, but on a fine grained basis it does possess angular momentum. 
When all of this is carefully taken into account the correction to qn in 
Eq. (6) amounts to a factor of about 103 or 104• 56,57,?8 Such a 
relatively small correction has almost no effect on the value predicted 
for the critical supersaturation, but it does lead to a significant 
change in the actual rate of nucleation. Recent experiments59 on the 
actual rate seem to confirm this correction. 

The liquid drop, (capillarity approximation) model has led to. 
still another inconsistency. In the thermodynamic treatment of a small 
drop, it is recognized that the pressure within the drop will exceed the 
ambient pressure by a factor 2alr where a is the interfacial tension, 
and r, the radius of the drop. A molecule located sufficiently deep 
within the drop (if the drop is large enough so that its interior is 
uniform) should only be aware of the drop because of this increase 
in pressure. In other words, its chemical potential should be modified, 
only because of the pressure. The condJtion of equilibrium, is then the 
usual one, i.e. the chemical potential of the species in the vapor phase 
(or the external phase if the outsi.de phase is not a vapor) should be 
equal to the chemical potential within the drop. However, if one 
attempts to use a model based on the capillarity approximation, in say a 
binary system in which the nucleus corresponds to the saddle pOint, 
taking due account of the dependence of interfacial tension on 
composition, the condition of equilibrium (unstable equilibrium) which 
identifies the ~addle pOint60 ,61, is not the one quoted above. Instead, 
additional terms arise involving the derivatives of interfacial tension 
with respect to composition. This inconsistency has been repaired, 
recently62, by an analysis which shows that the composition at the 
interface must enter the picture, and that a proper application of the 
Gibbs adsorption equation leads to the standard condition involving the 
equality of chemical potentials. The conclusion is that, even though 
the capillarity approximation defines a model, that model must be dealt 
with consistently within the requirements of thermodynamics. 

There has even been SOMe attempt to formulate a theory of 
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nucleation, based on "mathematical clusters.,,63 However, as indicated 
earlier, mathematical clusters are simply bookkeeping tools, and, in the 
end, the theory proves to have no fundamental basis. 

Measurements of critical supersaturations or critical supercoolings 
(in the case of liquid-liquid transitions) near critical temperatures 
seem to indicate that the metastable state is anomalously stable near 
the critical point. 10 ,64,65 Recent theoretical work66 ,67,68, and some 
very recent experimental studies69 , have shown that the "stabilizing" 
of the metastable state is only apparent. The effect is due to the slow 
rate of growth (due to "critical slowing down") of the drops to the size 
where they can be observed by the methods of light scattering. This 
anomaly emphasizes the fact that nuclei themselves (because of small 
size and exceedingly small concentration) are never observed; only the 
entities which develop from them can be interrogated. New methods which 
might allow the direct observation of nuclei would be valuable. 

The specification of a metastable state on a purely microscopic 
basis is, itself, a difficult matter. 70 Ultimately, the state is 
constrained into existence by a kinetic constraint (bottleneck) rather 
than an equilibrium restriction. This gives rise to a series of 
thermodynamic questions dealing with constraints, kinds of work, and 
independent thermodynamic variables. 71 

The nucleus in the simple theory, is identical with the drop which 
can remain in unstable equilibrium with the surrounding vapor. In other 
words, the pressure of the surrounding supersaturated vapor merely 
reflects the increased vapor pressure of the drop due to its curvature. 
From this, it should be clear that increasing the degree of 
supersaturation decreases the size of the nucleus. At very high 
supersaturations the nucleus may be so small that the liquid drop model 
is badly in error. It should be mentioned that the capillarity 
approximation can be used when the condensed phase is a crystalline solid 
rather than a liquid. In this case it may be necessary to determine the 
equilibrium form of the crystalline nucleus by means of the so called 
Gibbs-Wulff constructlon. 72 ,73,74 No matter which case 1s involved 
(liquid or crystal), at high supersaturations it is unreasonable to 
model the nucleus as a macroscopic entity having an interface. Indeed, 
the nucleus will then be more like the clusters found in molecular beams, 
i.e, it should be regarded as a molecule. In the nucleation of ionic 
solids, either from solution or the vapor phase, there is eviden~e that 
the nucleus is a uni t cell of the crystal. For example, this. seems to 
be the case in the formation of crystalline ammonium chloride from NH3 
and Hel vapors. 75 As indicated in the last section, high 
supersaturations are usually involved when the nucleated clusters are 
strongly bound, because then the vapor pressure of the condensed species 
is very low. At the very low temperatures achieved in beams even van 
der Waals clusters may be strongly bound (on a relative basis). However 
the van der Waals molecules which are observed may be smaller than or 
exceed the relevant nucleus in size, since the expansion limits the 
amount of condensate available for growth. 

At such high supersaturations where the nucleus is very small, 
steady state nucleation kinetics (as in the simple theory) are not 
likely to be achieved. Among other things, the concept of the quasi 
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equilibrium of the nucleus with single vapor molecules will no longer be 
valid. In any event, the theory must deal with nonsteady kinetics, the 
limit of which is the process leading to the Poisson distribution of 
sizes referred to in reference 1. In the very rapid expansion of Ar 
vapors, achieveable in nozzle devices 17 ,40, the nucleus could be an Ar 
dimer or trimer. In this case the most effective way to advance the 
theory would be to treat the process as a strict chemical reaction 
(under the influence of dispersion forces) and to perform trajectory 
analyses in the manner which chemical kineticists are accustomed to. If 
the nucleus is a van der Waals molecule consisting of only a few atoms 
(or molecules), there might be several isomeric modifications which need 
to be considered for their relevence to condensation. These would 
correspond to the fluctuation of shape of the conventional liquid drop 
nucleus (considered only through an inversion of the order of averaging 
in the conventional theory--the liquid drop itself constituting the 
average shape). Such fluctuations or isomerizations are associated with 
the entropy of activation when considered from the chemical kinetic 
point of view. 

Still another problem which has been investigated concerns the 
removal (by a third or additional bodies) of the excess energy of the 
two combining species in Eq. (4). In the quasi macroscopic theory this 
has involved studies of accomodation. 76 ,77,78 

It is important to mention that if the supersaturation is 
sufficiently high, no nucleation may be necessary for the process of 
condensation. This-Ys because the barrier, expressed by Eq. (9), may 
vanish. 

Their are cases, involving conventional nuclei, in which non-steady 
kinetics may be involved. An example, is the binary condensation of 
sulfuric aCid-water vapor mixtures. 27 ,28 In these mixtures the 
concentration of sulfuric acid molecules maybe so low (less than 106 
molecules/cm3) that very long times are required for collisions between 
such molecules. The long induction time demands nonsteady kinetics. A 
3imilar example involves a mixture of NH3 and HCl vapors condensing to 
form solid ammonium chloride. 75 If either vapor component is present in 
only small amounts, long induction times and nonsteady kinetics will 
result. Still another example involves nucleation in the neighborhood 
of a critical temperature. 29 Here the large size of the condensation 
nuclei, and the effect of "critical slowing down" on the dynamics, leads 
to important nonsteady problems. 

It should also be pOinted out that in place of the conventional 
capillarity approximation, in which the nucleus is viewed as a 
macroscopic liquid drop, separated discontinuously from the vapor by an 
interface, more realistic theories have been advanced in which the 
liquid density within the nucleus is not regarded as uniform. 79 ,80 Such 
nonunifom nuclei have been analysized theoretically in a number of ways, 
prominent among which is an application of the so called "square 
gradient theory" first introduced by Cahn. 81 Also, it should be 
mentioned that direct monte carlo methods have been applied to the study 
of nucleation. For example several authors have studied the appearance 
of crystals from a Lennard-Jones liquid using monte carlo methods and 
periodic boundary conditions. 82 ,83 
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As a final note, we remark that nucleation and the formation of 
clusters in vapors in which the molecular species can "associate,,84 
(even in the saturated vapor) presents a special theoretical problem. 85 
In a sense, the molecules can be "stored" in the vapor by the process of 
association, and critical supersaturations are actually, apparently, 
higher for associated vapors. This goes counter to intUition, since one 
feels, at first, that association is a step on the way to nucleus 
formation. AssOCiation can also involve multi component vapors, e.g. 
the formation of hydrates in sulfuric acid-water vapor mixtures85 (not 
unlike the association of rare gas atoms with tetracene). Thus, 
paradoxically, here is a case in which the "cluster-molecules" formed in 
molecular beams could actually be a step in a direction away from 
condensation! 

III. Conclusion 

It should be clear from the discussion in the preceeding section 
that, in the development of conventional theories of nucleation, 
considerable confusion has been generated by the rather cavalier 
extrapolation of macroscopic ideas downward. In the analysis of 
clusters in the molecular beams, especially in the context of the 
kinetiCS of condensation (a context which is often but not exclusively 
mentioned) the same sort of cavalier extrapolation upward is taking 
place. Furthermore, there is almost no reference to the extensive 
existing literature of which the 86 references in the current paper 
form but a small sample. Such a noncritical approach will simply lead 
to another set of time consuming confusions. Since the molecular beam 
approach does hold promise as a means for studying the important 
phenomenon of nucleation it is well worth the effort to take every 
precaution to avoid uncritical thinking. Hopefully, the superficial 
discussion of this paper will alert workers to the pitfalls which are 
possible. 
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ABSTRACT. The collisions of F with Ne and Br with Kr have been 
studied by measuring the energy spectra of the positive halogen ions 
scattered at 00 to the beam direction. Transfer of electronic energy 
from the halogen ion to translation energy of the rare gas and vice 
versa is observed. The transfer is taking place by a Landau-Zener type 
process. The results are interpreted by means of potential energy 
curves calculated by ab-initio quantum chemical methods. 

,. INTRODUCTION 

There has been considerable investigation of formation and de-exitation 

of neutral rare gas halide mOlecules.'-6 Similarly, there have been 
extensive experimental and theoretical studies carried out in the rare 
gas oxides because of the potential application of these systems to 
lasers. 7- 8 On the other hand, there has been a very limi t'ed number of 
studies on the rare gas halide diatomic ions. These rare gas-halogen 
positive ion systems are isoelectronic with the rare gas oxides and as 
such may have Similar laser applications. In addition, in hot atom 
studies of halogen systems, rare gases have been used as moderators and 
the assumption is generally made that they are inert. Recently, it has 
been demonstrated that this assumption is not applicable to the halogen 

+ hot·atom systems since collisional studies between Br and Kr show that 
Kr is not inert but participates in an active chemical way in the hot 

atom process. 9 
In the 1960's, with the discovery of stable xenon and krypton 

+ fluorides, it was shown by mass spectroscopic techniques that XeF and 
+ 10 + + + KrF are stable ions. The noble gas halide ions, KrCl , KrF , ArCl , 

and ArI+ have been reported as stable ions.'" 12 The ion KrBr+ has 
been prepared and its dissociation energy inferred from a threshold 
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measurement of a collision dissociation reaction. 13 ArF+ has been 

reported to have a dissociation energy of ~ 1.655 ev. 14 On the other 
+ + 14 hand, attempts to make NeF and HeF have been unsuccessful. In 

order to get a better insight into the nature of the diatomic rare gas 
halides ions, we are investigating the collisions between halogen 
positive ions and rare gas atoms and at this time, we report our pre-

+ + 
liminary results on the Ne-F and Kr-Br systems. 

2. EXPERIMENTAL RESULTS 

+ + The collisions of F with Ne and Br with Kr were carried out using a 

tandem mass spectrometer which has been described previOusly.15 It 
consisted of an ion source, a 180 0 electrostatic analyzer and a 
quadrupole mass spectrometer as an input section. The beam of halogen 
positive ions from this section was passed through a shallow reaction 

+ chamber containing the target gas which was Ne in the case of F and 
+ 

Kr in the case of Br. The ions scattered at 0° to the beam direction 
were then passed through a second quadrupole mass spectrometer which 
was followed by a second 180 0 electrostatic analyzer and an electron 
multiplier. The beam width was 0.1 eV (FWHM). The ions were prepared 

by 100 eV electron bombardment of CH3F 
+ 

in the F case and of CH3Br in 
+ + ( 1 D ) the Br case. The beam composition in both cases was 30% X and 2 

70% 
+ 

(3PO ,1,2) where x+ is the halogen positive X ion. 

3. RESULTS AND DISCUSSION 

Using this beam as the projectile and the rare gas as the target, a 
kinetic energy spectrum of the 
halogen positive ion was 
obtained as is illust.rated in 

Figure 1 for the F+-Ne case. 
The central peak is ·the 

+ unperturbed F. The satellite 
peaks on each side of the 
central peak are separated by 
2.5 eV from the main peak. 

The spacing between the 3P2 

-, < •• 'N:.G<I.V, ground state of F+ and the first 
Figure 1. Kinetic energy spectrum of 
+ + . 20 V b excited state 'D2 is 2.587 eVe F for F -Ne collis~ons at e la. 
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+ Apparently, on collision of F with Ne there is a transfer of elec-
tronic energy into translational energy and vice versa. The peak on 

the right corresponds to the transition F+(l D2 ) ~ F+(3 Po ,l ,2). This 

peak is not present if the primary ion beam is completely in the ground 
state. The more intense satellite on the left is due to the transition 

+ 3 + 1 F ( PO,l,2) ~ F (.D2). The spacings corresponding to the various j 

values are too small to be resolved in the spectrum because of the 
limitations of our instrumental resolution. At kinetic energies below 

+ 5.0 eV (lab) the F peak in the left side of Figure 1 is not observed. 
+ In view of the fact that the rare gas halide ions such as ArCI , 

+ + KrBr , and XeI are easily prepared by electron bombardment of a mix~ 
ture of the appropriate rare gas and halogen molecule, we carried out 
similar experiments on Ne-F 2 mixtures. Mass spectrometric analysis of 

the emitted ions clearly showed a mass 39 peak which may correspond 
+ to NeF , however, the peak intensity was not high enough to carry out 

corroborative experiments such as collision induced dissociation to 
support the assignment. In this connection it is interesting to note 

14 + that Berkowitz and Chupka were not successful in producing NeF by 
+ + 

the reaction of F2 (Ne,F)NeF • 

-1130 

;; 
~ 
> 

" a: -1135 w 

~ 

-II." 

F· 13PI • Ntt 1$) 

-11'5 
200 300 ' 00 '00 000 7 00 

R ,a.".) 

Figure 2. Potential energy 

curves for + F -Ne. 

In order to interpret these 
results, it is necessary to have 

+ some knowledge of the Ne~F poten-
tial energy curves. The pertinent 
curves were calculated for this 

system using the CASSCF method 16 
and the results for the five low
est states are summarized in 
Figure 2. As has been noted 

previOUSly17, the ground state is 
repulsive and the only bound curve 

is the 
F+(l D) 
D for e 

1 + L curve correlating with 

+ Ne(l S). The binding energy 
this state is 1.644 eV com~ 

pared to 1.69 eV for the isoelec
tronic F2• Of particular interest 

to this study are the curve cross-
3 - 1 + 1 ings between Land E and IT 

31+ and IT and E. We believe that the 
observed energy transfer for the 
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+ F -Ne collisions take place at these crossings by means of a Landau-
Zener type of process. Work on the dynamics and transition probability 
is currently in progress. 

A second closely related series of observations involve the Kr-
+ + Br system. The experimental procedure is the same as in the Ne-F 

+ 
case. Figure 3 gives a typical Br energy spectrum at 0° to the beam 
direction. 

·2 

LAB ENERGY (eV) 

Figure 3. Kinetic energy spectrum for 

Br+-Kr collisions at 20 eV (lab) and 
at 0° to the beam direction. 

The curve is similar 
+ 

to the F case but with 
some interesting 
differences. First there 
is a doubling of the 
satellite peaks indicating 
that the energy transfer 
process involves the j ~ 0 

and j = 1 states of the 3p 
state. These states are 
separated by 87 meV. We 
are apparently observing 

the transitions 3Po~ 

1°2 but we are not seeing 

the 3p~102 transition 

even though the j = 1 and 
j = 2 states are separated 
by 389 meV which should be 
readily observable. 

The KrBr+ ion can be easilyprepared13 by electron bombardment of 
a Kr-Br 2 mixture and it is readily observed mass spectroscopically 

indicating that it has a lifetime longer than 20 ~s which is the ion 
transit time in our instrument. Collision induced dissociation 

measurements by Watkins et. al.13 indicate that KrBr+ has a dissocia
tion energy of approximately 1~5 eV. 

In order to shed additional light on these observations the pot en-
+ tial energy curves for the KrBr system were calculated using the rela-

tivistic codes developed by Christiansen, Balasubramanian and Pitzer 18 • 
The results fop the pertinent potential energy curves are given in 
Figure 4 and in Table 1. Nine low lying w-w states have been calcu
lated. All nine are included in Table 1 and for the sake of clarity 
only seven these are included in Figure 4. It is clear that the ground 

+ 
state of KrBr ,(2(1», is repulsive. The only state that is appre-

+ 
ciably bound is the 0 (111) state correlating with + 1 1 

Br ( 02) + Kr( SO). 
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In the Landau-Zener model the energy transfer between several 
states induced by collisions, takes place at pOints where the potential 

-
~ .. 
> 
CI 
0: 
w 
Z 
w 

0120 

0100 

0080 

'02 · 1S 

0060 

0040 

3Po· 'So 
0020 

3P2·1S0 

oOOO.+S-,5'o----6'o--~'~0~~8~O~~.~o--~~ 
R (a u) 

Figure 4. Potential energy curves 
+ 

energy curves of the appropriate 
electronic states of the rare gas
halogen ion complex cross. From 
Table 1 and Figure 4 one can see 

that the states 2, 1, and 0+(1) 

of KrBr+correspond to Kr(lS0) + 

+ 3 Br (P2)' Similarly, the 1(11) 

and (0-) states correlate with 

Kr(lS0) + Br+(3P1 ) and 2(11), 

+ 
1(111) and 0 (111) correspond to 

1 + 1 Kr( So) + Br ( D2). In the 

Landau-Zener model the transition 

between 1 Bd D2) to Br+(3p, ) is 

allowed if one of the curves 

which dissociates into Kr(lso) + 

Br+(' D2 )[2(11), 1(111), O+(lll)J 

crosses with one of the curves 

Which dissociates into Kr(lso) + 
for the Br -Kr system. 

Br+(3p, )[1(1,),O-(1)J. There 

are a few restrictions imposed by symmetry. For example, two curves 
of the same (w-w) symmetry cannot cross. It also appears that the 
selection rule for predissociation should be applicable for this case 
to determine among the several channels,the one that is allowed by 

symmetry restrictions. This selection rule for predissociation '9 is 

~o = 0, ± " +f7j-. Thus, for example, if 0+(111) curve crosses with 

1(11) then the transition 'D~3p, for Br+ is allowed. From Table 1 

+ it can been seen that the 0 (111) and 1(11) curves cross at 5.75 Bohr 

which is consistent with the observed 'D~3p, transition. 

+ + Although the 0 (11) curve does not directly cross with 0 (111), 
1(111) or 2(11) curves, it crosses with the 1(11) curve between 5.75 -

6.0 Bohrs. Since the 1(11) curve is a channel for the 'D2~3p, 
+ 1 

transition, a complex formed by Br ( D2) which goes through this 
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channel could meet the 0+(11) state. Thus by this process a Br+ which 
1 + + starts as 02 could go to 0 (ll)KrBr state which dissociates into 

1 + 3 1 Kr( SO) and Br (PO). So the transitions 02 

are observed experimentally. 

3p are allowed and o 

+ The curves which dissociate into ground state atoms (2, 0 , 1) do 
1 + 3 not cross with curves which dissociate into Kr( SO) + Br ( PO) or 

Kr(lso) + Br+(3P1 ). Thus there are no channels for 1Br+(102) to go 

3P2 transitions are not allowed and this 

is in agreement with the experimental observations. 
+ Work on the dynamics of Br -Kr collisions is continuing and the 

+ collisions of other rare gas-halogen ion pairs such as Ar-CI and 
+ Xe-I are being investigated. 
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CORRELATIONS IN PICOSECOND PULSE SCATTERING: 
APPLICATIONS FOR FAST REACTION DYNAMICS 

B. Van WonterghemO and A. Persoons 

Laboratory for Chemical and Biological Dynamics 
University of Leuven 
Celestijnenlaan 200 D 
3030 Leuven 
Belgium 

ABSTRACT. A new intensity fluctuation correlation technique for (depo
larized) scattered light pulses will be described. This method is based 
on the short time autocorrelation of the scattering power of a system, 
probed by two consecutive picosecond laser pulses separated by a 
variable delay time. The time correlation function measured this way 
contains information on the reaction dynamics of an equilibrium 
reaction mixture, if the polarizability tensor of the reacting molecules 
is affected by the reaction process. Changes in the abs9rption dipole 
moment (magnitude or direction) can be detected by resonance scattering. 
This new technique will be applied to the study of intramolecular 
proton transfer kinetics in solution. 

I. INTRODUCTION 

As known already for a long time, light scattering from solutions is 
caused by spatial fluctuations of the polarizabilityl. These fluctu
ations occur spontaneously, even in a system in thermodynamic ~quili
brium. A method able to probe the time dependence of these fluctuations 
gives information about the kinetics of the various modes of fluctu
ation dissipation. Each scattering cen~er or molecule can be described 
by a position vector and a (complex) polarizability tensor, the elements 
of which describe the polarizability in a certain direction. Trans
lational diffusion causes fluctuations by changing the interference 
between the waves scattered by different molecules. A second cause is 
the fluctuations of the scattering power of the molecules, determined 
by the polarizability tensor. This can be changed by reorientation of 
the molecules (rotational diffusion) or by changes in the tensor 
elements because of a chemical transformation of the molecule2.. This 
includes conformational changes and bond breaking and forming processes 
(e.g. intramolecular proton transfer). The relaxation time of these 
fluctuations can be determined by measuring the autocorrelation function 
of the instantaneous scattering power f(t) of the scattering volume. 
The autocorrelation function g2(T) gives a measure of the correlation 
in scattered intensities at two moments a time T apart and is 
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~ 
AA S 

-I-P 
I 
I 
I -I-P 

PM 

Figure 1. Principle of the apparatus. (CD: cavity dumper, PD: photo
diode, VD: variable delay line, BS: beamsplitter, S: scattering cell, 
P: pinhole, PM: photomultilplier, D: electronic data acquisition) 

mathematically defined as: 

<I (t)I (t+T» s s 

<I (t»2 
s 

<f(t)f(t+T» 

<f(t»2 

(1) 

(2) 

where the scattered intensity Is(t) is defined as Io(t)f(t), 10 being 
the intensity of the incoming laser light. 

2. EXPERIMENTAL DETERMINATION OF THE AUTOCORRELATION FUNCTION 

In the case of slow relaxation times (> 100 nanoseconds), one can use 
a digital correlator to calculate the correlation function of the 
fluctuations in the photon count rate of a photomultiplier (PM) that 
looks at the scattering of a sample, illuminated by a CW laser beam. 
In order to measure much faster correlation decays, we searched for a 
technique based on picosecond laser pulses, rather than CW laser light. 
The principle of our apparatus is schematically depicted in figure 1. 
The source of the pulses is a synchronously pumped cavity dumped dye 
laser, pumped by a CW mode locked frequency doubled Nd-YAG laser. This 
system delivers pulses with a duration of about 2 picoseconds at a repe
tition rate variable up to 4 MHz. These pulses are divided by a beam
splitter in two equal parts and recombined, one part being delayed by 
a variable delay line. The pulse pairs generated this way are sent on 
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a sample cell that contains the solution under study. The scattered 
pulses are detected by a fast photomultiplier tube, with a response time 
of about 3 nanoseconds. Because the delay time between two pulses of a 
pair is less than the response time of the PM, the light intensity scat
tered by the two pulses is integrated into one anode output pulse by the 
PM. We shall mention two methods to extract the autocorrelation function 
of the scattering power from these anode pulses. 

2.1. Anode pulse height analysis 

If the intensity of an incoming pulse is denoted by I p , the total in
tensity scattered by a pulse pair It equals 

(3) 

The autocorrelation can then be related to the second moment <It(t)z> 
of It(t), assuming stationarity of f(t) 

(4) 

which per definition (I) equals 

<I (t)z> = 2<I z>{gz(,) + gz(O)} t p. (5) 

This second moment can be calculated from the experimental anode pulse 
hei~ht distribution accumulated by a multichannel pulse height analy
zer • Repeating this while varying the delay time , gives us the com
plete autocorrelation gz('). 

2.2. Pulse counting 

A second method to determine gz(') makes use of the joint photon count 
probability function P(n,m,T)~ i.e. the joint probability that n photons 
are detected at time t and m photons at time t+,. In our experiment it 
is very easy to determine P(O,O,,). In our approach this is the proba
bility that a pulse pair with internal delay, did not produce a photo
electron on the PM cathode surface. This is accomplished by counting 
the number of anticoincidences between an exciting pulse pair, moni
tored by a fast photodiode, and the anode output of the photomultiplier. 
This effect can be explained as follows. The probability that a scat
tered pulse does not produce ay photoelectron on the PM is P(O). The 
joint probability that two pulses a time, apart don't produce any 
photoelectron can be written as 

P(O,O;,) P(O)P(o,t+,lo,t) (6) 

where P(O,t+,IO,t) is the conditional probability that a pulse at time 
t+, did not produce any photoelectron if a pulse a time , earlier did 
neither. If , is much smaller than the correlation time of the scatter
ing process, P(O,t+,IO,t) goes to unity. If , on the contrary goes to 
infinity and the scattering of the two pulses is no more correlated, 
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P(o,t+Tlo,t) becomes equal to P(O). So we conclude that 

P(O,O,T = 0) < P(O,O,T = 00) (7) 

Once P(O,O,T) is determined for different delay times T, gz(T) can be 
calculated or fitted according to the following relationships: 

(8) 

where <n> is the mean number of photoelectrons produced by a scattered 
pulse pair. The advantages of this method are the simplicity of detec
tion ( one only needs a discriminator and a fast photon counter) and 
the high processing speed, which allows a pulse repetition rate of about 
100 MHz. The only difficulty is that the scattering cross-section of 
the solution must be fairly high to detect a variation in P(O,O,T) when 
varying the delay time T. 

These two methods were verified in two extreme cases: static scat
tering on a glass plate and totally uncorrelated scattering ( in our 
time range at least) from CC14. Scattering from solutions is still a' 
problem because of the low scattering intensity. Resonance scattering6 

at the absorption band of a molecule could be a solution because the 
scattering intensity is enhanced by a factor 100 to 1000. 

3. SCATTERING FROM CHEMICALLY REACTING SYSTEMS 

As we have mentioned in the introduction, light scattering from a re
active mixture consists of two parts: a diffusive and a reactive one. 
In order to give an idea how it is possible to extract kinetic infor
mation from the autocorrelation function of the scattering power of 
such a mixture, we shall consider a simple example. This consists of 
a mixture of two types of molecules A and B in a dynamic equilibrium: 

ka 
A t. B 

kb 
(9) 

If the reaction rate k=ka+kb is much greater than the diffusion rate 
KZDt (note 7), the fluctuations due to the chemical reaction can be s~pa
rated from the diffusive ones by their different time scale •. In this 
case the autocorrelation of the scattering power, probed by depolarized 
scattering is proportional to B 

(10) 

where Dt and Dr are the mean translational and rotational diffusion 
coefficients of A and B. A crucial aspect of eq. 10 is the amplitudes 
of the two exponentials, expressed as P and Q. P depends upon the square 
of the sum of the polarizability anisotropies of A and B, while Q de
pends upon the square of their difference. As a consequence the dif
fusive scattering will always be more intense than the reactive scatter-
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o 
H, 

o o 
H, 

o 

Figure 2. Two possible structures of the Naphtazarin molecule 

ing. Note also that the diffusive scattering is dependent on the scat~ 
tering angle while the reactive one is not. 
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An example of the system described above is the intramolecular 
proton tranfer in internally hydrogen bonded molecules, like Naphta~ 
zarine (fig. 2). IR studies indicated the existence of a fast proton 
tunneling from structure Ia to Ib 9. Our technique will be applied to 
this type of reactions. 

4. CONCLUSION 

A new method is tested in order to explore the possibilities of light 
scattering as a probe of fast reaction kinetics in solution. The time 
resolution of this method depends only upon the width of the laser 
pulses used, i.e. about one picosecond. Our goal is the study of intra~ 
molecular proton transfer across hydrogen bonds and to make a contri~ 
bution to the study of proton tunneling in such systems. 
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PICOSECOND TRANSIENT RAMAN STUDIES: TECHNIQUE AND APPUCATIONS 
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ABSTRACT. Picosecond spectroscopy(l) is a well established field; however picosecond 
Raman is a rather new technique which has recently emerged from the rapid advances in 
laser technology. This manuscript will discuss two examples of vibrational spectroscopy 
which illustrate the detailed information which may be obtained to elucidate the dynamics 
and structural changes occurring during the course of ultrafast chemical reactions. 

1. DIRECT PICOSECOND TIME RESOLVED STUDIES OF VIBRATIONAL 
RELAXATION IN THE CONDENSED PHASE 

There are several phenomena currently being studied which may be listed under the general 
area of vibrational relaxation. First there is the process which occurs in an isolated molecule 
when the density of vibrational levels becomes very large. In this case, excitation which is 
initially localized in a single well defined vibrational mode decays into other vibrational 
degrees of freedom which constitute a "heat bath" within the isolated molecule. This form 
of vibrational relaxation is truely speaking a vibrational randomization process since there is 
no net loss of energy between the molecule and the surroundings. A second form of 
vibrational relaxation currently under investigation occurs in the gas phase with an inelastic 
molecular collision. Here, vibrational energy is distributed into different vibrational, 
rotational, and translational quantum states of the colliding partners as a result of the 
collision. Thirdly, the subject which will be discussed in this paper is the dynamic behavior 
of a molecule imbeded in a low temperature matrix. The molecule under study is initially 
excited to vibrational level which is in excess of the thermal vibrational population given by 
the normal Boltsmann distribution. This ''non thermal" vibrational energy decays into the 
surroundings until equilibrium is achieved. 

Condensed phase vibrational relaxation is an extremely important pbotophysical process 
because the vibrational energy content of a molecule is known to effect both the reaction 
rate and branching ratios in a photochemical reaction. In the condensed phase these 
parameters will exhibit dynamic behavior due to the fact that the vibrational energy content 
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of the molecule is rapidly changing as the thermalization process proceeds. In addition to 
the photochemical aspects of vibrational energy, detalled information regarding energy flow 
between the solute molecule and the solvent can yield valuable information concerning the 
molecule-medium coupling interactions. 

Electronic transitions of molecules at room-temperature even in condense phase 
molecules are generally very broad and void of vibrational structure due to band sequence 
congestion and inhomogeneous broadening processes. However, low temperature rare gas 
matrix isolation, a well known technique,2 elliminates most of these problems and provides 
well resolved vibronic spectra for even very large molecules. This technique has been 
employed in conjunction with studies in the picosecond time domain to measure directly the 
kinetics and mechanism of vibrational energy dissipation in large aromatic molecules. 

It should be pointed out that time-resolved spectroscopy has been previously utilized to 
investigate vibrational relaxation in diatomic and triatomic molecules which are isolated in 
low temperature rare gas matrixes.3•4 In the case of small molecules with large vibrational 
spacings it was found that the vibrational relaxation time scales were in the microsecond to 
millisecond range. Additionally it was found that the mechanism of the relaxation process 
was dominated by the rotational motion of the molecule in the matrix. In other words 
vibrational to rotational energy relaxation is the predominant decay channel. This is 
followed by fast relaxation to the matrix phonon modes due to the strong coupling of the 
molecular rotational levels with the low frequency matrix phonon modes. 

We shall present in this paper a discussion on the direct observation of picosecond 
kinetics and spectra of large polyatomic molecules is rare gas matrixes. Several 
consequences of the molecular size and structure will be noted with regard to their effect on 
the rate and mechanism of the vibrational relaxation process. Pint the large molecules 
under study here are rigid and incapable of significant rotation, therefore we shall only 
consider the vibrational degrees of freedom. Second the density of vibrational states reduces 
the vibrational spacing and therefore the amount of energy which much be exchanged, at a 
selected period of time, with the matrix is reduced. This bas the effect of increasing the 
overall decay rate from - 1()6 sec- i to -1011 sec-i. 

To cOllect the experimental data; lifetime (PS) and spectra, we used the experimental 
apparatus shown in figure 1 which bas been described in detail in references.'·6 Very briefly, 
the output of a dye laser, syncbrously pumped by a mode locked argon ion laser, is 
frequency doubled by means of a KDP crystal. This second harmonic is utilized for 
excitation of the rare gas niatrix isolated molecule. The emitted fluorescence, after passing 
through appropriate filters to remove spurious light, is dispersed by a 0.6 meter 
monochromator and its output imaged onto the slit of a Hamamatsu sync:brosqm streak 
camera. The azulene sample was used without purification as obtained from Aldrich Clem. 
Co. 

The emission spectrum of azulene in an argon matrix at 4K obtained a by P.:osecond 
excitation to the vibrationless level of Sz is shown in figure 2. The dynamics of vibrational 
energy relaxation were studied by exciting specific upper vibrational levels of Sz and 
monitoring directly with the streak camera the emission lifetime of the individual vibronic 
level. However, it was found that the spectrum shown in figure 2 is no.t effected by the 
vibrational level excitited which indicates that the decay lifetime of the upper vibroniC levels 
is very fast compared to the fluorescence lifetime. Our data therefore suggests that the vast 
majority if not all of the vibrational population bas decayed to Sz(v = 0). The vibrational 
decay rate can in fact be measured, however by the emission risetime of the Sz(v - 0) state 
subsequent to excitation at higher vibrational levels. We find that, the decay rate can be 
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fitted to a single process which represents the summation of all decay pathways which 
populate the S2(V = 0) state from the nth excited vibronic level. In principle if the decay 
process has several channels with varying rates the sum of all these processes will be a 
complicated multiexponential. It is found experimentally however, as shown in figure 3, 
that in this case the risetime of the relaxed fluorescence can fit a rather smooth single 
exponential. 

This experimental method and treatment of results allowed for the vibrational decay rates 
to be determined as a function of the initial vibrational excitation. The data are listed in 
Table 1. The most likely model based on the invariance of the measured decay rates for 
vibrational energy relaxation is a very fast, 2-5 ps, decay to low lying bottleneck states 
followed by a slower decay -14 ps to the ~ vibrationless level. It is interesting to note that 
the bottleneck states as shown in table 1 are not the lowest lying vibrational levels of the ~ 
manifold. This indicates that the decay rate of an individual level depends on the symmetry 
and normal mode character of the vibrational mode in addition to the vibrational state 
density rather than simply the location of excess energy above v = O. It is observed 
however that above - 1500 em - 1 excess energy the lifetime of these upper levels is faster 
than the low lying ones. 

Table 2 shows the rates of the vibrational decay process which were measured at constant 
values of vibrational excitation in different matrix hosts. It is found experimentally that the 
decay rates decrease with increasing atomic weight of the matrix. This agrees with the 
theoretical descriptions7.' which considers an isolated intramolecular vibration weakly 
coupled to a dense manifold of matrix phonon states. This rather simplified temperature 
independent rate model agrees with the Fermi Golden rule expression.7 The vibrational and 
phonon mode dependence to the decay rate is depicted as a vibrational wavefunction overlap 
which predicts the energy gap to be as observed and also depict that as the atomic weight of 
the matrix increases there is a decrease in phonon frequency. This effect causes an increase 
in the energy gap between the phonon states and molecular states and results in turn to a 
decrease in the coupling and consequently slower decay rates from the bottleneck states. 

One of the consequences of such statistical models is that molecular matrixes will have 
much higher intermolecular coupling terms for exchange of vibrational energy compared to 
atomic matrices. In the molecular matrix, vibrational modes exist with large vibrational 
frequencies which greatly reduce the energy gap between the vibrational levels of the guest 
and the host molecules of the matrix. It is therefore expected that under these conditions 
intermolecular energy exchange should be exceedingly fast. 

Experimentally, this prediction can be investigated by measuring the rates of 
intermolecular energy exchange betwee1l a quest molecule such as Azulene in a Nz matrix at 
4K. In the N2 matrix the Nitrogen intra-molecular vibrational frequency is - 2200 em- t • 

The vibrational decay within the ~ elc:ctronic manifold of azulene was measured as a 
function of excitation energy above the ~ vibronic level. It was found that the rate of 
repopulation of ~(v - 0) was essentially constant over the region of 1500-2600 em- 1 of 
initial excitation in~. The implication of this result is the opposite of what was predicted 
theoretically in that the decay pathway is the same for Azulene in a Nz matrix as well as 
atomic matrixes.' The energy decays very quickly within the Azulene molecule populating 
low lying bottleneck states which then decay into v = 0 on a much slower time scale. 
Evidently, the channel for intermolecular ~ergy exchange which is open at the initial level 
of excitation cannot compete with the rate of intramolecular energy relaxation within the 
azulene molecule. 

In figure 3 the experimental results are depicted schematically. Large molecules such as 
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TABLE 1 

DEPENDENCE OF VIBRATIONAL RELAXATION RATES ON EXCESS 
ENERGY FOR S2 AZVLENE IN NEON AT 4°K. 

Vibrational Enerl)' Content (An-i) 
3980 
2642 
2407 
1519 
1108 
800 
300 

TABLE 2 

Decal' Lifetime (pa) 
20 
23 
14 
13 
15 
14 
$3 

VIBRATIONAL ENERGY RELAXATION RATES FOR MATRIX ISOLATED 
AZULENE AT CONSTANT INITIAL LEVEL OF 2400 m·l OF 

INITIAL VIBRATIONAL EXCITATION. 

Matrix 

Neon 

Argon 

Xenon 

Xenon 

Xenon 

Temperature (K) 

4 

4 

4 

2S 

SO 

Decay Lifetime (pi) 

14 

18 

SO 

49 

47 
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Azulene posesses very high density of vibrational states in the vacinity of 2200 em-I (the N2 
molecular frequency). The decay pathway which involves the azulene vibrational manifold 
and the phonons of the matrix, shown schematically in figure 4, dominates the overall decay 
process due to the small amount of energy which must be exchanged with the matrix from 
each step down the strongly coupled vibrational ladder in the ~ electronic manifold. For 
smaller molecules especially in diatomics where the vibrational level density is low the decay 
characteristics may be altered and the overall decay process may be dominated by an 
intermolecular energy exchange to the N2 stretching vibration. 

In the case of fluid media at room temperature the procedure described above would be 
obviously incapable of resulting in useful information because the vibrational structure will 
be broaden due to thermal effects and collisional inhomogeneous broadening. To 
circumvent the inherent weakness of the emission and absorption techniques we have need 
for a method which exhibit resolved vibrational structure even in the room temperature 
solution. Techniques such as Raman, and CARS, are known to meet these criteria. To a 
large extent however, they have not been exploited on the picosecond time scale largely 
because of experimental difficulties in detecting the weak signals generated by Raman 
scattering and infrared absorption processes. Picosecond Transient Raman spectroscopy has 
been recently demonstrated.'·lo In the next section we describe a high repetition rate 
experimental apparatus which was recently designed by us to provide transient Raman 
spectra with picosecond time resolution. 

2. PICOSECOND RAMAN SPECTROSCOPY 

The photochemistry of diphenylethylene in liquid and gas phase bas been extensively studied 
and recently reviewedll•12 in the current literature. Upon pbotoexcitation to the Sl electronic 
state the photochemistry is dominated by a cis-trans isomerization which occurs with a 
barrier of about 1200 em - 1 from the zero point in the trans excited state potential well. The 
geometry change associated with this isomerization is a large scale molecular motion which 
can be used as a classic case to test the theoretical foundation which currently describes 
photochemical reactions, nonradiative transition theory, and activated barrier crossing 
processes in solution.13- 15 

Detailed information regarding the role of vibrational motions in the isomerization 
process is difficult to obtain due to the lack of vibrational structure frequently observed in 
the conventional picosecond spectroscopic techniques such as absorption and fluorescence 
spectroscopy. To obtain vibrational information of solvated molecules we have utilized 
transient Raman spectroscopy which is well documented in its capability to provide resolved 
vibrational structure even in condensed phases. Raman data from short lived transients are 
extremely difficult to detect due to the inherently low cross sections of Raman scattering. 
Recent technological advances however have made it possible to generate observable 
picosecond transient Raman spectra for some species.10•17 In these, picosecond Raman 
experiments a high repetition rate (-800 KHz) amplified sync pumped dye laser was used. 

In our case we utilized a recently developed high sensitivity picosecond Raman 
apparatus(lS) which consists of a dye laser synchronously pumped by a cw NdlYAG mode 
locked laser and amplified by a high repetition rate (S KHz) high energy laser source. The 
S KHz picosecond Raman system described here is ideal because it provides a rather high 
energy per pulse which is essential for the low cross section Raman process. The average 
energy is two orders of magnitude higher than that used in the previous picosecond Raman 
experiments and therefore results in the generation of large concentrations of the transient 
intermediates which consequently allow for their detection. It is important also to note that 
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the peak powers are not sufficiently high to induce multiphoton absorption and other 
nonlinear processes such as stimulated Raman scattering. The application of this new 
experimental technique is discussed here with respect to the study of excited state processes 
in substituted diphenylethylenes. 

The 5 KHz amplification system which was used to generate the tunable picosecond 
pulses is shown in Fig. 5 and is described in detail in Reference 16. The picosecond pulses 
are formed in tl cavity dumped syncrouously pumped dye laser pumped by a mode locked 
CW·Nd:YAG laser. The dye laser output is a train of -5 ps, 30 n1 pulses at an 800 KHz 
repetition rate. An electro-optic modulator is used to select pulses and inject them into a 
dye amplifier cavity pumped by a copper vapor laser (CVL) which operates at 5 KHz. 
A multipass optical arrangement is necessary to achieve high gain amplification because the 
CVL pulse is long (-45 ns) with res~ to the dye lifetime (-4 ns). Due to the IonS pulse 
width of the CVL laser, the energy in the pulse cannot be efficiently stored in the dye gain 
media during a single pass extraction. The apparatus configuration shown in FiS. 6 uses two 
passes of the picosecond dye pulse through the gain media. Although additional passes 
could be introduced with the insertion of more optical elements, we find the current 
arransement to be sufficiently effective to achieve the desired amplification. Upon eutinS 
the electro-optic modulator with zero retardation voltage on the crystal, the outgoinS pulse 
has a polarization which is rotated 9()0 with respect to the input laser beam. A polarization 
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beam splitting cube separates the two beams of opposite polarization, Iilld amplified 
spontaneous emission is removed from the beam with spatial filtering. The resulting pulses 
have an integrated pulse energy of 20·50 ",,1 and - 5 ps pulse width. 

For Raman experiments the visible dye laser beam is frequency doubled in KDP and 
separated into two beams using a dichroic harmonic separator. After an appropriate optical 
delay, the beams are imaged onto the same focal waist of 0.6 mm on the sample, as shown 
in Fig. 6. In the current experiment the second harmonic, at 300 nm, is used to excite the 
first excited state singlet state while the visible, fundamental, used to induce the transient 
resonance Raman spectra. 

In experiments, such as this, where weak signal levels are expected, great care must be 
taken to eliminate background components . from the total observed signal. It is typically 
found that large fluorescence and Raman signals originate from materials commonly used to 
construct sample cells. In order to reduce this background, a free flowing solution was used 
in place of a traditional sample cell. The geometry of the jet solution provided an optical 
path length of - 300 p.m, and its flow rate was such that the 200 p.m illuminated sample 
area was replaced with fresh material between every laser pulse. 

Raman scattering from the laser irradiated sample is collected by at f2.0 optics and 
expanded into f5.0 to match the input optics of a 10bin Yvon HR640 single monochromator. 
A Schott RG2 filter is used to attenuate the raleigh scattered light and eliminate the 
fluorescence. 

The two color pump and probe Raman experiment described above will in general have a 
large background signal due to fluorescence from the model compound. In addition, there 
are strong Raman bands from the solvent which are present in the two color spectrum due to 
the normal Raman scattering' from the visible laser beam beam. In order to obtain the 
transient Raman spectrum with the highest signal to noise ratio possible the pump and probe 
laser beams are mechanically chopped at different frequencies of - 500 Hz and 700 Hz 
respectively. Photon counting detection electronics are employed for extremely high 
sensitivity detection .. After discrimination, the electronic signal representing a single photon 
event is routed to three separate photon counters. (Aston model 721). These counters are 
gated with the reference output of the choppers such that: Counter A is active only when 
the probe laser alone is imaged onto the sample, Counter B is active only when the pump 
laser alone is imaged on the sample and counter C when both laser beams, excitation and 
probe, impinge on the sample. After a suitable integration period, a very accurate 
measurement of the signal and background spectral components is achieved. The transient 
Raman spectrum is then simply the result of subtracting the two single laser only spectra 
from the two color spectrum. This fast chopping photon counting method is also found to 
be quite effective in reducing noise signals generated by fluctuations in the laser intensity 
and optical changes in the flowing sample solution. In addition because of the noise 
reduction method employed in separating the two laser signals from the background 
components, the transient spectra can be easily isolated even when the transient and 
precursor species have similar vibrational frequencies. 

The picosecond transient Raman data obtained after Sl state excitation of trans Stilbene at 
t - 0, i.e. both beams impinge upon the sample simultaneously, is shown in figure 7. The 
two color spectrum is shown in the top trace. Subtraction of the spectrum' taken 
simultaneously with the ultraviolet laser only is given in the middle trace. The lower, 
spectrum, Fig. 7, is the resulting transient spectrum obtained by further subtraction of the 
spectrum generated by the visible laser alone. It is readily seen that this data recovery 
method is quite powerful in isolating the transient spectrum from the background 
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components and the Raman bands generated by the ground state of the praeunor and 
solvent species. Detailed studies of the ground and excited states of isotopically substituted 
trans stilbenes have been published previously using Raman spectroscopy. The 1100 em" 1 to 
1600 em- 1 region of the spectrum. is dominated by three bands which are believed to be the 
symmetric C-phenyl stretch (1148 em- 1), the phenyl-CH in plane bend and the 1566 em- 1 

band due to either a C-C stretch or phenyl ring stretch v8a. These assignments based on 
extrapolation from similar frequencies observed in the ground state where the assignments 
are more accurately known. 

The true normal mode character of the 1566 em - 1 band has been investigated in the 
experiment described here in order to develop an in depth knowledge of the Sl electronic 
potential surface which is pivotal to the isomerization process. Substitution of heavy groups 
in one of the rings of t-Stilbene should provide information which is crucial for the 
determination for the assignment frequency of the 1566 em- 1 vibrational mode. If this 
vibration is a C-C stretch, the 1566 em- 1 vibration would be expected to shift to lower 
frequencies with substitution. However, the spectrum. of the phenyl ring stretch v8a would 
be expected to split into two vibrations for the substituted and unsubstituted ring. In 
addition the splitting should be large due to the fact that the substitution occurs at a ring 
carbon which involves a large amplitude of the v8a vibration. 
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The transient Raman data for two compounds t-Stilbene and 4-methoxy stilbene is shown 
in figure 8. Consider the 1566 an-l vibration of t-Stilbene; The substituted compound 
spectrum shown in figure 8a depicts only a single vibration which is slightly shifted to lower 
frequencies by - 25 an -1 with no apparent broadening. This data strongly suggest that this 
vibration belong to the C-C stretch, and agrees with the previous tentative assignment of this 
band. 11 

The dynamics of the S1 excited state of t-Stilbene were followed by changing the optical 
delay between the pump and probe laser. No dynamic evolution of the vibrational spectrum 
was observed other than changes in the overall intensity which decayed with a lifetime of 
- 300 p. Unfortunately, as a result of the extremely selective nature of the resonance 
Raman enhancement, to only a single frequency, we cannot observe transients which 
undergo isomerization leading away from the S1 potential surface. At least in principle, 
however, the method as described here may be a powerful tool for detecting the transition 
state and final product species. At the present time we are constructing an experimental 
picosecond Raman system capable of tuning the probe laser frequency into resonance with 
the changing absorption of the transient molecular species. We expect that this system 
would make it possible to detect the changing spectrum and time-resolve the transient 
Raman spectra. This method will provide knowledge of transient events and species with 
high accuracy and establish a data base for excited state Raman spectroscopy which to a very 
large extent is unknown today. 
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PICOSECOND SPECTROSCOPY OF IRON PORPHYRINS AND HEMOPROTEINS 
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ABSTRACT. The mechanisms of energy dissipation in Fe(II) and Fe(III) 
protoporphyrin IX complexes have been studied by picosecond 
spectroscopy. The existence of different oxidation states, different 
electronic spin states, and different numbers of axial ligands in 
these compounds affords a way to study effects of electronic 
configuration on the decay of the excited state. Thus Fe(II) 
Protoporphyrin IX dimethyl ester in benzene with no axial ligands and 
spin state S=2 has an absorption of the excited state which 
disappears in 20 psec while the ground state reappears in 45 psec. 
Similar kinetics occur with reduced cytochrome C and deoxYmYoglobin. 
This kinetic behavior indicates the existence of an intervening d 
orbital from the iron which serves as an intermediate energy level in 
the decay process. The pyridine complex of Fe(II) ProtoporphYrin IX 
dimethyl ester has a biphasic relaxation with a long-lived (> 250 
psec) state which is due to photoejection of the pyridine ligand from 
a d state. All Fe(III) porphyrin complexes studied have extremely 
fast relaxation «< 25 psec) to the ground state, presumably due to 
multiple low-lying charge transfer states. 

Of central importance in the study of many fast reactions is the 
understanding of mechanisms of energy dissipation in the excited 
electronic state. While the majority of excited states of interest 
are generated during the course of chemical reactions, much can be 
learned from the easier-to-study optically generated electronic 
excited states. Because of the large number of different pathways of 
energy dissipation of the electronic excited states, metallo
porphyrins have provided a large amount of information about the 
mechanisms of non-radiative decay from the optically excited state 
(1-4). Thus, while the radiative lifetime of free-base porphyrins is 
approximately 20 nsec allowing them to be strongly luminescent, 
metalloporphyrins have lifetimes which range from the sub-picosecond 
range up to 10 nsec (5,6). The electronic interaction between the d 
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electrons of transition metals and the ~ electrons of the porphyrin 
give rise to several different effects which cause shortening of the 
natural lifetime of the parent porphyrin. Because iron porphyrins 
have several stable electronic configurations in the ground state, 
there are a number of possible pathways for non-radiative decay of 
the excited state. The present experiments are designed to study the 
effect of oxidation state, spin state, and axial ligands on the 
picosecond relaxation of the excited state of iron porphyrins and 
hemoproteins. 

MATERIALS AND METHODS 

The picosecond spectra of porphyrins and hemoproteins were taken with 
an experimental set-up as described before (7,8). All spectra were 
obtained using a 2 mm quartz cell adjusted to an optical density of 
approximately 0.6 at 530 nm. Pumping was done at 530 nm with 25 psec 
excitation pulse. Relaxation kinetics were constant over the power 
range of 0.2 to 2.0 m joules/pulse. All solutions were sealed under 
N2. Preparation of the Iron(ll) Protoporphyrin IX dimethyl ester 
was performed in a 95 percent N2 - 5 percent H2 atmosphere over a 
Pd catalyst to remove traces of oxygen (9). Decay times were 
calculated from the slope of the first order kinetic curves at the 
given wavelengths. All spectra were performed at room temperature • 
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Figure 1. Difference spectrum of Fe(ll) Protoporphyrin IX dimethyl 
ester in pyridine. The spectrum is the difference between the ground 
state and the excited state after excitation at 530 nm with a 25 psec 
pulse. This spectrum was taken 8 psec after arr·ival of the 
excitation pulse peak. 
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RESULTS 

Iron (II) Protoporphyrin IX Dimethyl Ester in Pyridine: 

The excitation difference spectrum of Fe(ll) Protoporphyrin IX 
dimethyl ester in pyridine 8 psec after the arrival of the excitation 
pulse is shown in Figure 1. 

Excitation of this compound in pyridine (2 axial ligands; spin 
state, S=O) at 530 nm gave a biphasic decay curve. With the probe. 
wavelength at 570 nm where a new absorbtion is seen, there is a 90 
psec relaxation with a longer recovery of approximately 260 psec. 
However, the absorbance of the excited state at 450 nm decays with a 
41 psec time constant followed by the longer time constant between 
230 and 300 psec. Bleaching at 555 nm follows the same time course 
as absorbtion at 450 nm. 

Iron(II) Protoporphyrin IX Dimethyl Ester in Benzene: 

The excited state of iron(II) Protoporphyrin IX dimethyl ester (no 
axial ligands; spin state, S=2) in benzene relaxes with a rapid decay 
of the excited state absorption at 460 nm with a time constant of 
about 20 psec. At the bleaching wavelength of 570 nm and in the 
absorbance band at 600 relaxation takes about 45 psec. No long-lived 
decay similar to pyridine is seen. 

Iron (II) Cytochrome C: 

Iron Protoporphyrin IX is covalently bound into this small protein 
(MW - 10,000) and is known to have two axial ligands in the Fe(II) 
state with low spin (S=O). However, its excited state relaxation 
kinetics are more similar to iron (II) Protoporphyrin IX dimethyl 
ester in benzene (no axial ligands) than to pyridine with two axial 
ligands. The excited state absorption at 450 nm decays with a time 
constant of 20 psec while the absorbtion band at 570 nm decays with a 
time constant of 33 psec. 

Iron (II) Deoxymyoglobin Fell: 

Deoxymyoglobin has a non-covalently bound Fe(II) Protoporphyrin IX 
which is in the high spin state (S=2) with only one axial ligand. In 
this case the excited state absorption relaxes with a time constant 
of 34 psec while a broad excited state absorption centered at 600 nm 
relaxes with a time constant of approximately 60 psec. No ground 
state bleaching can be observed. No long-lived state is evident. 

Fe(III) Myoblogin: 

With the iron in oxidation state +3, a second axial ligand from an 
anion is present. When CN- is the axial ligand a low spin S=1/2 
electronic state is produced while F- allows the high spin 
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electronic state (S=5/2) to form. In neither case could bleaching of 
ground state or absorption of excited state be observed outside the 
25 psec exciting pulse. From our earlier work, we believe these 
decay times to be shorter than 0.5 psec (10). 

DISCUSSION 

It is evident that for all the Fe(II) Protoporphyrin IX complexes 
studied an excited state absorption appears with absorption between 
400 - 500 nm. This state lasts between 20 and 40 psec. A second 
absorbtion increase at 570-600 nm in the a band recovers with a time 
constant between 33 and 91 psec for these same complexes. These 
observed decay processes may be explained by at least two different 
possibilities. A likely explanation would be that the initially 
excited multiplet state undergoes rapid intersystem crossing (too 
fast to observe), and the resulting state with absorbtion at 450 nm 
decays one of the d levels of the iron (20-40 psec) with absorbtion 
at 570 - 600 nm which in turn decays to ground (33-91 psec). An 
alternate explanation would have the intersystem crossing occur with 
a time constant of 20-40 psec and a subsequent decay to ground 
through intermediate d states with an overall time constant of 33-91 
psec. We view the second pathway as less likely because the time 
constants are independent of spin-state which is not expected if 
intersystem crossing is one of the observed steps. low lying (- 1 
eV) intervening d levels in the decay process have been postulated 
for Ni(II) Protoporphyrin dimethyl ester in benzene in which the 
return to ground state takes 260 psec, while decay of the first 
observed excited state occurs in 10 psec (11). 

The biphasic decay process seen in pyridine solvent is a special 
case. The initial evolution of the excited state is followed by a 
long-lived species with residual absorption at 450 nm and at 570 nm. 
Dixon et al (12) have observed similar kinetics for iron porphyrins 
with otner-basic ligands and have found that the long-lived decay 
time is a function of the concentration of axial ligand in the 
solution. They conclude that this long-lived decay is really a 
ground-state 5 ligand species which is generated by ejection of the 
6th ligand from the excited state. These authors think that the most 
likely photodissociative state is a low lying (dw,dZ2) state. 
This is compatable with our proposed decay sequence with the 
dissociation coming from the second observed state (d level). 

Comparison with the Cu and Ag complexes of protoporphyrin can 
give some indication of why the intersystem crossing might be so 
rapid (Table 1). The difference in lifetime between these two 
metalloporphyrins in similar non-ligating solvents is likely due to 
the large increases in spin-orbit coupling when going from Cu(II) to 
Ag(II). Fe(II) Protoporphyrin IX will also have large amounts of 
spin-orbit coupling no matter what its electronic spin state happens 
to be and this magnetic perturbation allows much more rapid 
intersystem crossing. 

Finally, the series of d orbitals belonging to iron will have 
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their energy levels shifted according to the oxidation state of the 
metal and the strength of the axial ligands (13). In the Fe(II) 
compounds of the present study, the decay of the d state appears to 
be only moderately affected by the axial ligands present (33-91 
psec), therefore we postulate that the intermediate has mostly 
d(x2_y2) character. 

TABLE I 

Proto
porphyrin 
Complex Ref. 

Cu(II) 
Ag(I I) 
Ni(II) 
Fe( II ) 

15 
15 
11 
This 
study 

Step 1 
Decay Pathway 

Step 2 Step 3 

Proposed decay pathways for some metalloporphyrins. Relaxation times 
in picoseconds are shown in (). Benzene is solvent in all cases. 

The Fe(III) porphyrin complexes have very short lifetime 
regardless of spin state or axial ligands. The rapid decay may be 
due to the low-lying d-w charge transfer states although other 
mechanisms cannot be ruled out (14). 
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INTERMOLECULAR PROTON TRANSFER 

D. Huppert and E. Pines 
Raymond and Beverly Sackler Faculty of Exact Sciences 
School of Chemistry, Tel Aviv University, Ramat Aviv 
69978 Israel 

ABSTRACT. In this review we describe some recent experimental develop
ment in the field of intermolecular proton transfer. It was observed, 
several decades ago, that upon excitation, aromatic amines and alcohols 
become more acidic in aqueous solutions: Excitation of aqueous solu
tion of these compounds by picosecond laser pulses results in proton 
transfer from the excited compound to the solvent. The proton transfer 
rates of some of these compounds was determined by time resolved 
fluorescence techniques. The measured time constants vary from a few 
tenths of a picosecond to several tenths of a nanosecond. The proton 
transfer process creates an ion pair which reversibly recombines on a 
very short time scale. Picosecond time resolved fluorescence measure
ments were able to reveal this phenomenon. Detailed kinetic analysis 
showed that geminate recombination is very efficient and most of the ion 
pairs recombine within a few hundred picosecond. The geminate recombina
tion process is time dependent and is governed by diffusion and coulombic 
attraction. Finally we describe a method for light induced proton 
concentration jump. Intense short laser pulses can generate enough 
protons as to cause an observable reduction in the bulk pH. A relaxation 
kinetics analysis is carried out in order to follow the time evolution 
of the proton concentration. 

INTRODUCTION 

The rates of proton transfer reactions have been shown to span at least 
15 orders of magnitude. (1-5). Since the stopped flow method is limited 
to relatively slow reactions, measurements of rapid reactions has been 
obtained by NMR or perturbation techniques. (6-7). In addition to 
temperature ("T-jump") and pressure ("p-jump"), light may also be used 
since the acidities and basicities of excited molecules are different 
from those in the ground state .(8). Given that the initial excited 
state is formed in ca 1 fsec, the equilibrium constant for proton 
dissociation or association can be changed on a very short timescale. 
Diffusion is not now the limit for rate of proton transfer reactions, 
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and the motions of the proton within or near the hydration sphere of the 
donor/acceptor may be examined. 

EXCITED STATE PROTON TRANSFER 

FBrster interpreted the pH-dependence of the fluorscence maximum of 1-
aminonaphthalene-4-sulfonate as a change in the excited state pKa • (9). 
Aromatic amines and phenols are more acidic in the Sl state, while 
aromatic acids, ketones and certain nitrogen heterocyclics are more 
basic. The most straightforward method for determination of the excited 
state pKa is the FBrster cycle.(10). On the assumption that 6S is the 
same for excited and ground state dissociations, one may estimate the 
pKa difference from Eq.l. The average of absorption and emission is 
taken to account for Franck-Condon effects. 

(1) 

hVA' hVAH = frequencies of electronic transition between the ground and 
excited states for A and AH, respectively. 

Alternatively, direct measurements on the picosecond time scale of 
the forward and reverse reactions can now be made.(11-12). The parameters 
are shown in Eq.2, in which k is the first order rate constant for proton 
transfer to the solvent, ik is the bimolecular rate constant for the 
reaction between the anion and the protonated solvent, kr and k 1 r are 
the radiative rate constants for AR(Sl) and A(Sl)' k and knr' are the 
nonradiative rate constants for AR(Sl) and A-(Sl)' nr 

(2) 

The rate equations for the reaction scheme in Eq.2 are shown in Eqs.3 
and 4. 

-d[AR (SI)] /dt = (k+kr+knr) [AR (SI) ]-k[H30+][A-(Sl)] (3) 

-d[A-(SI)]/dt=(k ,+k ,)[A-(Sl)J+k[H30+J[A-(Sl)]~ik+k +k ) [AH(Sl)] r nr r nr 

(4) 

The integrated equations show a complex relationship between the 
concentrations of the excited state acid and anion on the rate constants. 
(4). At high pH and high concentrations of AR(S ), the concentrations 
are given by Eqs.5 and 6. 

(5) 
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- - + in which (Ek) = (k - kIH30 J + kr - kr' + knr - knr ' ), 
T is the lifetime of AH (S1) and T' is the lifetime of A-(Sl) at 
pK* < pH < pK • ... 

T = lICk + k + k )and T' = lICk , + k ,) r nr r nr 

(6) 

The steady state assumption can be used to derive two equations 
based on relative quantum yields. (13~14). 

HYDROXYARENES 
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Derivatives of aromatic hydrocarbons (phenols, amines) are well adapted 
to the study of excited state proton transfer reactions. The properties 
of the ground state compounds are easily measured~ and fluorescence is a 
common property of these classes of compounds. The proton transfer 
rates of 2-naphthol have been thoroughly studied~ ~sing phase fluorimetry 
(15), nanosecond (16) and picosecond emission spectroscopies.(11-12). 
An electron-withdrawing group, as in 2-naphthol-6-sulfonate, decreases 
the pK~ by one unit, mostly by a large increase in deprotonation rate. 
An additional sulfonate group (2-naphthol-3,6-disulfonate) decreases 
the pK*a by another unit, with a three-fold increase in deprotonation 
rate. A linear relationship between the log of the deprotonation rate 
constant and the excited state pKa exists over more than 2 orders of 
magnitude. 

The deprotonation rate of HPTS in H20 increases linearly with 
pressure (17), rising from 8xl09sec-l at 294K and 1 bar to 25xl09sec-l 
at 294K and 9kbar (the liquid-ice VI transition point). Dedeuteration 
rates (294K) in D20 rise from 2.7xl09sec-1 to 10xl09sec-l at 8kbar, 
indicating that the isotope effect is constant over the pressure range 
examined. The activation volume (~v*) derived from the rate constants 
is -6 cc/mole, compared to a ~VO for acid base dissociation of -12±3 
cc/mole. Since av seems insensitive to the structure of the acid~ the 
fact that av*/ avO = 0.5 suggests that the transition state for proton 
dissociation is halfway between the acid and the dissociation products. 

GEMINATE RECOMBINATION 

HPTS is known to have a pK*=O.5 (12), a 7 units change from its ground 
state equilibrium constant. Thus, in the excited state the HPTS mole
cules are strong acids. In aqueous solution the dissocation process 
occurs within 100 psec with a very high (0 = 70%) yield of separation, 
which was measured long time (20 nsec) after the excitation (18). 
Proton concentrations up to 1O-"M were observed in the so called ''pH
jump" experiments (19) in 10-3M aqueous HPTS. 

Steady state fluorescensce measurements in very acidic aqueous 
solutions revealed that the reactivity of the excited state rem81ned 
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very high, and the back homogeneous protonation reaction RO*- + a+ 
-----> ROH* Pfoceeded with a diffusion-controlled rate constant of 
5xl010 M-1 s- • (20) 

The very high yield of separation of the ionic pairs and the very 
high diffusion-controlled reactivity of the excited state seem to 
contradict each other. The well known escape probability of Onsager 
(21) which measures the very long time yield of separation of the ion 
pair is given by Eq. (1). 

(7) 

where RD is the Debye radius, RD D !zlz2!e2 /£kBT and rO is the initial 
separation between the ionic pair. Here ZI and Z2 are the charge numbers 
of the reactants, e the electron charge, £ the static dielectric 
constant of the medium, kB the· Boltzmann constant and T the absolute 
temperature. From Eq. (7), putting RD=28K, and n=70%, rO is 80 K. This 
distance is far greater than the distance where the proton is expected 
to thermalize after dissociation. Haar et al. (18) were able to whow 
that 70% is the expected yield of separation if only ground state 
recombination was important. Thus, in their model the separation yield 
of the ion pair is determined by the life time of the excited molecule. 
However, their model treats the excited state molecule as a totally 
nonreactive species in a marked contrast to the experimental findings. 

We propose a very simple model which is based on our recent time 
resolved results (Fig.l). 
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Fig. 1. Time resolved fluorescence of HPTS in aqueous 
solution monitored at 45Onm. The dotted line 
is the experimental data and the full line is 
a computer fit using the expression of Eq. 11. 

The model explains all the previous observation in terms of 
partial equilibrium which exists between the dissociating parent molecule 
and the newly formed, closely packed, ion pair. This quasi equilibrium 
state is disturbed by the diffusion which gradually causes the ion pair 
to separate. It is in the form of Eq.(8). 
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R*OH 
+ ..•• H (8) 

where ki is the rate constant for generating the ion pair and k2(t) is 
a time dependent rate constant for the back geminate recombination 
process. 
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In order to describe k2(t), the rate of the geminate recombination, 
we used the expression given by Hong and Noolandi (22) for the long time 
rate of ion pair recombination after it was generated by a 0 function 
distribution at a mutual separation distance of rOo 

For the diffusion-controlled limit and with RD » a, the contact 
radius, their expression takes the form: 

(9) 

k2 is given'by: 

k2 = RD exp(-RD/rO)/2(~DAB)~ (10) 

DAB is the relative diffusion coefficient between the ionic pair. 
The solution of the kinetic system shown in Eq.8 is given by 

[ROH]t 

[ROH] 0 

= 1 -

t ( , k Jexp kIt 
1 0 

exp(klt -
(11) 

Eq.(ll) has the same characteristics as the observed decay, namely a 
fast and almost exponential decay which is followed by a long and non
exponential "tail". Numerical solution of Eq.(ll) is compared with the 
experimental decay of Fig.l. T~e best fit was achieved with 
kl=1.5xIOlOs-l and k2=3.5xlo-6s"::i.With RD=28 A and DAB-IO-4cm2s-l , 
rO is calculated according to Eq.(lO) to be 35 A. Although these results 
are only indicative some general conclusions could be drawn from them. 

The large magnitude of rO shows that it represents some average 
distance of a broad distribution function rather than a 0 function value. 
Since in our model dissociation and recombination occur repeatedly, this 
conclusion seems natural. 

Furthermore, according to the Hong and Noolandi's model, the 
initial distribution function for protons in ~uebus solution, charac
terized by a diffusion coefficient D ~ 10-4 cm sec-I, is diffusing within 
10 psec to form a distribution function with a half width of roughly 
RD/2, or 14 A for the given reaction parameters. This period of time 
is shorter by a factor of 2 than our experimental time resolution. It 
follows that the real physical situation as well as our time resolution 
allow us to detect only a diffused distribution of ion pairs distances 
rather than a sharp distribution. 
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PHOTON-PROMOTED pH JUMPS 

Based on the rate constants for the intermolecular proton transfer and 
pK* already cited, we may infer that compounds with a pK~ will transfer 
protons to water in a few picoseconds. Geminate recombination is 
completed shortly after proton ejection, and within a nanosecond or two, 
a homogeneous transient proton population is obtained. 

Several.intense picosecond pulsed lasers(mode locked Nd/YAG,ruby) 
or nanosecond lasers{Nd/YAG, nitrogen, excimer) can deposit more than 
lOmj ultraviolet energy (~l016 photons/pulse) and produce a photon 
"concentration" of greater th.an 10-3 einsteins in a target. If the 
absorption coefficient of the ground state ROH is large enough to absorb 
lQ% of the incident radiation, a final pH of 4 may be attained. Since 
most of the acids (ROH) used have a pKa of 7 or more, a pH jump of at 
least three pH units can be obtained. A pH jump of this magnitude would 
be useful for the study of ATP synthesis and acid-catalyzed"tautomeriza-
tion of cis-trans isomerization. + 

The ligh.t induced concentration jumps of H and RO- are limited in 
duration since the excited RO- relaxes back to the ground state. 
(T for HPTS 6 nsec). The equilibrium constant for dissociation of ROH 
is seven orders of magnitude smaller than that for ROH*. The return of 
the pre-pulse solution pH occurs within 100 ~sec. The ground state 
anion can be used as the indicator for the pH jump. In the case of 
HPTS, both acid (400nmi and anion (4S0nm) have large absorption 
coefficients (30000 M- cm-l ). The maxima differ in position enough 
(SOnm) for transient absorption techniques to be useful for monitoring 
the relaxation of the pH jump. The analysis introduced by Eigen for 
small perturbations (7) can be used to extract the pH jump time depen
dence. 

The operation of the pH jump approach was demonstrated with a 
proton-emitter (ROH)-indicator(In) system in water. (Eq.21) 

k2 
ROH ~ RO- + H+; 

kl 
(11) 

The time dependence of the concentration involved is derived from 
two coupled differential equations, Eqs. 12 and 13, leading to the 
solution shown in Eq. 14. 

dx/dt = -{kl(IRO-J + I~J + k~}x + (k2[RO-])y 

dy/dt = k3[In]x - [k3([In] + [H+]) + k4]y 

(12) 

(13) 

in which x is the induced change in the equilibrium concentration of 
the proton emitter, IROHj, and y is the induced change in the indicator 
concentration, [InJ. (23). 

(14) 
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in which Xo is the initial [~J after the pH jump and Yl and Y2 are 
constants related in a complex way to the rate constants and concen
trations of the species. 
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The pH jump method has been used to study (a) fast proton transfer 
reactions of a number ·of pH indictors in homogeneous aqueous solution 
(23-25), (b) proton diffusion in ice (26) (c) proton diffusion and 
proton transfers in micellar dispersions (27-29) and (d) proton 
diffusion in model biological systems (30). 
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Molecular Dynamics of Liquid Phase Reactions by Time-Resolved 
Resonance Raman Spectroscopy 
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The molecular dynamics of liquid phase reactions at room temperature 
can be elucidated with respect to structural and conformational changes 
by time-resolved resonance Raman (TR3) spectroscopy. The vibrational 
structures and conformations of transient species as well as their 
kinetic properties can be determined directly from TR3 spectra. Time 
resolution as short as a few picoseconds has been used to record TR3 
spectra. The information available from these measurements is illus
trated by results on the ionic intermediates in the photolysis of 
stilbene ions and substituted anthraquinones, excited electronic states 
of chrysene and phenanthrene, excited triplet state formation and 
reactivity of retinal isomers, and the photochemical reactions of 
bacteriorhodopsin. 

Introduction 

Reactions occurring in the gas phase have been examined extensively 
with respect to molecular dynamics largely because of the excellent 
experimental opportunities to isolate reactants from collisional per
turbations. Even in cases where studies of a completely isolated 
species are not feasible, the collisional perturbations can be quanti
tatively controlled to the extend that "isolated molecule properties" 
can be often separated from those caused by collisions. The contribu
tions of collisionally-initiated dynamics are, of course, also of funda
mental importance. 

High resolution data in both the frequency and time domain have 
provided the information needed to construct detailed views of the 
molecular structure and kinetic properties of even large polyatomic 
molecules in the gas phase. Mechanisms of vibronically excited-state 
photophysics and energy transfer reactions also have been elucidated 
for these molecular systems. The dynamics associated with photochemis
try (e.g., dissociation) and molecular rearrangements (e.g., isomeriza
tion) have been studied more commonly for small molecules although the 
extensive studies of the isomerization of stilbene stand as exceptions. 

This same level of detailed dynamical information on changes in 
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both molecular structure and kinetic properties has not been routinely 
available for liquid phase reactions primarily because of the experi
mental limitations associated with isolating environmental perturba
tions. The structure-sensitive, time-resolved spectroscopies used to 
study gas phase reactions have not been as successfully utilized in the 
characterization of liquid phase dynamics due to the presence of highly 
perturbative collisions. As a result, the amount and type of dynamical 
information available in the two phases is significantly different. 
The enormous importance of chemical reactivity in the liquid phase 
requires that a more detailed and complete description of the molecular 
dynamics become available. 

As one considers methods for experimentally examining liquid phase 
dynamics, vibrational spectroscopy stands as a clearly attractive op
tion. The structural sensitivity of infrared spectroscopy has long 
been evident while the rapid development of vibrational Raman spectros
copy stimulated by advances in laser technology has earned it an impor
tant role in structure and conformation determinations. To construct a 
model for dynamics in a liquid phase reaction, however, it is necessary 
to obtain time dependent information and usually for transient species 
at low, instantaneous concentrations. It is widely recognized that 
conventional infrared absorption methods are instrumentally difficult 
to adapt to time-resolved measurements and that infrared absorption is 
not particularly sensitive. Recent developments in Fourier-transform 
infrared (FTIR) and infrared absorption from diode lasers have begun to 
alter this situation and attention should be directed to work in this 
area [1]. Time-resolved FTIR and diode laser measurements applied to 
dynamical studies will not be treated here although these types of data 
are often complementary to the time-resolved Raman experiments which 
will be discussed in detail. 

The material presented in this paper is largely taken from recent
ly published work or from results currently submitted for publication 
elsewhere and is intended to provide a tutorial review of the current 
research in time-resolved resonance Raman (TR3) spectroscopy as it 
applies to liquid phase chemistry. This paper is not an exhaustive 
review of the field nor does it select examples of experimental results 
from a wide range of research groups actively using TR3 spectroscopy. 
Although the illustrative results are taken primarily from work done in 
my own laboratory, they are representative of the type of data and 
information currently obtainable. 

Time-Resolved Resonance Raman Spectroscopy 

Vibrational spectroscopy derived from laser excitation is especially 
useful for time-resolved measurements because the temporal resolution 
is largely determined by the properties of the excitation laser. This 
characteristic pertains to vibrational Raman spectroscopy which is now 
routinely obtained with laser excitation. Since it is the inelastic 
scattering of a sample resulting from its interaction with a radiation 
field, the degree to which the radiation field can be effectively 
coupled to molecular vibrations determines the strength of the vibra-
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tiona1 Raman signal. The capability of laser sources to provide strong 
radiation fields in resonance with molecular transitions is the basis 
for high detection sensitivities. In general, the versatility with 
which Raman spectroscopy has been applied to molecular systems has been 
primarily due to the availability of versatile lasers. This is 
certainly true of the application of vibrational resonance Raman in 
time-resolved experiments. Several specific advantages of TR3 spectros
copy should be noted in detail: 

a. The vibrational degrees of freedom are sensitive not only to chan
ges in molecular structure, but also to conformational differences. 
This point has been documented extensively within the context of the 
normal mode approximation by a vast literature on stable molecules [2]. 
Conformational changes are thought to be particularly critical in 
controlling liquid phase reactions, especially those involved in bio
chemical phenomena such as membrane transport. 

b. By generating Raman scattering through the direct excitation into 
electronic transitions, resonantly-enhanced Raman signal can be readily 
obtained [3]. Resonance excitation effectively coupling the exciting 
radiation field to the electronic transition moment and as a con
sequence, the resonance Raman (RR) scattering is commonly 106 times 
larger than that observed from normal Raman scattering. RR scattering 
thereby provides exceptionally high detection sensitivity. A general 
benchmark is that RR signals with signa1-to-noise ratios of 10 can be 
recorded for molecules in the 10-6 M concentration range when elec
tronic transitions having absorption coefficients of approximately 104' 
mole 1-1 cm- 1 are pumped. Such detection sensitivities are sufficient 
to permit many chemical and biochemical transients formed under normal 
conditions of reactivity to be monitored by RR scattering. 

c. Resonantly-enhanced Raman scattering provides excellent selectivity 
with respect to detecting either one chromophor"ic part of a complex 
molecule or one component within a complicated reaction mixture. When 
the electronic transition used to obtain resonant1y-enhaned Raman is 
contained within one chromophoric group of a large molecule (e.g., 
porphyrin moieties within proteins), RR scattering will be observed 
primarily from the vibrational modes of that chromophore alone. The 
same type of selectivity obtains for one chromophoric component within 
a reaction mixture. By tuning the probe laser wavelength into resonan
ce with a particular electronic transition, RR scattering can be used 
to selectively examine a particular chromophore or only one component 
of a reacting system. 

d. The temporal properties of Raman scattering are determined by the 
radiation field primarily and therefore, will follow the temporal 
behavior of the probing laser excitation. Although not rigorously 
correct for the resonance case where the distinctions between Raman 
scattering and resonance fluorescence merge, the lifetime properties of 
the excited electronic states of the molecule are not a major contribu
tor to the temporal properties measured by RR scattering for time 
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scales as short as a few picoseconds. As a consequence, kinetic infor
mation into the picosecond time regime can be readily extracted from RR 
data. 

These characteristics of TR3 spectroscopy have been utilized wide
ly to record vibrational spectra of transient, intermediate species in 
chemical and biochemical reations [4-8]. There are several other types 
of measurements that can be made particularly well with TR3 spectrosco
py and which are especially useful for elucidating liquid phase dynam
ics. Two of these are: (a) time-resolved excitation profiles (TREP) 
and (b) real-time kinetic measurements derived from pump-probe experi
ments. 

e. The resonantly-enhanced nature of Raman scattering not only pro
vides increased detection sensitivity, but also is the basis for 
assigning vibrational Raman signals to particular vibronic transitions. 
Since the intensity of RR scattering derives from the interaction of 
the exciting radiation field with a specific vibronic transition 
moment, all of the resulting RR bands will maintain the same relative 
intensities as the wavelength of the exciting radiation changes. Exci
tation profiles (EP) are obtained by measuring the intensity of a RR 
band as a function of the wavelength of the exciting radiation. 
Following the principal stated above, the EP for bands originating from 
the same resonantly-enhanced vibronic transition would be the same. 

When a transient species is monitored by RR scattering, the kine
tic parameters characterizing the lifetime of the intermediate must be 
considered. In this case, the existence of a particular electronic 
transition now occurs whenever the transient species is present during 
the reaction. For a fixed period of time after the formation of the 
transient (i.e., fixed delay time after the reaction begins), an EP can 
be measured. Such a time-resolved EP (TREP) has the same characteris
tics as the EP of a stable species, namely that the TREP with be the 
same for all vibrational Raman bands originating with a particular 
transient species at a fixed time delay. A TREP is especially useful 
for unraveling complex Raman spectra containing contributions from a 
variety of stable and transient species and from several transient 
species that are either photophysically or photochemically formed. 

This same type of EP information also has been shown recently to 
be of importance in calculating absorption spectra. Excitation pro
files can be used via theoretical methods based on either transforma
tion [9] or Kramers-Kronig [10] relationships to calculate the absorp
tion spectra from which resonantly-enhanced Raman signals are derived. 
In stable species, electronic absorption spectra are often readily 
available and these methods are used primarily to calculate excitation 
profiles. Both absorption and RR spectra are more difficult to obtain 
for transient species and therefore, the information contained in TREP 
may be viewed as potentially more interesting since it provides the 
opportunity to calculate unknown spectroscopic properties. An 
intriguing application of TREP data encompasses cases in which the 
energetic separation of excited electronic states· changes as a reaction 
procedes making both the absorption and RR spectra a function of reac-
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tion time. 

f. The use of TR3 spectroscopy to measure the kinetic properties of 
transients has yet to be widely exploited. Transient absorption spec
troscopy is generally regarded as an easier experimental method for 
obtaining this information and in cases where there is no difficulty in 
assigning absorption spectra to a specific transient species, this 
conclusion is valid. It is becoming increasingly well-recognized, 
however, that liquid phase transients are not uniquely identified by 
their absorption spectra, especially when conformational or structural 
changes are involved. In these cases, TR3 spectroscopy can provide the 
detailed structural and conformational identification required to 
uniquely monitor only one transient species and as a result, the capa
bility to extract kinetic information directly from TR3 data is criti
cal to characterizing the reaction dynamics. The use of TR3 data to 
measure kinetic properties should increase as these techniques are more 
widely used. 

Experimental Techniques 

A variety of methods have been employed to initiate reactions for study 
by TR3 spectroscopy including rapid flow mixing, temperature jump by 
rapid heating, and photolytic excitation [4-8]. TR3 spectroscopy can be 
utilized to monitor any of these reactions although the time required 
to initiate the reaction will be a major factor in determining the time 
resolution of the measurement. Photolytically-initiated reactions are 
of prime interest for this discussion and therefore, will be the only 
experimental techniques discussed in detail. 

Two general approaches have been used to obtain TR3 data following 
photolysis: (1) single laser excitation and (2) two laser excitation 
using a pump-probe configuration. Both types of experiments normally 
introduce the sample rapidly into the laser beam either to provide 
time-resolution or to exchange the sample volume exposed to laser beam 
rapidly enough to avoid mUltiple excitations. 

1. Single laser experiments 

A single laser operating at one wavelength can be used both to photo
lytically-initiate a reaction and to generate RR scattering from the 
reaction mixture. If the single laser is continuous (i.e., cw), time 
dependence can be introduced into the measurement by rapidly moving the 
sample through the laser beam. The laser beam is usually focused at 
the sample in order to increase the time resolution. Rapidly flowing 
jets of liquid sample or spinning cells containing the liquid sample 
are commonly used. These TR3 experiments have obtained time resolu
tions as fast as 10-8 seconds, but are more readily applicable for 
events occurring in 10-7 seconds or longer. , 

The major disadvantages of this approach derive from restricted 
number of reactions that can be studied due to the limited wavelength 
range of cw lasers, the requirement that photolytic initiation and RR 
detection must occur at the same wavelength, the absence of direct 
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kinetic information such as rate coefficients, and the fact that the RR 
scattering observed comes from a mixture of the starting reactants plus 
all intermediates present during the period over which the sample 
intercepts the laser beam. The first and last disadvantage can be 
minimized when a single pulsed laser is substituted for cw radiation. 
Not only are the wavelength ranges available from pulsed lasers them
selves wider than theirj cw counterparts, but nonlinear optics can be 
used efficiently with the higher peak powers available from pulsed 
lasers to extend these ranges into both the infrared and ultraviolet 
regions. The complexity of the reaction mixture from which RR scat
tering is collected can also be simplified by the faster time resolu
tion available from pulsed laser excitation. The duration of the laser 
pulse replaces the rate of liquid flow as the factor determining the 
time resolution of the TR3 measurement. An example of this experimen
tal approach using picosecond laser pulses from a mode-locked ~ye laser 
and Nd:YAG pumping is presented in Figure 1. Within the context of 
these limitations, single laser experiments have been exceedingly use
ful methods for opening chemical and biochemical systems to study by 
TR3 spectroscopy. 

M4 

ilL ,w Nd YAG LASER 

SYHCH PUMP 
DYE LASER 

Figure 1: Single laser PTR3 instrumentation. KL: mode locker; 
Hl : halfwave plate (1064 nm); H2: halfwave plate (532 nm); Kl-MS: front 
surface dielectrically coated mirrors; CD: cavity dumper; PO: focU8in, 
optics, microscope objective; SRI sample region, laser passes 
vertically throu,h flowing sample; CO: collecting optics; FS: filter 
stale; 55: spectrograph stage; IRD: intensified reticon detection; GI: 
Irapbics. 

2. Two laser experiments 

Pump-probe configurations utilizing two, independent pulsed lasers 
provide the most versatile approach to TR3 spectroscopy of any of the 
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methods reported to date. When used with rapidly flowing or spinning 
samples, high repetition rate (e.g., megahertz), pulsed lasers can be 
used to obtain high signal-to-noise ratio RR spectra without exposing 
the reaction mixture to multiple excitations. The tunable laser wave
lengths available extend from 220 nm to 1.1 ~ with a variety of fixed 
wavelength lines over an even wider spectral range. Of major 
importance is the flexibility to photolytically initiate the reaction 
at one wavelength and to monitor intermediates by RR scattering at a 
second, independently selected wavelength. This experimental 
configuration also permits the intensities of the pump and probe radia
tion to be independently chosen, thereby opening intensity-dependent 
phenomena to study. An additional advantage is the opportunity to 
measure rate data that can be used to calculate rate coefficients. 
This last capability, in combination with the structural and conforma
tional sensitivity of TR3 spectroscopy in liquid phase reactions, makes 
it feasible to examine the kinetic properties of conformational changes 
in great detail. Finally, the complexity of reaction mixtures can be 
unraveled to a large degree by the presence of a short duration probe 
pulse optimized to initiate RR scattering only from those intermediates 
present at a fixed time after photolysis. The duration of the laser 
pulse used to generate RR scattering thereby determines,which part of 
the time dependent reaction contributes to the RR spectrum. The 
combination of flexibility with respect to each of these experimental 
parameters gives two pulsed laser, pump-probe technique its overall 
versatili ty. 

Two examples of this experimental approach are §iven in Figures 2 
and 3. TR3 spectra can be readily obtained with 10- s time resolution 
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Figure 2: Instrumentation for nanosecond TR3 spectroscopy. Excitation 
gea.etry for sample regions is shown as an insert. 



186 

lolL •• Nd YAG LASER 

SYNCH. PUMP 
DYE LolSER 2 

SYNCH PUMP 
DYE LASER I 

G. H. ATKINSON 

Figure 3: Two laser PTR3 instrumentation. HL: mode locker; HI: 
halfwave plate (1064 nm); H2: halfwave plate (532 om); HI-HS: front 
surface dielectrically coated mirrors; PBS: polatizing beam splitter; 
CD: cavity dumper; T: timing synchronization; DL: delay line; RP: 
retroprism; P: dielectrically coated pellicle beam splitter; FO: 
focusing optics; SR: sample region showing colinear laser beams; CO: 
collecting optics; FS: filter stage; SS: spectrometer stage; IRD: 
intensified ret icon detector; GR: graphics. 

using two Q-switched Nd:YAG pumped dye lasers together with a rapidly 
flowing or spinning sample (Figure 2). Picosecond (~ 2 X 10-12s ) time 
resolution can be obtained by using two synchronously-pumped, mode
locked dye lasers operating with an optical delay line. Pumping 
sources can be obtained from either mode-locked ion lasers or mode
locked cw Nd:YAG lasers. The repetition rates of the lasers are con
trolled by cavity dumping each dye laser. The velocity of the sample 
through the laser beams relative to the laser repetition rates must be 
carefully considered in order to avoid multiple excitation of the 
reactants. 

3. Spectrometers 

The requirements for spectral dispersion are determined by the compe
ting needs of spectral throughput versus resolution and straylight 
rejection. A single, one meter monochromator using a Czerny-Turner 
mounting is readily adaptable for TR3 experiments (Figure 2). RR bands 
within 100 cm- l of the excitation line can be recorded for transients 
in the 10-6 M regime. Triple monochromators incorporating two stages 
of subtractive dispersion for increased straylight rejection, together 
with a concave grating section, are effective when multichannel detec
tion is used since a flat focal plane of several centimeters is ob
tained. The versatility of changing dispersion in the final stage of 
these mono chroma tors is provided by having more than one concave 
grating that can be readily introduced into the light path. This is 
especially advantageous in TR3 spectroscopy where both high resolution 
spectra focusing on small wavelength shifts and low resolution survey 
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spectra are often required for a complete analysis. 

4. Detectors 

Multichannel detectors based on either vidicon or reticon technology 
are commonly part of the detection system. The multiplex advantage of 
detection over a wide spectral range has been critical to the develop
ment of TR3 spectroscopy since a significant part of the vibrational 
Raman spectrum can be recorded simultaneously during each pump-probe 
cycle. The spectral response of these detectors is centered in the 
visible although recent improvements have extended this sensitivity 
range into the ultraviolet (via scintillators) and infrared (via the 
detector material in reticons). To obtain the detection sensitivity 
routinely required for TR3 spectroscopy, intensifiers are used in 
conjunction with both vidicons and reticons. Multichannel detectors 
rely heavily on computer storage of the large quantities of spectral 
data and on versatile software to accommodate the analysis routines 
needed to correct data for nonlinearities in wavelength and sensitivity 
response. Software capabilities are also important in facilitating the 
comparison of data from different TR3 experiments. The usefulness of 
multichannel detection can be severely limited without the proper 
computer support. 

Results 

TR3 spectroscopy is sufficiently versatile to be used in monitoring 
liquid phase, molecular intermediates for essentially any type of room 
temperature reaction involving changes in the vibrational degrees of 
freedom. The statement is inaccurate only when the experimental limit
ations of the instrumentation are reached such as in the cases of time 
resolution, laser wavelengths, and radiation flux. Data on both photo
chemical and photophysical intermediates formed in the nanosecond and 
picosecond time regimes are described here to illustrate this versa
tility. 

1. Ionic intermediates 

The existence of ionic intermediates in electron transfer chemistry has 
been proposed from transient absorption spectroscopy for an enormously 
large group of reactions. Detection of the ions formed during electron 
transport often can be observed by transient absorption spectroscopy 
due to the large changes in the population of electronic energy levels, 
but the structural characterization of the ion via its electronic 
absorption spectrum is more difficult. The broad spectral profiles of 
these transient absorption spectra also makes it difficult to confiden
tially conclude that the same ionic species is formed under different 
chemical conditions. TR3 spectra are especially useful in addressing 
these questions. 

Photolytically-induced electron detachment in stilbene ions illus
trates the value of TR3 spectra for firmly identifying an ionic 
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species. Transient absorption measurements had suggested that when 
electron photodetachment was used to form the radical anion of trans
stilbene (T') from the dianion of trans-stilbene (T2-), an intermediate 
ionic species was formed, specifically the radical anion of cis
stilbene (C') [11]. TR3 spectra of the T2- + hv ~ T; + e- reaction 
were recorded with 532.0 nm (17 ns pulsewidth) excitation of a solution 
of T2- in tetrahydrofuran at room temperature [12]. TR3 scattering was 
generated by 506.0 nm (1 ~s pulsewidth) laser radiation occurring 2 ~s 
after photolysis. The TR spectrum obtained is presented in Figure 4B 
together with the RR spectra of the T2- solution (4A) and a chemically
stabilized sample of To only (4C). It is apparent from a comparison of 
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Figure 4: (A~_RR spectrum of T2- with 506,0 nm excitation. (8) TR3 
spectrum of T sampl.e with 506,0 nm excitation 2 liS after 532.0 NIl 

excitation. (C) RR spectrum of a chemical stabilized T- sample with 
506,0 NIl excitation. 

these spectra that the ion formed within 2 ~s of electron detachment 
from T2- is To. No vibrational Raman bands that are unassignable to T; 
were observed in the TR3 spectrum and therefore, there is no evidence 
to support the ,formation of another ionic intermediate. Subsequent TR3 
studies have shown that the vibrational Raman spectrum of the radical 
anion of a cis-stilbene analogue, 5H-dibenzo(a,d) cyclohepten-t
one(DBCH;), was significantly different than that of T; [13]. If the 
C; species were formed, its RR spectrum would be easily recognizable. 

The ionic intermediates formed during electron transfer in anthra
quinone derivatives are of fundamental interest in the photosensitiza
tion of a wide range of photochemical processes such as those under
lying solar energy conversion [14]. The role of each ion and its 
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photophysical precursor (e.g., excited triplet-states) remains to be 
firmly established, but it is clear that the effectiveness of anthra
quinone derivatives as photochemical sensitizers is directly related to 
the presence of specific ions. The strong influence of pH, tempera
ture, and solvent on the formation of different ions has been documen
ted via transient absorption spectroscopy. The identification of which 
ionic species are actually present and their molecular structure has 
not been resolved, however, and it is in this area where TR3 spectros
copy has begun to make significant contributions. 

Water-soluble anthraquinone obtained by sulfonation was examined 
by TR3 spectroscopy using nanosecond time resolution [15,16]. The 
instrumental approach was similar to that presented in Figure 2 excent 
that excimer laser pumped dye lasers were used. The central issue to 
be described here focuses on the identification of the ionic intermed
iate formed in pure aqueous solutions of anthraquinone-2,6-disulphonate 
(AQ26DS). In the presence of a strong electron donor, the radical ion 
(AD26DS~) should rapidly appear and under acid conditions subsequently 
protonate to produce the semiquinone radical: The characterization of 
this reaction and the chemical conditions which facilitate it is an 
important step in characterizing the overall photocatalytic properties 
of anthraquinones. 

6 WAVENUMBER [em-I] 
liaure s: Raman spectra obtained using a probe laser wavelenlth of 480 
fa of (A) water only, (B) AQ26DS and NaN02' and (C) TR3 spectna 
obe.rYed at a time delay of 100 ns after 337 om excitation. 
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the TR3 spectra of AQ26DS in the presence of NaN02 is shown in 
Figure 5. The RR spectra of the water solvent (A) and the AQ26DS 
sample with probe laser only (B) are also shown for comparison. With 
337 nm pumping and RR scattering generated by 308 nm radiation 100 ns 
later, several RR bands assignable to AQ26DS~ are clearly seen. These 
same RR bands can be seen in Figure 6 to change intensity as a function 
of reaction over the 50 ns to 5 ~s interval. These RR spectra have 
firmly established the existence of AQ26DS~ during the reaction and 
determined its kinetic behavior. 
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Figure 6: Time dependence of the transient AQ26DS RR spectrum of time 
delays of (A) SO ns, (B) 100 ns, (C) 500 ns, (D) 1 ~s, (E) 2 ~s, (F) 5 
~s, and (G) probe only. 

2. Excited electronic state populations 

The initial intermediates formed in photolysis are the excited elec
tronic states populated during and subsequent to excitation. These 
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photophysical intermediates act as precursors to the dissociations, 
electron and proton transfers, and molecular rearrangements that are 
generally described as photochemical. The population of different 
potential energy surfaces is usually manifested by significant changes 
in the vibrational degrees of freedom which are evident in the vibra
tional Raman spectra. These TR3 spectra of excited electronic states 
can be analyzed with respect to vibrational normal modes to the same 
extent as those of the analogous spectra of ground-state species. The 
polarization properties and time dependent intensities can also be 
measured directly in order to establish transition moments and tran
sient populations. 

Excellent examples of these TR3 measurements are provided by 
cyclic hydrocarbons such as phenanthrene and chrysene. The TR3 spectra 
of the lowest-energy excited triplet state of phenanthrene-h10 and -d10 
are shown in Figure 7 [17]. Each RR band given a wavenumber label 
originates in the excited 3B2 state of phenanthrene. The deuterium 
shifts and the polarization properties measured 55 ns after 330 nm 
excitation into the So ~ Sl transition of phenanthrene are presented in 
Table I. These data are in complete analogy with those obtained for 
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Figure 7: TR3 spectra of excited 3B2 phenanthrene-h10 (A) and -dlO 
(B). The ~ bands are labelled with wavenumber positions while 
solvent banda are unlabelled. 

~table species. The TR3 spectra of 3Bu state of chrysene-h12 and -d12 
are presented in Figure 8 [18]. These spectra were used to monitor the 
excited-state population of 3Bu chrysene during S1 ~ T1 and T1 ~ So 
intersystem crossing. The general kinetic behavior is shown in Figure 
9 for the time-dependent intensity of the 982 cm- l band from 3Bu 
chrysene-h12 [19]. The kinetic analysis of these data requires that 
the transient absorption properties of the sample attributed to the T1 
~ Tn transition be separated from the TR3 signal. These absorption 
data can be obtained directly from the intensities of the Raman bands 
of the solvent and used to correct the intensity dependence observed in 
TR3 bands from the excited state. This procedure provides kinetic 
information in the form of rate coefficients for intersystem crossing 
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Figure 8: TR3 spectra of excited 3Bu chrysene-h12 (A) and -d12 (B). 
The 3au bands are labelled with wavenumber positions while the solvent 
bands are unlabelled. 
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that exhibit <5% uncertainties. An example of these data are shown in 
Figure 10 for the first order decay of excited 3Bu chrysene via T1 ~ So 
intersystem crossing. The deuterium effect seen in this rate experi
mentally confirms a prediction made from radiationless transition 
theory [20,21]. 

A more demanding application of TR3 spectroscopy to the study of 
excited electronic states encompasses cases where a significant compe
tition between photophysical and photochemical decay processes exists. 
The experimental challenge then centers on the capability to record the 
TR3 spectrum of the excited electronic state of only one, well-defined 
component of the photochemical reaction. 

Perhaps the most complex system yet studied is the excited triplet 
state of all-trans retinal (ATR). ATR readily isomerizes to other 
retinal isomers following optical excitation into its excited 
electronic state manifolds. Photophysical decay such as intersystem 
crossing occurs with comparable yields. The measurement of the TR3 
spectrum of an excited electronic state of one retinal isomer, there-
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Figure 9: Time dependence of the 982 cm- l band of 3Su chrysene r is 
defined as the intensity of RR scattering relative to the intensity of 
normal Raman scattering of a solvent band. 
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Figure 10: First-order decay of excited 3Bu.chrysene-h12 and -d12 as 
measured by TR3 bands at 982 cm- l . r is defined in Figure 9. 

fore, requires conditions which minimize the competitive isomeri?a
tions. It also requires experimental confirmation that significant 
concentrations of the other isomers are not formed in the sample unde~ 
study. 

The TR3 spectra obtained from ATR following 354.7 nm 
into the So ~ S1 transition are shown in Figure 11 [22]. 

excitation 
The spectrum 
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obtained with probe laser radiation only (470 nm) contains bands from 
the So state of ATR and thereby confirms that the original sample is in 
the all-trans configuration. The TR3 spectrum recorded with a 40 ns 
time delay shows substantial changes, including a new band at 1555 cm-1 
with major intensity. The TR3 spectrum recorded with a much longer 
delay time (20 ~s) is the same as the probe only spectrum. This last 
spectrum demonstrates that retinal has relaxed photophysica11y from the 
excited electronic states populated by 354.7 nm excitation to reform 
primarily ATR. The presence of significant concentrations of other 
isomers would be evident from the 20 ~s TR3 spectrum. The transient 
species detected by TR3 scattering at 40 ns is therefore identifiable 
with ATR and based on several types of data [22] can be assigned to the 
lowest-energy triplet state of ATR. It should be emphasized that TR3 
spectra are the basis for both detecting and characterizing the tran
sient intermediate and confirming that no significant amount of perma
nent photochemistry (i.e., isomerization) has occurred during the 
measurement. 

Figure 11: (A) RR spectrum of all-trans retinal (ATR) in methanol with 
470 nm excitation only, (B) TR3 spectrum of ATR 40 ns after 354.7 nm 
excitation and with 470 nm probing and (C) TR3 spectrum of ATR 2 ~s 
after 354.7 nm excitation and with 470 nm probing. 

'The availability of these data on the excited triplet state of one 
retinal isomer makes it feasible to examine the excited-state mechanism 
for isomerization in retinal. To firmly assign the 1555 cm-1 TR3 band 
to triplet state ATR, the TREP for both the 1555 cm- 1 and 1570 cm- 1 
bands were recorded [23]. Those data, together with schematic 
representation of the So ~ S1 and T1 ~ Tn absorption spectra of ATR 
are presented in Figure 12 [23]. The overlapping region of the TR3 
spectrum (40 ns delay) is shown as an insert. The EP of the 1570 cm- 1 
band follows closely the So ~ S1 absorption spectrum as would be anti
cipated for RR scattering in preresonance with an electronic transi
tion. The TREP (40 ns) for the 1555 cm- 1 is dramatically different in 
that it follows closely the T1 ~ Tn absorption spectrum. The large 
differences between these two types of excitation profiles provides 
solid evidence for their respective assignments. This example also 
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provides an excellent example of the value of TREP data in unraveling a 
complex TR3 spectrum. 
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Figure 12: Excitation profiles for ATR (T1) (. data) and ATR (SO) (0 
data). Schematic representation of So ~ Sl and T1 ~ Tn absorption 
spectra shown. TR3 spectra at 40 ns (solid line) and 20 ~s (dashed 
line) time delays shown as insert. 

The firm assignment of these bands provides the basis for exam
ining the kinetic properties of excited triplet state ATR. Of particu
lar interest is the T1 ~ So intersystem crossing decay channel and the 
influence of 02 quenching. The same procedure for .kinetic analysis 
described earlier for normalizing the contribution of transient absorp
tion to TR3 data [19] was used to obtain the decay rate of excited 
triplet state ATR in the presence and absence of 02 [23]. The 02 
concentration was held sufficiently high to insure pseudo-first order 
kinetics. The rates observed, shown in Figure 13, exhibit a strong 
dependence on 02 and are the first measured values for the 02 quenching 
of one excited state in a single isomer. Although the 02 quenching 
rate is an important value to cqmpare with the decay rate of excited 
triplet state ATR by itself, it is clear that this method provides the 
opportunity to examine the quenching mechanism separately, especially 
with respect to its dependence on the conformation of the retinal. 
Such detailed studies of the influence of conformation on reactivity in 
the liquid have not been previously feasible. 

3. Picosecond dynamics of biochemical intermediates 

The fundamental value of TR3 spectroscopy for the study of dynamics in 
liquid phase reactions can be best seen in its applications to 
biochemical systems where the molecular changes often encompass 
conformational transformations in molecules that are structurally 
complex. In these cases, the unique advantages of TR3 spectroscopy 
described above can be utilized to elucidate dynamical and structural 
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Figure 13: Decay kinetics of ATR (T1) in the absenc~ (t data) and 
presence (0 data) of 02 as measured directly from TR bands. r is 
defined in Figure 9. 

197 

properties not previously accessible to study. TR3 spectroscopy has 
been used by numerous research groups to examine several biochemical 
systems including extensive work on heme proteins and on visual 
pigments [4-8]. An extremely wide range of time scales has also been 
studied for these systems. In this paper, our attention will focus on 
recent results concerning intermediates formed on the picosecond time 
scale in the bacteriorhodopsin (BR) system. 

BR is a well-characterized protein which facilitates proton and 
ion transport across the membrane of the Halobacterium halobium [24-
26]. BR contains the same chromophore as found in the visual pigment 
rhodopsin, namely retinal. The BR system differs from rhodopsin in 
that it undergoes a series of reactions which form a cycle to repro
duce the starting material, BR-S70. (The numberical part of the 
notation gives the maximum of the absorption spectrum for each 
species.) During the cycle, major changes in the isomeric structure 
and conformation of retinal occur which are thought to be directly 
correlated to the proton and ion transport across the BR membrane. 
Two of these changes which have been characterized are the isomeri
zation around the C13-C14 bond from all-trans retinal (BR-S70) to 13-
cis retinal (M-412) and the deprotonation of the Schiff base linkage 
between the retinal chromophore and the lysine of the protein backbone 
(Le., BR-570 protonated to M-412 deprotonated). The schematic 
representation of the BR photocycle is presented in Figure 14. 

The initial molecular transformations occurring within the first 
100 ps, involving BR-570 and K-590, are of interest for this 
discussion. Instrumentation designed around two picosecond lasers in a 
pump-probe configuration (Figure 3) was used to record TR3 spectra of 
the K-590 intermediate. The maxima of the absorption spectra of the 
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initial BR intermediates shift slightly through the visible spectral 
region, but remain strongly overlapped [27]. It is not until M-412 is 
formed on the 40 ~s time scale that the absorption spectra of BR 
intermediates become well separated. These absorption spectra for the 
reaction of 1°C are shown in Figure 15. 
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Figure 14: Photocycle of bacteriorhodopsin (BR) [notation and to 
defined in text). 
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Figure 15: Absorption spectra of the intermediates of the BR 
photocyc1e at I"C [adapted from Lozier, R.H., Bogomo1ni, R.A., and 
Stoekenius, W. (1975) Biophys. J. 15, 955). 

To monitor the K-590 intermediate, the probe laser wavelength must 
be selected to be in resonance with the absorption band having a maxi
mum at 590 nm. It is clear from Figure IS, however, that 590 nm 
radiation also remains partially in resonance with the starting com
pound, BR-570. Thus, the probe laser can produce RR scattering from 
the K-590 intermediate and can photolytically initiate the photocycle 
from BR-570. Analogously, the photocycle needs >to be initiated by 
laser radiation occurring within the absorption band having its maxi
mum at 570 nm. This same radiation, however, generates RR scattering 
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from BR-570 which will overlap the RR scattering from K-590 generated 
by 590 nm excitation. 

It is also thought that the K-590 species can be photolytically 
converted back to BR-570. As a consequence, pumping radiation at 
either 570 nm or 590 nm can be expected to create the photolytic 
equilibrium between BR-570 and K-590. The BR case illustrates the 
often encountered complexity of a biochemical reaction which must be 
addressed in a TR3 experiment. The emphasis in this case is on the 
quantitative control of the experimental parameters of laser wave
length, laser power per pulse duration (i.e., peak power), and time 
delay between pumping and probing. 
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Several questions must be addressed in order to establish that the 
vibrational Raman spectrum of the K-590 intermediate can be obtained 
using 570 nm excitation to initiate the cycle and 590 nm to generate RR 
scattering from K-590. What is the RR spectrum of BR-570 using pico
second (8 ps autocorrelation times) laser pulses at 590 nm? How does 
the intensity of the picosecond pulses at 590 nm affect the RR spectrum 
observed? Can the RR spectrum of K-590 be obtained as a function of 
reaction time on the picosecond time scale? Data addressing these 
three questions are presented here. 

The spectrum of BR-570 has been reported by several workers, but 
all of this work utilized cw laser excitation with a single laser oper
ating at substantially different excitation wavelengths. The photo
stationary equilibrium between BR-570 and K-590 means that the relative 
concentration of the two species is a sensitive function of the peak 
power of the radiation source, especially when only one laser acts both 
to initiate the photocycle and to generate RR scattering. Clearly, a 
RR spectrum of BR-570 alone is best obtained with the lowest laser 
power feasible. A comparison between the cw laser RR spectra and that 
obtained by picosecond pulsed laser excitation is an important part of 
the analysis since the respective peak powers are substantially 
different. Such a comparison is made in Figure 16 [28]. There is very 
good agreement in general between these two spectra, but in detail there 
are significant differences which can be attributed to changes either in 
excitation wavelengths and therefore, changes in the resonance effect, 
or in the peak power and therefore, to changes in the relative concen
trations of BR-570 versus K-590. This latter point is substantiated in 
the data presented here on intensity dependence (vide infra) [29]. 
The spectra in Figure 16 demonstrate that the RR spect~f BR-570 
alone can be readily obtained using picosecond laser excitation as long 
as the peak power remain below a specific threshold for K-590 formation. 

As the peak power of a single picosecond laser operating at 590 nm 
increases, significant changes in the RR spectrum occur which can be 
assigned to the formation of the K-590 intermediate. Examples of these 
changes are presented in Figure 17 for spectral regions which charac
terize the C13-C14 isomerization (i.e., fingerprint region at 1130-
1240 cm-1) or hydrogen-out-of-plane vibrations (i.e., HOOP region at 
910-1050 cm- 1), respectively. The peak power used in these experi
ments was quantitatively characterized by the parameters ~ot which 
incorporated the size of the sample overlapped by the laser radiation 
and the approximate quantum yields for the photo-induced reactions [30]. 
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Figure 16: (A) PTR3 spectrum of BR-570 in H20 suspension (8 ps 
pulsewidth, 590 nm, average power. 1.7 mW, repetition rate. 1 MHz, 
tot ~ 0.12), (B) cW spectrum of BR-570 in H20 suspension (514.5 nm, tot 
< 0.1). 10 defined in text. • 

The larger the value of tot, the larger the number of photons delivered 
to the sample volume per unit time. The new RR bands observed in the 
bottom spectra of each region (.i.e., larger tot), therefore, are due to 
photolytically-induced phenomena, namely the establishment of the pho
tostationary equilibrium between BR-570 and K-590. As the tot value 
increases, more K-590 is formed during the pulsewidth of the laser. 
These experiments at 590 nm establish the intensity threshold below 
which the photostationary equilibrium has not become significant. This 
information is critical to a TR3 experiment designed to detect K-590. 
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Figure 17: Single laser (590 nm) PTR3 spectra of BR suspension in H20 
with low excitation power (upper traces) and high excitation power 
(lower traces). Spectra at left are from the fingerprint region and at 
right from the HOOP region. 
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Finally, on the basis of these previous results, a pump-probe TR3 
experiment designed to detect K-590 as a function of the picosecond 
reaction time can be performed [31]. The photocyc1e was initiated by 8 
ps laser pulses at 570 nm operating with 21 mw and RR scatter'ing from K-
590 was generated by 8 ps laser pulses at 590 nm operating with 5 mw 
(both lasers have 1 MHz repetition rates) [32]. These strong pump-weak 
probe parameters were chosen to maximize K-590 concentrations. The time 
delay between the pump and probe pulses was controlled by an optical 
delay line. 

Picosecond TR3 (PTR3) spectra in the fingerprint and HOOP regions 
are presented in Figure 18 for three delay times: 0 ps, 40 ps, and 
probe only [33]. The new RR bands which increase in intensity as a 
function of reaction time are the same as those observed to increase as 
a function of laser intensity (Figure 17). The assignment of these new 
spectral features to K-590 or to a K-like intermediate is a'consistent 
conclusion from both types of experiments. Similarily, the general 
decreasing intensities of several RR bands also appear to be the same in 
the two types of experiments leading to the conclusion that the BR 
intermediate decreases in concentration as a function of both reaction 
time and laser intensity. 

The PTR3 experiments provide a direct spectroscopic monitor of 
conformational and structural changes that occur in the retinal 
chromophore during the first 100 ps of the BR ~hotocycle. 
Specifically, the all-trans to 13-cis isomerization around the C13-C14 



Figure 18: Two laser (590 nm probe, 570 nm pump) PTR3 spectra of the 
fingerprint region of BR suspension in H20; A, 40 ps delay; B, zero 
delay; C, probe only. 
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band can be seen in the bands growing into the fingerprint region while 
the twisting of the hydrocarbon chain is reflected in the appearance of 
new bands in the HOOP region [33]. Although the time scales for both 
types of molecular transformations are generally the same (i.e., < 60 
ps). further work is required to determine whether these changes occur 
simultaneously or sequentially. Data on the protonation of the Schiff 
base linkage has not yet been conclusively analyzed. 

PTR3 studies of molecular dynamics in the BR system are only 
beginning, but it is already clear that the molecular parameters now 
open to study provide a unique opportunity to characterize such complex 
biochemical reactions in exceptional detail. The versatility of the 
pump-probe configuration for recording TR3 spectra is the source of 
that opportunity. 
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Conclusions: 

The experimental capabilities of TR3 spectroscopy for measuring real
time dynamics in liquid phase reactions at room temperature are 
beginning to provide the type of structural and conformational 
information previously reserved for gas phase reactions. The data 
described here illustrate some of the major characteristics of these 
techniques and their applications in chemistry and biochemistry. 
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HIGH SENSITIVITY, TIME-RESOLVED ABSORPTION SPECTROSCOPY BY 
INTRACAVITY LASER TECHNIQUES 

George H. Atkinson 
Department of Chemistry and 
Optical Sciences Center 
University of Arizona 
Tucson, Arizona 85721 

Absorption measurements obtained by intracavity laser spectroscopy 
(ILS) are described which encompass exceptionally high detection sensi
tivites while maintaining the characteristics associated with quantita
tive, time-resolved spectrometry. The optical physics underlying ILS 
and the instrumentation utilized in obtaining these spectra are 
described. Absorption spectra recorded by ILS for stable absorbers, 
transient intermediates formed during reactions, and van der Waals 
complexes formed at low-temperature in supersonic jet expansions are 
presented. 

Introduction 

Absorption spectroscopy has made fundamental contributions to the 
determination of molecular structure and kinetic properties in both the 
gas and condensed phase. The rapidly developing interest in reaction 
dynamics has placed increased emphasis on the detection of transient, 
reaction intermediates. With the advent of versatile laser systems, 
however, absorption spectroscopy recorded by classical methods is often 
not the detection technique of choice since it is significantly less 
sensitive than techniques such as laser-induced fluorescence (LIF). 
Th1s disadvantage is particularly important in dynamical studies 
involving intermediates at low, instantaneous concentrations. The 
major advantage of absorption spectroscopy derives from its wide 
applicability to all types of species and experimental conditions. For 
example, significant changes in sample absorbtivities occur under 
experimental conditions where emission is efficiently quenched. 
Absorption spectroscopy could be utilized far more effectively in the 
study of reaction dynamics if its detection sensitivity was increased 
while preserving its capability for providing information on molecular 
structure, kinetic behavior, and quantitative concentrations. 

This paper describes the measurement of absorption spectra by 
intracavity laser techniques which utilize the properties of a laser 
resonator cavity to increase the sensitivity of absorption measurements 
by as much as six orders of magnitude over conventional absorption 
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spectrometry. This enhanced sensitivity derives from the competition 
between the gain in the laser medium and the wavelength-dependent 
losses of the laser resonator. By placing the sample of interest 
inside the laser resonator, the absorbtivity of the sample becomes one 
of the intracavity losses. When the laser reaches threshold, the 
losses attributable to the intracavity absorber can be superimposed on 
the wavelength-dispersed spectrum of the laser output. The competition 
that occurs within the laser system (medium plus resonator) in order to 
reach threshold operation leads to enhanced detection of the sample 
absorptions. Absorption spectroscopy with such high sensitivity can be 
performed under conditions which maintain the information on struc
ture, kinetics, and concentration normally anticipated in absorption 
measurements. 

The principles of intracavity laser spectroscopy (ILS) and the 
application of ILS to the study of stable and transient molecular 
species in the gas phase are presented here as a tutorial review 
intended to provide an overview of activity in the field. This is not 
an exhaustive review in which either a critical evaluation or even a 
compilation of existing work is presented. Most of the examples used 
here are taken from work in my own laboratory including some very 
recent results only now submitted for publication in detail elsewhere. 
These data are representative of the type of experimental capabilities 
currently available. 

ILS instrumentation 

The primary instrumental requirements associated with ILS pertain to 
the optical resonator of the laser in which the absorber is placed and 
especially its mode structure. Both cw and pulsed lasers have been 
used for ILS [1]. Most instrumental approaches have been designed to 
monitor relatively broad-bandwidth absorption and therefore, the ILS 
laser has been operated without tuning elements, relying instead on the 
gain properties of the laser medium itself to determine the spectral 
bandwidth. These choices of instrumentation have been dictated by 
interest in monitoring molecular absorption features such as rotational 
bandheads. Since it is important to keep the bandwidth of the ILS 
laser significantly larger than that of the intracavity absorber, 
untuned laser have been the system of choice. When atomic lines or 
other narrow bandwidth absorption features (e.g., single rotational 
molecular lines) are to be detected, tuned laser systems can also be 
effectively utilized in ILS. 

The ILS instrumentation involved in the work described here is 
based on the modified optical resonator cavity of a cw jet stream, dye 
laser. This apparatus is shown in Figure 1 together with the instru
mentation required to photolytically-generate transient intermediates. 
The optical cavity of the ILS laser is defined by mirrors M1, M2' and 
M3 • The last mirror has been positioned to create aim extended 
optical cavity into which the sample cell is placed. The dye laser is 
pumped by an argon ion laser operating at powers typically 1-2 times 
that required for the threshold conditions of the dye laser (i.e., 2-3 
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Figure 1: Instrumentation used 'for intracavity laser spectroscopy. 
Nd:YAG laser used separately to photolytically generate transient 
absorbers. See text for detailed discussion. 
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Wall lines or 514.5 nm). The pumping radiation passes through an 
acousto-optic modulator (AOM1) prior to reaching the dye laser in order 
to modulate the pumping intensity. When a pulsed radio frequency 
voltage is applied to AOM1, the intensity of pumping radiation is 
reduced below that required to keep the dye laser above threshold and 
as a result, lasing action is terminated. As the voltage applied to 
AOM1 is reduced, the pumping power regains its maximum value in < 0.5 
~s and the dye laser recovers full power within 1-2 ~s. This general 
timing sequence is shown schematically in Figure 2. The dye laser 
radiation itself passes through a second AOM2 before reaching a detec
tion system. The transmission of AOM2 is synchronized with that of 
AOM1 in order to control the time interval during which dye laser 
radiation is detected and thereby to determine the generation time, tg 
(Figure 2). 
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Figure 2: Time sequences illustrating the use of AOH1 to control dye 
laser activity and AOH2 to sample the output of the ILS dye laser. 
Also see Figure 1. . 

Spectral dispersion of the dye laser output is obtained with a 
monochromator. Multichannel detectors have been successfully used to 
monitor the dispersed ILS signal by placing the detector face in the 
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focal plane of the monochromator. The spectral region observed at any 
one time, together with the resolution of the ILS spectrum itself, is 
determined by the dispersion of the monochromator and the density of 
pixels on the multichannel detector. Typically, a 1 m monochromator 
operating with a 316 line/mm grating in an echelle mounting (7th 
order), together with an intensified vidicon camera, can provide a 
resolving power of about 90,000:1 [2]. Recently designed double-pass 
monochromators operating with reticon detectors have demonstrated reso
lution of >800,000:1 [3]. 

Attention must be given to the optical elements that appear within 
the dye laser cavity in order to avoid interferometric effects. Wedged 
optical elements or efficient antireflective coatings are required to 
obtain dye laser outputs without intensity modulations arising from 
intracavity interferometers. A pellicle (uncoated) is commonly used 
inside the resonator in order to maintain the dye laser at a central 
maximum, but it does not significantly narrow the bandwidth of the 
laser. The role of the extracavity Nd:YAG laser in Figure 1 will be 
described in the section dealing with the time-resolved ILS detection 
of transients. 

Principles of ILS 

The optical properties of a laser resonator, including those of the 
lasing medium, have been analyzed extensively for many purposes. For 
this discussion, it is important only to note that the wavelength
dispersed profile of the output of the laser will be used to charac
terize the properties of a specific laser resonator under a well
defined set of experimental parameters (e.g., pump power, laser dye 
bandwidth, optical reflectivities, etc.). The mode competition within 
the laser resonator is the prime factor determining the output profile 
once the general experimental parameters have been chosen. Tunable dye 
lasers have been of major interest in this field since they typically 
contain a large number of resonator modes when untuned and they are 
experimentally convenient to operate.. The untuned dye laser provides 
an excellent device into which a molecular or atomic absorber can be 
introduced. The wavelength output of such a laser is thus modified or 
"tuned" by the intracavity absorber rather than the conventional opti
cal devices such as a diffraction grating or Fabry-Perot etalon. 

In order to successfully record such ILS spectra, it is necessary 
to quantitatively control the mode competition within the laser resona
tor. The analysis of ILS begins by examining the spectral profile of 
the laser resonator output under varying degrees of mode competition. 
Experimentally, this is accomplished by modulating the input pumping 
power delivered to the dye laser with an acousto-optic modulator (AOM1 
in Figure 1). When the output of the dye laser is also modulated prior 
to detection by a second modulator (AOM2 in Figure 1), a selectable 
portion of the mode competition can be monitored by controlling the 
time delay between the two AOM devices (Figure 2). The resulting 
spectral profiles are presented in Figure 3 for a variety of delay or 
generation times (tg). The distinct changes of the output profile 
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Figure 3; Generation spectra of a quasi-cw dye laser recorded for 
different tg values and 514.5 nm argon-ion laser pumping powers. Top 
panel: 2 W pumping power: tg • 10, 20, 30, 40, 60, 80, and 100 ~sec for 
weakest to strongest curves, respectively; bAr - 0.26 om. Bottom panel: 
4 W pumping power; tg - 10, 20, 30, 40, 60, and 100 ~sec for weakest to 
strongest curves, respectively; bAr = 0.58 nm. 

height and width as well as the pronounced shift of wavelength maxima 
to the red have been quantitatively described in terms of expression 
(1) [4]. The limited period over which the spectral profile follows 

I(o,t) 10 ~tg~1/2 [_(0-00)2 ] - - exp -- ytg 
~00 TI ~00 

(1) 

where: 1'0 - total laser intensity, 
tg - generation time (Fig. 2), 
y - losses in the optical cavity, 
0 - spectral frequency (cm- i ), 
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00 - spectral frequency at the center of the laser gain 
profile, and 

~00 - bandwidth related to the total number of initial cavity 
modes. 

this behavior is determined primarily by the mechanical stability of 
the resonator cavity, especially the dye jet. In a jet stream dye 
laser this period is typically 300 to 400 ~s as demonstrated by the 
data in Figure 4 [4]. 
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Figure 4: Spectral width (0) and amplitude (+) of generation spectra 
as a function of generation time (tg). 

The effect of placing an absorbing species with a well-defined 
absorption spectrum inside the dye laser cavity can now be determined 
on the basis of expression (1). When the absorbtivity of the intra
cavity absorber is small and its bandwidth is significantly narrower 
than the bandwidth of the ILS laser, then the spectral profile of the 
resulting dye laser output undergoes minimal perturbation. There exist 
thresholds, of course, for both absorbtivity and absorber bandwidth 
beyond which the dye laser output is significantly modified and the ILS 
information is not a good representation of the absorber properties. 
Examples of both cases are given in Figure 5 for intracavity absorption 
arising from the transient HCO [4]. For the first case, the absorption 
features due to the intracavity absorber obey a Beer-Lambert relation
ship. The overall, quantitative description of the ILS laser profile 
with an absorber present is given by expression (2) [4]. 

I(a,t) ~~o (Y:o)1/2.xp [_~::O)2yto - .(a) ~ c to] (2) 

~here a(a) is the absorption coefficient describing the intracavity 
loss, 9../L is the ratio of the absorption path length to the total length 
of the laser cavity, and c is the velocity of light. Quantitative 
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absorption data can be extracted from this expression when: 

t<O) ~ c t.]<1 (3) 

and it is under these conditions that the ILS measurements described 
here are made. 

Results 

A B 

A' 

Figure 5: ILS absorption spectra for small (A) and (A') and large (B) 
and (B') concentrations of Beo. 
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Absorption measurements have been made by ILS for stable molecules in 
bulk samples [5-7], transient intermediates generated by photolysis [8-
14], atoms in thermolyzed beams. [15,16], metastable species in dis
charges [17], and van der Waals (vdW) complexes formed in low tempera
ture supersonic jet expansions [18,19]. The breadth of these applica
tions is a reflection of the versatility of the fundamental optical 
physics underlying ILS. The high sensitivity of ILS makes it feasible 
to detect low absorber concentrations and exceptionally small absorb
tivities. Indeed, some of the smallest absorbtivities ever reported 
have been obtained by ILS [6,7,18]. One quantitative measure of the 
detection sensitivity of ILS can be obtained through the effective 
pathlength for absorption. For a t of 250 ~s and an intracavity 
sample cell length of 0.5 m, the effective absorption path length is >30 
kilometers. 

Stable molecules 

Absorption transitions in the visible for H20 [6] and 02 [7] are 
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readily detectible by ILS even though these absorbtivities are extreme
ly weak. The bl~ + - A3~g- transition or y bands in 02 near 628 nm are 
observed in the Ifs spectrum presented in Figure 6. The y bands of 02 
were quantitatively fit with expression (2) and the results were used 
to obtain line stren2th and collisional self-broadenin2 data [6]. 

>
t-
V) 
Z 
W 
t-
Z 

o 
WAVENUMBER (cm-1 ) 

Figure 6: A portion of the oxygen y band for pure 02 at 0.847 atm 
~eq z 3.64 km, 296 K. The spectrum is not corrected from the 
photodiode array response. 

The quantitative characteristics of ILS for measuring absorber 
concentrations directly also were examined for N02 using a flashlamp
pumped dye laser and vidicon camera detection (5). Several N02 absorp
tion features in the 590-593 nm region were selected for study. The 
integrated band intensities of these N02 features were then measured as 
a function of the N02 sample pressures over more. than an order of 
magnitude (Figure 7). The linearity of this dependence was an experi
mental demonstration that relative concentrations of intracavity 
absorbers can be measured directly from ILS as long as the sample 
absorbtivity remains small (i.e., expression (3». Above a certain 
value, nonlinear absorbtivity occurs as illustrated by the change in 
slope in Figure 7 . 

The data for both 02 and N02 demonstrate that ILS provides the 
same general characteristics exhibited in Beer-Lambert relationships 
describing classical absorption spectrophotometry. ILS can be used in 
applications completely analogous to those of classical absorption if 
the linear response range is utilized. The use of a multichannel 
detector (i.e., using the multiplex wavelength advantage) with linear 
response is, of course, a critical experimental improvement over photo
graphic detection which itself requires some calibration. 

Transient molecules and radicals 

The initial detection of transient species by ILS was reported in 1973 
[81 when a pulsed, flashlamp-pumped .dye laser was used to record the 
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region are plotted versus intracavity N02 pressure. 
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absorption spectrum of the HCO and NHZ radicals. Both radicals were 
photolytically generated when a capacitively-driven nitrogen discharge 
produced a visible-ultraviolet continuum. The parent molecules used as 
precursor were acetaldehyde and formaldehyde for HCO and ammonia for 
NHZ. The pulse width of the flashlamp-pumped dye laser (0.3 ~s) used 
for 1LS determined the effective generation time. Detection was ob
tained on photographic plates after the output of the 1LS laser trans
versed a 2 m grating spectrograph. These early results demonstrated 
the high sensitivity for absorption measurements that are inherent in 
1LS by detecting both HCO and NHZ at concentrations several orders of 
magnitude lower than previously reported and with an optical pathlength 
of 0.75 m. Photographic detection did not facilitate rapid, quantita
tive 1LS measurements, but it did provide the basis for high resolution 
spectroscopy. No discrepencies where found in the positions of absorp
tion features measured by 1LS [8]. The incorporation of multichannel 
detectors (as demonstrated for 1LS of static NOZ [5]) provided the 
linearity of response and time-resolution needed to obtain quantitative 
data for transients. 

The spectroscopy and decay kinetics of the formyl radical, HCO, 
generated in the laser photolysis of acetaldehyde were studied by 1LS 
[8-14]. The HCO radical is difficult to detect by nonabsorptive 
methods because its excited 1A" state is predissociated. The quantum 
yield of fluorescence from 1A" acetaldehyde is very low and as a 
~esult, L1F has not been used effectively to monitor HCO even though 
much of its absorption spectroscopy lies in the visible where powerful 
laser sources are available. 
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Two types of instrumentation have been used in ILS studies of HCO. 
A pulsed (f1ash1amp-pumped) dye laser was used to record HCO absorption 
in measurements of the decay kinetics and the wavelength dependence of 
HCO formation in the acetaldehyde photolysis [11,12]. The decay 
kinetics of HCO can be seen in the data shown in Figure 8 for two 
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Figure 8: The time dependent concentration of HCO (O,O,O) following the 
excitation of acetaldehyde/argon (top panel) and acetaldehyde/cyclohexane 
(bottom panel) mixtures. The mixing ratios were 0.2 Torr acetaldehyde to 
2.0 Torr of added gas. 

sample conditions (with either argon or cyc10hexane as an added gas) 
and with f1ashlamp excitation of acetaldehyde. The photolyzing flash
lamp was placed adjacent to the sample cell shown in Figure 1 (no 
Nd:YAG was used in this work). The decay rates can be attributed to 
the number of HCO collisions with either argon or cyclohexane. The 
collisional cross-section for each added gas was measured from these 
data [12]. The solid curves shown in Figure 8 are best fits to a 
kinetic mechanism describing the formation and decay of HCO as first 
order processes. The capability to detect HCO also makes it feasible 
to determine the energetic onset for HCO formation in the dissociation 
of acetaldehyde [11]. The photolysis source was a f1ash1amp-pumped dye 
laser which was used to conjunction with nonlinear. optics to generate 
tunable ultraviolet radiation in the 260 to 340 nm range. The ultra
violet photolysis radiation was optically-coupled into the resonator 
cavity with a die1ectrica11y-coated intracavity mirror. The relative 
quantum yield for the production of HCO (0,0,0) from acetaldehyde is 
presented in Figure 9 together with a low-resolution absorption spec
trum of acetaldehyde. The wavelength of the ILS laser was tuned to 
overlap absorption transitions originating in only the HCO (0,0,0) 
level, a capability which is expanded upon in results described below. 
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The sharp energetic onset for HCO (0,0,0) formation signals the popula
tion of excited states which efficiently dissociate via a radical 
channel. 

0.4 

240 340 

W"'VELENGT~ ( .. ) -

Figure 9: Upper panel: Low resolution absorption spectrum taken on a 
Cary 118 spectrometer for a 1000 Torr em sample. Lower panel: Relative 
RCO (O,O,O) quantum yields (.~~~) versus excitation wavelength. (Refer 
to text for details.) 

A more complete view of the absorption spectroscopy and decay 
kinetics of HeO can be obtained by using a cw dye laser for ILS which 
has a well-controlled degree of intracavity mode competition [13,14]. 
The instrumentation used is shown in Figure 1. The Nd:YAG laser was 
used with nonlinear optics to generate the 266 nm radiation required to 
dissociate acetaldehyde into HCO. In order to obtain real-time kinetic 
data, the photolysis event must be synchronized with the timing 
sequence of the generation time. The schematic representation of the 
overall timing sequence is presented in Figure 10 where the real delay 
time, td' is defined. These definitions are consistent with those 
described in the instrumentation section (Figure 2). 

The absorption spectroscopy of HCO (0,0,0) is presented in Figures 
11 and 12 [13]. The excellent signal-to-noise ratios in these spectra 
permit even the rotational broadening caused by the shortening of 
excited-state lifetimes to be readily observed in the P(8) to P(14) 
linewidths (Figure 12). Ro-vibronically hot HCO can also be observed 
as illustrated by the spectra shown in Figure 13 where absorption bands 
from HCO (0,0,0) are also observed. These overlapping bands can be 
separated by recording IL8 spectra at different delay times where the 
relative concentrations of the excited and ground-state HCO are 
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different. An example of these data is presented in Figure 14. 

PHOTOLYSIS LASER PULSE 

! -+: tQ :4-
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REACTION TlME---~ 

Figure 10: Timing sequence for ILS spectroscopy. The pulsed photolysis 
radiation at 266 nm initiates the timing. The initial rise in dye laser 
radiatiop exiting mirror "3 (Fig. 1) is shown in the insert to define the 
beginning of the generation time, t. The terminat!on of t is defined to 
be in the middle of the pulse used ~o operate AOH2 vidicon ~shown in insert 
as a square wave pulse) which has a duration d. The time delay relative to 
the photolysis pulse that has kinetic significance is defined as td for 
three different values. The tg for each of the three exa.ples r ... ins the 
same. The three td values are used to obtain data points on the curve 
schematically representing HCO kinetic shown at the bottom. 
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Figure 11: ILS absorption spectrum of the (0,9,0) + (0,0,0) transition 
of RCD following the 266 nm photolysis of 0.1 Torr CH3CHO and )0 Torr Ar. 
t, - 12.5 \15 and td - 20 \15. 



ABSORPTION SPECfROSCOPY BY INTRACA VITY LASER TECHNIQUES 

pte) P(9) P(IO) P(II) P(l2) P(13) P(l4) 

"' .... ... 
N 
N 

~ 

WAVENUMBER (em-I) 

Figure 12: ILS absorption spectrum of the P(B) to P(14) lines in the 
(0,9,0) ~ (0,0,0) transition of HCO formed in the 266 nm photolysis of 0.1 
Torr CR3CHO and 10 Torr Ar. The definitions of 10 and I are also shown. 
The loll values for the P(B), P(9), and P(lO) lines were averaged to obtain 
the relative concentrations of RCa (0,0,0) discussed in the kinetic 
analysis. 
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Figure 13: ILS absorption spectrum of several P-branch lines in the 
(0,9,0) ~ (0,0,0) transition and an unidentified, vibrationally excited 
level of RCO formed in the 266 nm photolysis of 0.1 Torr CH3CHO and 10 Torr 
Ar. The P-branch lines from RCO (0,0,0) and a part of the P, Q, and R 
branches for the vibrationally excited RCO are labelled. t g • 12.5 lUI and 
td • 20 liS. 
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Figure 14: (A) ILS absorption spectrum of RCO for a sample of 0.1 Torr 
CR3CRO with 10 Torr Ar recorded with tg - 20 ~ and td - 10 ~s. (8) ILS 
absorption spectrum of RCO recorded as in (A) except td - 20 ~s. (C) The 
ILS spectrum of vibrationally excited RCO obtained by ratioing the spectra 
shown in (A) and (8). 

The kinetics associated with the formation and decay of BCO 
(0,0,0) were examined by 1LS as well. The second-order decay resulting 
from self-quenching (i.e., BCO + BCO collisions) is shown in Figure 15. 
The formation rates as well as the role of vibrationally-excited BCO 
can be extracted from 1LS by a quantitative analysis of the wavelength
dispersed spectrum of the 1LS dye laser itself [14]. Computational 
models can be derived from expressions (1) and (2) for several dif
ferent conditions [14]. The deviations from the modelled behavior can 
be attributed to kinetics of BCO (0,0,0) formation rates. By monitor
ing absorption transitions originating in vibrationally-excited ievels, 
the contributions of BCO (0,1,0), BCO (0,0,1), and BCO (0,2,0) have 
been elucidated. 1LS absorption spectra of two vibrationally-excited 
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Figure 15: The time-dependent concentation of HCO (0,0,0) in absorbance 
units, a(a), measured for the 266 nm photolysis of 10 Torr CH)CHO. The 
data are plotted on two time scales in order to illustrate the short- and 
long-time behavior. Data are convoluted with the 1 ~s time-resolution of 
the intracavity measurements made in this work. 
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RCO levels are shown in Figure 16. For the case of 266 nm excitation 
of acetaldehyde, about one-half of the HCO formed appears in vibration
ally-excited levels while the remaining is formed directly in the 
vibrationaless level [14]. The time dependence observed by 1LS is 
different for each of the vibrational levels or HCO detected. 

Metastable intermediates in discharges 

The real-time measurement of absorption spectroscopy in highly reactive 
environments such as those created by discharges or plasmas has long 
been utilized to detect metastable intermediates that play important 
roles in chemistry. Perhaps no example of reactive discharges has had 
more commercial impact than that involving silane chemistry through its 
role in the deposition of silicon films. The gas phase chemistry assoc
iated with these deposition processes remains surprisingly unknown. 

1LS was used recently to measure the absorption spectroscopy in 
microwave-driven discharges of SiH4 under conditions which result in 
the deposition of silicon films. Of particular interest was the detec
tion of SiH2 ~hich is widely thought to act as a principal intermediate 
in the preparation of high quality amorphorous silicon. The 1LS spec
trum obtained during deposition is presented at the bottom of Figure 
17, together with assignments of rotational lines [17]. The absorp
tion bands of SiH2 are labelled as are features due to excited state -
excited state absorption in the carrier gas argon and in H20 The 
identification of the metastable absorption are readily made by obtain~ 
ing 1LS spectra of discharges of a pure material as is illustrated at 
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Figure 16: 115 spectra of the PQ bandheads of vibrationally-excited RCO. 
(A) (0,13,0) ~ (0,1,0) absorption band (tg - 10 va, 2.3 Torr of 
acetaldehyde and laser fluence at 266 nm - 5 mj). (B) (0,9,1) ~ (0,0,1) 
band (tg - 12 ~s, 500 mTorr of acetaldehyde, and laser fluence at 
266 nm - 5 mj). Spectral features monitored in kinetic studies are 
indicated by *. 

the top of Figure 17 for argon and H2 [17]. The ILS absorption spec
trum of SiH2 was recorded for much lower concentrations of the radical 
than previously reported [20] and yet contains all of the same spectro
scopic information. When recorded at higher spectral resolution, the 
ILS spectrum should provide the basis for an improved structural analy
sis of SiH2 relative to those currently available [20]. As important
ly, ILS makes it feasible to monitor the relative concentrations of 
SiH2 in real-time while the discharge deposits the silicon film and 
thereby, provides a spectroscopic method for optimizing characteristics 
of the deposition process. The high sensitivity, time-resolved proper
ties of ILS is the basis for these measurements. 

Supersonic jet expansions 

The formation of weakly-bound van der Waals (vdW) complexes has been 
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Figure 17 : ILS absorption spectrum of silylene, SiH2' in the region of 
the 579.6 nm (0,2,0)' - (0,0,0)" absorption spectrum of SiH2' The SiH2 
was produced by microwave discharge dissociation of 4% silane in argon at 
a total pressure of 0.7 Torr. Assignment markers are for all bands in 
this region listed by Dubois in the Depository for Unpublished Data, 
National Science Library, NRC, Ottawa. The top spectrum indicates 
transitions due to absorption by electronically excited H2 and was 
obtained from a microwave discharge of 13% H2 in argon at a total pressure 
of 0.18 Torr. 
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accomplished in rare-gas matrices at low temperature and has led to 
extensive studies of their structures and reactivities. The develop
ment of supersonic jet technology supplanted much of that effort by 
making it feasible to prepare vdW complexes and ultracold « 10 K 
rotational temperatures) molecules in the gas phase. Based on the 
rapid expansion of a high pressure gas (typical 10 to 100 atm) through 
a small orifice (typically 100 ~) into an evacuated chamber (e.g., 10-5 
torr), supersonic jet expansions can be used to generate a wide range 
of vdW complexes from noble gas and molecules as well as metal clusters 
and ultracold polyatomic molecules. The principle experimental methods 
for detecting these species in jets have been based on phenomena occur
ring subsequent to absorption in the species itself. L1F or multi
photon ionization, for example, have been successfully used.. Some 
direct absorption work has been done, but due to the exceptionally 
small pathlengths for absorption in normal jets (typically 100 ~), 
modifications were made in the nozzle design to obtain planar expan
sions with dimensions of several centimeters [21-23]. Recently, 1LS 
has been used with jet expansions to record the absorption spectra of 
ultracold N02 [18] and vdW complexes of 12 with He, Ar, Kr, and Xe 
[19]. 
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The instrumentation is the same as that presented in Figure 1 
except that the nozzle region of the jet expansion is incorporated 
inside the dye laser resonator (the extracavity photolysis laser is 
also not used). The 1L8 absorption spectrum of N02 is shown in Figure 
18 for two rotational temperatures [18]. The pathlength of the 
circular jet nozzle used was 75~. The spectroscopic information in 
the form of wavenumber positions and relative intensities of the rota
tional bands are in good agreement calculated values. 
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Figure 18: Central portion of dispersed dye laser radiation containing 
the 594 nm band of jet-cooled NOZ under different expansion conditions: 
(A) ~ 4 K and (8) ~ 15 K. 

The same type of instrumentation was used to record the absorption 
spectra of 12' 1ZHe, and 12Ar shown in Figure 19 for two sets of expan
sion conditions L19]. These are the first such absorption spectra of 
vdW complexes formed in a circular jet. The pathlength of absorption 
was 500 ~ or less. The availability of absorption data is especially 
important since it provides a direct measurement of relative ground
state populations. With some additional information on transition 
probabilities for absorption, these ground-state populations measure 
the relative efficiencies for forming vdW complexes. These same data 
are essential for determining excited-state dynamics in vdW complexes. 
An example is provided by the 12He and 12Ar cases. Both 1L8 absorption 
and LIF spectra can be recorded for the same expansion containing 12He 
and 12Ar as illustrated by the data presented in Figure 20. The rela
tive intensities of the 12He and 1ZAr features are reversed on going 
from the 1L8 to the L1F spectra. This difference is a reflection of 
changes in the dissociation mechanism of the two vdW complexes. The 
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Figure 19: Il.s absorption spectra of 12 and 12He, and IZAr van der Waals 
ca.plexes. These B + X (Z1,O) transitions were monitored 1 cm from the 
orifice of a 0.5 mm pulsed nozzle. The 240 psi backing pressure of He was 
seeded with 1% Ar and 10 ppm 1Z' (A) t g • 10 ~s and (B) tg • 100 ~s. 
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ILS spectrum clearly demonstrates that the I2Ar complex is more 
effectively formed under these expansion conditions and yet the LIF 
signal from I2Ar is significantly smaller than that from I2He. The 
dynamical decay of I2Ar apparently undergoes dissociation by more than 
one pathway, at least one of which does not generate a product seen in 
LIF. This analysis of the excited state decay mechanism of I2Ar can be 
demonstrated with absorption data such as those provided by ILS [19]. 

Conclusion 

The performance characteristics of ILS and the experimental techniques 
which control them are now well understood. It provides exceptionally 
high sensitivity, time-resolved detection via absorption spectroscopy. 



226 G. H. ATKINSON 

:z ILS 
0 
t-o. 
a::: 
0 
en 
CD 
<t 

I 
LIF 

>-
t: 
en 
:z 
w 
t-
:z 
W 
U 
:z 
w 
u 
en 
w 12Ar a::: X5 
0 /'"'... 

::::> Xl ~ 
I.L 

ligure 20: Absorption and LIl spectra of the same expansion. Expansion 
conditions are the same as in Figure 19. B ~ X (19,0) transitions of 12' 
I2He, and I2Ar are shown. Note the lower relative detection sensitivity of 
LIl for I 2Ar than for I2He or 12' 

It can be utilized to obtain quantitative information on absorber 
concentrations and can be adapted for the absorbtive detection of 
species with transient po~ulations or weakly-bound complexes formed at 
low temperatures over 10- m pathlengths. Although ILS has already 
been the basis for a wide variety of studies in spectroscopy and chemi
cal dynamics, its recent emergence as a mature experimental method 
should result in greatly expanded applications. 
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DYNAMICS OF EXCITED STATES OF AN ATOM INTERACTING WITH STRONG LASER 
FIELDS 
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ABSTRACT. We have considered the dynamic effects arising from the 
interaction of a three-level atom in the "V" configuration with two 
strong laser fields, whose initially populated modes are resonance with 
the two atomic transition frequencies. One-, two- and three-photon 
processes have been considered and the corresponding spectral functions 
have been calculated in the limit of high photon densities of both laser 
fields. Numerical calculations have been made for selected values of 
the Rabi frequencies of the two laser fields, and the computed results 
have been graphically presented and discussed. Comparison has been made 
between the results derived when the laser fields are quantized, and 
photon correlations have been considered in the limit of high photon 
densities with those obtained when the laser fields are treated 
classically; the latter treatment is identical to those derived by the 
dress-atom method. It is found that the appearance of new sidebands, 
for which there is no classical analog, reveals the boson character of 
the photon fields when the laser fields are quantized taking into 
account photon correlations in the limit of high photon densities. The 
merit of uSing the latter method is that it yields results describing 
both the classical as well as the quantum nature of the photon fields 
involved. 

INTRODUCTION 

With the advent of the tunable dye laser, theoretical and experimental 
interest has been directed towards the interactions of atoms and 
molecules with strong resonant electromagnetic fields and nonlinear 
optical pr2cesses. A strong laser field is materialized when the rela
tion g2»yo is fulfilled, where g is the Rabi frequency defined as (1) 

(1) 

and where the laser field is treated claSSically, while when the field 
is quantized 
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(2) 

In Eqs. (1) and (2), t is the strength of the laser field. ~ is the 
atomic plasma frequency. and n is the photon density of the laser field. 
while f12 and ~12 denote the oscillator strength at resonance and the 
dipole moment for the transition 11>++12> in question. respectively. YO 
describes the spontaneous emission probability per unit time for the 
decay process 12>+11> at the frequency w21 and is defined as 

4 31+ 12 Yo - - (w21/c ) ~12 • 
3 

(3) 

which is exactly the Einstein A coefficient (1); units in which tt=1 are 
used throughout. 2 2 

Physically. the relation g »Yo implies that the radiative lifetime 
of the excited state in question is much greater than that due to the 
induced absorption (power broadening). Hence. the excited state of the 
atom can interact several times with the laser field before spontaneous
ly emitting a photon. The result of this dynamic interaction is the 
production sidebands. whose lifetimes differ from those of the excited 
states of the atom. In such a case. the incident resonant field may be 
considered to be very strong and the atomic transition to be completely 
saturated. 

The excitation spectrum of the light scattered by a single two
level atom driven at resonance by a strong laser field consists of three 
peaks: a central peak at the excitation frequency and two symmetrically 
located sidebands. This so-called dynamic Stark effect has been theo
retically predicted by Mollow (2) and observed by Schuda et ale (3) and 
by others (4-9). The three peaks are described by Lorentzian lines 
whose radiative widths are equal to Yo/2. 3Yo/4 and 3Yo/4. respectively. 
where Yo/2 is the natural width of a photon spontaneously emitted ~rom a 
single atom. The ratio of the central peak height to the heights of the 
sidebands is 3:1. Several theoretical and experimental investigations 
on the subject in question have since been conducted (10-30). 

The first part of this lecture will be devoted to the dynamics of 
the excited state of a single atom interacting with strong laser fields. 
As an example. we will consider the resonance fluorescence spectra aris
ing from the interaction of a three-level atom in the "V" configuration 
with two strong laser fields. where each of the fields couples resonant
ly the ground state to an excited state as indicated by thick lines in 
Figure 1. The frequency modes wa and ~ of the two laser fields are 
assumed to be highly populated. They are defined as W -w21 and ~=w31' 
where w21=w2-wl and w31=w3-wl are the two atomic transftion frequencies, 
respectively. The parity of the ground state 11> is assumed to be 
different from those of the excited states 12> and 13>; hence, the 
electronic transition /1>++/2> and 11>++13> are electric dipole allowed 
while the transition 12>++13> is electric dipole forbidden. The elec
tron states 11>, 12> and 13> are simultaneously coupled to the remaining 
modes of the electromagnetic field (vacuum or single field), these being 
initially empty. Hence, the signal field is considered to be the weak 
perturbing field describing the radiative decay process 12>+11> and 
13>+11>, which are denoted by wiggly lines in Figure 1. 
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Figure 1. (a) Energy level diagram of a three-level atom in the "V" 
configuration. Thick lines indicate the laser fields operating between 
the levels 11>~12> and 11>~13>. Wiggly lines denote radiative decay 
processes. (b) Third-order nonlinear frequency generation in the region 
wm±(~-2wa) and (c) in the region w=±(wa-2~). 

Using the atomic system shown in Figure 1, we will consider the 
following processes: Firstly, one-photon processes (30,31), which occur 
at the frequencies w=w =w21 and w-~=w31' respectively; secondly, two
photon processes (32,3~) which occur in the range of frequencies w=±wabm 

±(wa-~) as depicted in Figure 1. These excitations result from inter
ference effects arising through indirect interactions between the two 
laser fields (32,33). Since the required frequency range is equal to 
the difference between the frequencies of the two laser fields, , 
w=±(wa-~)' the spectra for these excitations may then be called inter
ference or Raman spectra (32) describing physical processes where one 
photon with frequency wa is absorbed while another photon with frequency 
~ is emitted and vice versa. Lastly, we will consider three- photon 
processes (33-35), which arise from the third-order nonlinear optical 
mixing of the frequencies wa and ~ of the two laser fields to produce 
the frequencies (34,35) w=~-2wa and w=wa-2~. This is shown in part b 
and c of Figure 1, respectively. 
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ONE-PHOTON PROCESSES 

To study one-photon processes due to II>~12> and II>~13> transitions, 
a model Hamiltonian has been considered (30-34) which describes the 
atomic system shown in Figure lao This Hamiltonian is expressed in the 
second quantization representation, namely, the free and interacting 
electron and the laser and signal fields are quantized. Using this 
Hamiltonian and the Green function formalism (36,37) the excitation 
spectra due to the one-photon II>~12> transition have been considered 
in the limit of high photon densities of both laser fields. The high 
photon density limit for both laser fields is achieved when the ratios 
(0 /~)+constant, (ob/V)~onstant for 0a»1~, 0b»1~ and V~. Here 0a 
ana nb denote the average values of the photon number operators of the 
laser fields a and b, respectively and V refers to the volume container 
of the system. This is included in the expression for the atomic plasma 
frequency, namely, 

(4) 

where m and -e are the electron mass and charge, respectively; ~ 
appears in the expression (2) for the Rabi frequency. In the high 
photon density limit, the Rabi frequencies induced by the laser fields a 
and b take the form (30-34) 

(5) 

respectively where at resonance f1-f12(w21/w )=f 12 and f2=f13(w31/~)= 
f13 represent the oscillator strengths for tge corresponding transitions 
II>~12> and 11>~13>. In order to derive the final results in the 
limit of high photon densities, the hierarchy of the Green functions is 
truncated by employing a decoupling aproximation where photon-photon 
correlations from each laser field are taken fully into consideration 
(31). 

Excitation Spectra 

We make use of the notation 

(6) 

where X is the reduced de tuning frequency for the one photon peak and ~a 
and ~b are the relative Rabi frequencies of the laser fields a and b, 
respectively. For the sake of convenience, it is assumed that the decay 
retes for the transitions II>~12> and 11>~13> are equal, i.e., Y~1= 
Y31-YO; they are given by Eq. (3). Then the expression for the ab
sorption coefficient, which describes the one-photon transition II>~12> 
in the limit of high photon densities of both laser fields, (apart from 
a constant factor) is defined by the spectral function (31) 
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PI (w) 

where ni and n2 denote the electron population of the states 11> and 
12>, respectively. I(X) is the relative intensity representing the 
excitation spectra for the transition in question and is given by 

I(X) = 

TJ2 
+ ___ a_ [L(X,2TJ)+L(X,-2TJ)] • 

16TJ2 
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(7) 

(8) 

The functions L(X,A) and L(X,-A) describe the shape of the sidebands at 
the relative frequencies X=A and X=-A, respectively, and are defined as 

L(X,±A) = t+(X+A)I/4A • 
(XU) 2+9/16 

(9a) 

The first term on the right-hand side (rhs) of Eq. (8) describes 
the central peak, which is a Lorentzian line peaked at X=O, and which 
has a spectral width of the order of yo/2. The intensity of the central 
peak depends on the factor 1-(~/8TJ2), where ~/8TJ2 is an interference 
effect due to the presence of the laser field b. The remaining terms on 
the rhs of Eq. (8) describe four pairs of Lorentzian peaks centered at 
X=±TJ IZ, ±TJb/lZ, ±TJ and ±2TJ and having spectral widths of the order of 
3Yo/t. The expression (8) for I(X) implies that in the limit of high 
photon densities and strong fields where ~»1 and ~»1, the relative 
intensities of the pairs of sidebands at X-tTJalZ and tTlh11Z are constant 
and independent of the values of TJa and~. However, tfie pairs of 
sidebands at X-tTJ and ±2TJ depend on the values of the ratios ~/TJ2 and 
TJ~/TJ2, respectively. In the limiting case, when both relative Rabi 
frequencies are equal, namely, when TJa=Tlb=TJ then for TJ2>1, the maximum 
relative intensities of the peaks 'described by Eq. (8) are independent 
of TJ provided that TJ is large enough so as to avoid overlap between the 
peaks of the system (31). 

In an earlier attempt (30), we have considered the same problem by 
making use of .the Green function method, where the hierarchy of the 
Green functions has been truncated by using a decoupling approximaeion. 
In this procedure some Green's functions have been prematurely decourled 
so that photon correlations for the laser field a have been conside·,.~d 
in the high photon density limit but not those corresponding to the 
laser field b. The final expression for the relative intensity obtained 
by this approach is given by Eq. (29) in ref. (30), which cannot be 
studied analytically and whose excitation spectra can be only obtained 
by numerical computation using a computer. In order to derive Eq. (8), 
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we have followed the correct approach suggested recently (38), where 
instead of decoupling the Green functions in question prematurely, the 
equations of motion for the Green functions are derived by means of the 
Hamiltonian of the system and then the resulting higher-order Green 
functions are decoupled. By this approach, both laser fields are 
treated on the same footing as far as photon correlations are concerned. 
The final result is derived in a closed form (31), and it is correct in 
the high photon density limit for both laser fields. Numerical results 
obtained from each method are illustrated graphicaly in figures 2-4, 
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Tigure 2. The relative intensity of the fluorescent light leX) is 
plotted versus X~(w-ua)/Yo for different values of~. (a) ~ra-Tb=5 and 
(b) ~-~a=~=20. Solid lines are derived from Eq. (8) while dashed lines 
are obtained from Figures 2b and 2c of ref. (30). 
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where the relative intensities derived from Eq. (8) and Eq. (29) of 
ref. (30), respectively, are plotted versus the relative frequency 
X=(w-ua)/Yo for selective values of the relative Rabi frequencies fk and 
nb. Solid lines in Figures 2-4 refer to the results derived from Eq. 
(8) while dashed lines refer to those obtained in ref. (30). 

Figures 2a and 2b illustrate the spectra for values n=na=~=5 and 
20, respectively. In Figure 2a, the value of n=5 is not large enough to 
separate the peaks so that there is an overlap in the relative intensi
ties of the peaks while for n=20 in Figure 2b, the peaks are well 
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Figure 3. As in Figure 2 but nb-3 is kept constant while na is varied. 
(a) n =8 and (b) n =15. Solid lines are derived from Eq. (~) while 
dashea lines are o~tained from Figures 3b and 3c of ref. (30). 
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separated and their relative intensities remain constant and independent 
of ~ for values of ~>20. There are four pairs of sidebands, which are 
peaked at the frequencies x=±~IIZ, ±~, ±~IZ and ±2~ as is illustrated by 
the solid lines; the dashed lines give only two pairs of sidebands. In 
Figure 2b, the heights of the sidebands at the frequencies X=±~IIZ, ±~, 
±~IZ and ±2~ are found to be 1/5, 1/10, 1/10 and 1/20 of that of the 
central peak while the corresponding height for the sidebands given by 
the dashed lines is 1/6. The linewidths of all sidebands are equal to 
3Yo/4. 

In Figures 3a and 3b, we consider the case where the relative Rabi 
frequency ~b=3 is kept constant while ~a takes the values of ~a=8 and 
15, respectively. Figures 3a and 3b imply that as the value of ~a 
increases for a given value of ~b' the two pairs of peaks at X=±~alZ and 
±2~ coalesce rapidly since nalZ and 2n difer only by a small amount. 
Equation (8) indicates that the relative intensity of the pair of side
bands at X=±n depends on the value of (~/n)2, which goes to zero as ~a 
increases; hence, the pair of sidebands at X=±n vanishes. Thus, for a 
given value of ~ and for large values of ~, ~»~, there will be only 
two pairs of sidebands at X=±nalZ~±n and ±~Ilrprovided that ~ is 
large enough so that the peaks at X=±~IIZ will separate from tfie 
central peak at X=O. In this case, the sidebands at X=±n IZ become 
identical to those of the fluorescence spectrum of a two-level system 
(2-20). 

The fluorescence spectra for ~>~ are illustrated in Figues 4a and 
4b where na=3 is kept constant while nb takes the values of ~=10 and 
15, respectively. As nb increases for a given value of ~a' the values 
of nbllZ and n differ by a small amount and, therefore, the two pairs of 
sidebands at X=±~IIZ and ±n tend to coalesce. The relative intensity 
of the pair of siaebands at X=±2n depends on the value of (fk/~)2, which 
becomes very small for large ~b. Thus, in this case, the relative in
tensity of the pair of sidebands at X=±nalZ remains constant while that 
of the pair at X=±2~ diminishes as nb increases. The two pairs of peaks 
at X=±nblZ and ±n will coalesce for large values of ~ while the 
relative intensity of the central peak at X=O will be reduced from 
1-(n6/8n2) to the value of 3/4. Figures 2-4 imply that there are char
acteristic differences between the results derived from Eq. (8) (solid 
lines) and those obtained from Eq. (29) of ref. (30). The spectral 
function given by Eq. (29) of ref. (30) is a complicated polynomial of 
the parameters involved. It can only be accurately studied numerically 
through a computer and, hence, the comparison between Eqs. (8) and (29) 
of ref. (30) has to be done graphically. Inspection of Figures 2-4 and 
the fact that in.the present approach both laser fields have been 
treated on the same footing as far as photon correlations are concerned, 
lead to the conclusion that the present method may be considered as a 
improvement on that used in ref. (30), where some Green's functions have 
been prematurely decoupled. 

The fluorescence spectra due to the transition 11>++13> can be 
obtained from Eq. (8) if wa and na are re~laced everywheEe ~y ~ and 
~(wa~' na~)' respectively, and if n 2 1s replaced n3(n2~3) as 
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Figure 4. As in Figure 2 but ~a=3 is kept constant while ~ is varied. 
(a) ~ =10 and (b) ~b=15. Solid lines are derived from Eq. {8) while 
dasheS lines are obtained from Figures 4b and 4c of ref. (30). 

well. The fluorescence spectra for the transition 11>++13> consist of 
nine Lorentzian lines peaked at the frequencies ~, ~±~IZ, ~±QallZ, 
~±~Yo and ~±2~yo' respectively. The spectral wIdth of the central 
peak is Yo/2 while those for the sidebands are equal to 3Yo/4. 
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It has been shown (31) that when the classical description for both 
laser fields is used, the excitation spectra due to the transition 
11>~12> consist of two pairs of sidebands which are peaked at the fre
quencies wa±~ and wa±2g, respectively, in addition to the central peak. 
Here g2 = {ga+g~)/4, where ga and gb are the classical counterparts of 
the Rabi frequencies Qa and Qb' respectively. The two pairs of side
bands at the frequencies wa±g and wa±2g, which are identical to those 
derived by Cohen-Tannoudji and Renaud (22) by means of the dress-atom 
method, are the classical counterparts of the last two terms on the rhs 
of Eq. (8), respectively. The second and third terms on the rhs of Eq. 
(8) describing the pair of sidebands at X=±~alZ and ±~/I! do not have 
classical analogs; the appearance of these terms is due to the decoupl
ing procedure (31), where photon-photon correlations from each laser 
field have been considered while the photons of the laser fields obey 
Bose statistics. This is in agreement with Dirac's definition of inter
ference of photons (39). Thus, the occurrence of these new sidebands 
described by the second and third terms on the rhs of Eq. (8) reveal the 
Bose character of the photons and, hence the quantum nature of the 
photons of each laser field, respectively, which is lost in the 
classical treatement. Therefore, the merit of the present method is 
that it describes both the classical results as well as the quantized 
ones, which represent the quantum nature of the photon lost in the 
classical treatment (31). The latter effects are very important in 
photon corelation experiments (15,20). 

TWO-PHOTON PROCESSES 

The contribution to the absorption coefficient describing two-photon 
Raman spectra near the frequency w~wab=wa-Ub' which is shown in Figure 
1, is found to be (32,33) 

(n 3-n2) Q2 Q2 
P2(w) 

161tyo 
(~+ 2) Jab(X) , (9b) 
w~ ~ 

where the relative Raman intensity Jab(X) is determined by , 
J b(X) = l+3fL/4 + HL(X,~ f/Z)+L(X,-Tl /12)] 
a X2+1 a a 

+ t[L(X'~b/IZ)+L(X,-~/12)] + (l;fL) [L(X,~)+L(X,-~)] 

+ 16 [L(X,2~)+L(X,-2~)] (10) 

In Eqs. (9b) and (10), 02 and 03 are the electron populations of the 
states 12> and 13>, respectively, while 

(11) 
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being the reduced Raman frequency. ~, fb, n and the function L(X,±A) 
are defined by Eqs. (6) and (9a), respectively. The expression (10) 
describes the relative intensity in the region of positive frequencies 
w~wab and is valid in the limit of high photon densities of both laser 
fields. The first term on the rhs of Eq. (10) describes the main peak, 
which is a Lorentzian line peaked at the frequency X=O or at w=wab= 
wa-~' and which has a radiative width of the order of YO. The relative 
intensity of this peak is equal to 1+3~/4, where the term 3~4 is due to 
the presence of the strong fields. In the limit when ~~, this peak is 
identical to the corresponding peak in the presence of weak fields 
(40,41). 

The last four terms in the square brackets on the rhs of Eq. (10) 
describe four pairs of Lorentzian lines peaked at the frequencies 
X=±nallZ, ±~IIZ, ±n and ±2n, respectively, and having radiative widths 
of the order of 3y /4. The two pairs of peaks at the frequencies 
X=±nallZ and ±~/~ are induced by the laser fields, respectively, and 
their relative Intensities are roughly constant and equal to 1.34. The 
pairs of peaks at X=±n and ±2n are induced simultaneously by both laser 
fields and their reltaive intensities depend strongly on the value of 
naand nb· 

When both laser fields have equal intensities and fl~2' namely, 
when n =nb=n, then ~=t, and the two pairs at X=±nal/z and ±~//Z coin
cide w~ile the relative intensities of the pairs of peaks at X=±n and 
±2n become roughly equal to 0.33 and 0.08, respectively. In this case, 
the ratio of the relative intensities of the main peak at X=O to those 
pairs described by the remaining terms in Eq. (10) is given by 1.38: 
1.34:0.33:0.08. This result is illustrated in Figure 5, where na=~= 
n=10. We next consider the case when the laser fields have different 
relative intensities ~~~. 
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Figure 5. The relative intensity of the fluorescent light Jab(X) 
determined by Eq. (10) is plotted versus the relative frequency 
X=(w-wab)/YO for equal relative Rabi frequencies na=~-~10. 
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Figure 6 illustrates the spectra when ~=2fb=10 with ry=7.9 and ~=0.32, 
where there is the main peak at X=O and four pairs of sidebands and 
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Figure 6. As in Figure 5 but for na=10, ~=5 and n=(~2t~)tllr~7.9. 

where the ratios of the intensity of the main peak to those of the side
bands are equal to 1.24:0.67:0.46:0.05. When the intensity of one of 
the lasers becomes much larger than the other then ~ takes its minimum 
value. For instance, when na»nb then ~~ and n+n lIZ, the pair of 
peaks at X=±nallZ and ±n coincide while the intensIty of the main peak 
at X=O is reduced to 1 and the pair of sidebands at X=±2n vanishes. 
Such an example is depicted in Figure 7, where na=10~=50 then 
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Figure 7. As in Figure 5 but for na~50, ~=5 and n~nallr-35.5. 



EXCITED STATES OF AN ATOM IN LASER FIELDS 241 

~-~a/l!.35.5 and ~=0.02; the ratios of the intensities of the main peak 
at X=O to those of the sidebands are given by 1:1.32:0.67, which 
indicates that the pair of peaks at X=±~a/l!.±~ has a larger relative 
intensity than that of the main peak. 

As in the case of the one-photon spectra (31), there is no classi
cal analog for the two pairs of peaks occurring at the frequencies 
X=±~ lIT and ±~/IT, which are given by the second and third terms on 
the ~hs of Eq. (10), respectively. Each pair of these sidebands des
cribes the Bose character of the photons of the corresponding laser 
field, which results when photon correlations are taken into account 
through the decoupling approximation. Thus, the occurrence of these 
pairs of sidebands reveals the boson character and, therefore, the 
quantum nature of the photons of both laser fields which is lost in the 
classical treatment. The remaining last two terms on the rhs of Eq. 
(10) representing the pair of sidebands at X=±~ and ±2~ are. the quantum 
mechanical counterparts of those peaked at X=±g and ±2g, respectively, 
which are obtained when the laser fields are treated classically or, 
equivalently, through the dress-atom approach (42). 

The spectral function PZ(w) and, consequently, the relative inten
sity ~biX) defined by Eqs. {~b)_and (10),_respec~ively, is positive 
when n 3>n2 and negative when n2>n 3, where n 2 and n3 are the electron 
popula- tion of the states 12> and 13>, respectively. Negative spectral 
function or relative intensity implies that the physical process of 
stimulated emission (amplification) takes place at the frequencies in 
question. Since the stronger the laser field the larger the induced 
electron population and considering that the electron states 12> and 13> 
are populated by the laser fields a and b, respectively, we conclude 
that when ~a>~b then n2 is expected to be larger than n3, provided that 
both statesohavB equal radiative lifetime~. _Thus, when the conditions 
~a>~b and Y12=Y31=YO are fulfilled, then n 2>n 3 and, consequently, the 
spectral function becomes negative indicating that amplification (Raman 
gain) is anticip~tedoto take pl~ce~ In the opposite case, which occurs 
when ~b>~a and ~12=Y13=YO then n 3>n 2, the spectral function is positive 
and the Raman loss process should be materialized. 

THIRD-oRDER NONLINEAR MIXING OF FREQUENCIES 

In ref. (34), use has been made of a model Hamiltonian, which is correct 
beyond the rotating wave approximation and which describes the atomic 
system shown in Figure lao Then the Green function formalism has been 
used to calcualte the excitation spectra for the process shown in Figure 
lc, where the nonlinear mixing of the frequencies w~ and ~ of the two 
laser fields produces the frequency w=wa-2~. In t~e limit of high 
photon densities of both laser fields, the spectral function describing 
the excitation spectra near the frequency w-wa-2Wb is determined by Eq. 
(30) of ref. (34) in the form 
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where 

z2 = (x-y)(x-ty) , 

N(Z2) = (ZL~){(Z2_2~)[Z2(Z2 - I ~42Q;)+~(2~-Q;)] 
+ tQ~~(Q~ - I Q~)-t~}+~Q~(~-tQ~) , 

D(z2) = z2[(z2_t~)(zL~+2Q~)(z2-3~-tQ;)+Q;~(z42Q;)] 

- t~Q~(Q~+~) 

= (z Lt~) {z 2 [( z L~+2Q~) (Z 2-3~-tQ;)+Q~~] 

+Q~~(2Q~+t~)}+t~Q~ 

(12) 

(13) 

(14) 

(15) 

and y is the scattering function defined by Eq. (5) of ref. (34), whose 
imaginary part is equal to YO=Imy given by Eq. (3). The excitation 
spectra near the frequency oo-Wb-2ooa depicted in Figure Ib can be derived 
from Eq. (I!) i~ the index a is replaced everywhere by b, i.e., Qa~' 
ooa~ and n2~3. If we introduce the relative detuning frequency 

(16) 

then the expression for the relative intensity I(X) is defined 

-21tyo 4~ 2 
Relative Intensity - _ _ (~) ImS I2 ,21(oo) 

(n3-n2) -" 
(17) 

where ImS 12 21(00) is the imaginary part of the function S12 21(00) de
fined by Eq! tI2). The procedure used to compute the relative intensity 
(17) from Eq. (12) is similar to that described in the literature 
(35,43,44). For the sake of convenience, the excitation spectra when 
~a<~b' ~a-~ and ~a>~b will be considered separately (33-35). 

Excitation Spectra for ~a<~b. 

Figures Sa and 5b illustrate the computed spectra for values of 
the ratio ~a/~ equal to 1/10 and 1/50, respe~tively. The spectra 
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Figure 8. The relative intensity of the fluorescent light computed from 
Eq. (17) is plotted versus X=(w-ua+2Ub)/Yo for various values of the 
relative Rabi frequencies ~a<~b. (a) ~a=3, ~=30. (b) ~a=3, ~=150. 

consist of a doublet peaked at the relative frequencies X=±~/IZ or, 
equivalently, at w=wa-2Wn±Qb/lZ. The two peaks have equal intensities, 
which remain constant ana independent of the value of the ratio ~a/fb 
provided that ~a/~<I. The spectral widths of the peaks are of the 
order of 3Yo/4. 
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Figure 9. As in Figure 8 but for ~a-~b. (a) ~a-~·3. (b) Tla-~-20. 
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Excitation Spectra for ~=~. 

When both laser fields have equal intensities and fl~2' then the 
computed spectra are illustrated in figures 9a and 9b for values of 
na=nb=3 and 20, respectively. Figure 9a indicates that for na~~~3, the 
main peak at the frequency X=O at w=wa-2wa splits into a doublet peaked 
at X=±na/IZ, whose intensity decreases as na increases. Furthermore, as 
the value of na increases, new pairs of sidebands emerge until the value 
of na=nb=lO is reached, where the splitting is sufficient to produce 
five pairs of peaks which are completely resolved. A further increase 
of the value of na has no effect on the spectra (35). The spectra of 
the five pairs of peaks are shown in figure 9b for na=Yb=20. The five 
pairs of peaks are symmetrically located from the frequency X=O and 
peaked at the frequencies X=±na/U:TS", ±n/ IZ, ina' ±nalZ and ina/!' 
respectively. The line shapes of the five pairs of peaks become steeper 
as the value of ~ increases but their relative intensities remain 
practically constant. 

Excitation Spectra for na>nb' 

When na>nb' we consider two cases where the ratio na/~ takes the 
value of 10 and 50; the computed spectra are illustrated in Figures lOa 
and lOb and lla and lIb, respectively. The spectra in Figures lOa and 

8 

-7'I/~-
6 

4 

- '!/,./2-
-7'1/12 b 

'" 
I 

~ 0 - -... ... 
-' 
'" II: 

-'11t,/2J2-

-6 
-70 -35 o 

I 

-7J.f12 (al 

-'11t,~ 
7')/12 

I 
,-

-'11t,/2,j2 

35 

6 

4 

,.. 
!:: 2 

ffi 
I-

;!: 0 

'" > 

'" ~ -2 

'" II: 

- 4 

-6 

- 8 
70 -120 

-'11t,/./2- -'11t,//2 (bl 

-71b./2 r7lb.f2 

-va 7'1/.[2 
I I 

-~./2- -~./2 

-'11t,/2i2- -7'1/2./2 

-60 o 
x 

60 120 

Figure 10. As in Figure 8 but for na/nb=lO. (a) na=60, ~-6. 
(b) na=lOO, nb=lO. 

lOb consist of four pairs of sidebands peaked at the frequencies 
X-±nb/21Z, ±~/IZ, ±~IZ and ±na/IZ, respectively. The pair of side
bands at X=±~IZ having positive intensities vanishes as the values of 



EXCITED STATES OF AN ATOM IN LASER FIELDS 

200 

150 

100 

0-

- 100 

-150 

-200 
-50 

-~I,!; ~/~ 

-~~ 7J,I2 

, 
-7)bJ2- -7)bi2 

-7)/212- -7)/212 

-25 o 
X 

101 

150 

-100 

- 150 

-71/212 7)/2i2 
· 200+----,-----r~--~--~ 

50 -~ -15 o 
X 

15 ~ 

Figure 11. As in Figure 8 but for ~a/~=50. (a) ~a=300, ~=6. 
(b) ~a=500, ~b=lO. 

245 

~ and ~ decrease and become less than those shown in Figures lOa and 
lia, but the ratios ~a/~ remain consant (35) and are equal to 10 and 
50, respectively. In Figure lOa and lOb, the relative intensities of 
the sidbands at X=±~/IZ and ±~a/IZ are positive indicating absorption; 
those at X-±~ /21Z are negative implying amplification, while the two 
pairs of side~ands at X=±~IZ have positive and negative components and, 
thus, describe the mixed process of absorption-amplification. The net 
relative intensity of the two pairs of sidebands at X=±TJnIZ is negative 
indicating that the physical process of stimulated emissIon (amplifica
tion) prevails. The pairs of sidebands at X=±~IZ are analogous to the 
absorption-amplification line shapes observed for a two-level system by 
Wu et a1. (8) and to those recently predicted to occur in the resonance 
fluorescence spectra of three-level atoms (43,44). The pair of side
bands at X·±~b/IZ has a vanishing small relative intensity, and the pair 
disappears for value of the ratio .~a/TJt,greater than 10 as shown in 
Figures lla and lIb. 

Comparison between Figures 10 and 11 implies that the ratio 150/110 
of the relative intensities of the sidebands occurring at the value of 
the ratio ~a/fb~50 to the corresponding ones at TQ/fb-lO is 

150/110 - (50/10)2 = 25 • 

This implies that the relative intensities of the sidebands vary as 
(~a/~)2, namely, 

(18) 
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where K is a constant and, therefore, an enhancement of the relative 
intensity of the sidebands occurs as the value of the ratio ~/~ 
increases. In order to verify that such an enhancement of the relative 
intensity takes place, we consider the excitation spectra for values of 
the ratio ~ /~b equal to 40 and 80, the results of which are illustrated 
in Figures t2a and 12b, respectively. Figures 12a and 12b imply that 
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Figure 12. As in Figure 8 but for ~a>~. (a) ~a=400, ~=10, ~/ ~=40 .• 
(b) ~a=800, ~=10, ~a/~b=80. 

the ratio I /I~ of the intensities of the sidebands appearing at tqe 
same frequeR~ies2but at two different values of the ratios ~l=(~/~) 
and ~2(~1*~2) varies as the squares of the ratio (~1/~2)2, i.e., 

I~/I~2 .. (~1/~2)2 (19) 

It is pointed out that the net relative intensity of the sidebands at 
X=±~blZ is not only negative but also increases as the ratio ~ /~ 
increases. This is an important property as far as the ampliffcation 
process is concerned, which is achieved without having a population 
inversion. 

CONCLUDING REMARKS 

Dynamic effects of the excited state of a single atom occurring in the 
presence of strong laser fields have been outlined. One-, two- and 
three-photon processes have been considered for a three-level atom 
interacting with two strong resonant laser fields. The main dynamic 
effects of the excited state of a three-level atom due to the presence 
of two strong resonant laser fields for the processes under 
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consideration are the following: (i) The creation of pairs of sidebands 
whose lifetimes differ from that of the central peak which occurs at the 
excitation frequency. (ii) the number of pairs of sidebands as well as 
their relative intensities depend upon the strength of the laser fields 
involved. (iii) The relative intensities of the sidebands are either 
positive or negative describing the physical processes of absorption 
(attenuation) and stimulated emission (amplification), respectively, 
which occur at the corresponding frequencies. (iv) In the process of 
third-order nonlinear mixing of frequencies, the relative intensities of 
the sidebands are found to vary as (~ /~)2 for (~a/~»l; hence, the 
relative intensities are immensely en~anced as the ratio ~a/~ increases 
and (v) the appearance of sidebands which have positive and negative 
components describing the mixed process of absorption-stimulated 
emission. The net relative intensity of the pairs is negative and 
increases as the ratio ~a/~ increases for ~/fb>l indicating that 
amplification has prevailed and has been enhanced without having a 
population inversion. 

Comparison has been made between the results obtained when the 
laser fields are quantized taking into account photon correlations in 
the limit of high photon densities with those derived when the laser 
fields are treated classically, which are identical to those obtained 
when the dress-atom approach is used. The sidebands, whose appearance 
has no classical analog, describe the boson character of the photons of 
the laser fields. Their existence suggests that the results-obtained 
when the fields are quantized in the limit of high photon densities
describe the classical as well as the quantum nature of the photons, the 
latter being lost in the classical treatment. 
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DYNAMICS OF EXCITED STATES OF TWO IDENTICAL ATOMS INTERACTING WITH 
STRONG LASER FIELDS 
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ABSTRACT. Dynamic effects occurring in the excited states of two 
identical atoms in the presence of a strong laser field have been 
considered. Emphasis has been given to dynamic effects arising from 
stimulated one- and three-photon processes for a system consisting of 
two identical three-level atoms interacting simultaneously with a strong 
laser field and a weak signal field. The atoms consist of an upper 
excited state and two lower states; they interact through their dipole
dipole interaction and radiate to each other as well. The spectral 

'function for the signal field, which describes the stimulated one- and 
three-photon proceses of the symmetric and antisymmetric modes arising 
from the dipole-dipole and cooperative radiative interactions between 
the two atoms, has been calculated and compared with that of the single 
atom. The computed spectra are presented graphically for different 
values of the Rabi frequencies, dipole-dipole interactions, and for 
different detunings. 

INTRODUCTION 

Consider that there are two identical two-level atoms at a distance R 
apart and that at a given time, the first atom is excited and the 
second is in its ground state. The first atom can emit a photon, which 
is then absorbed by the second atom. In the initial state of the 
system, the first atom is excited and the second atom is in its ground 
state. The atoms are supposed to be close together at a distance R<\, 
where \~c/Wn is the wavelength of the emitted radiation at the resonant 
transition frequency w21-~ from the excited to the ground state of the 
atoms. Then this state of the atoms can be equally well represented by 
a superposition of states which are symmetric and antisymmetric with 
respect to the interchange of the atoms; these states are analogous to 
the singlet and triplet states of two spins. Only the symmetric state 
is capable of emitting a photon and decaying into the ground state of 
the two unexcited atoms, which is also symmetric. The radiative decay 
rate of the symmetric state is Yo' which is twice that of the isolated 
atom Yo/2 or, equivalently, the lifetime of the symmetric state is one-
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half that of the isolated atom. The antisymmetric state is stable and 
the photon is trapped between the two atoms. Dicke (1) was first to 
emphasize the cooperative nature of the spontaneous emission from a 
system of identical atoms and named it superradiance. The corresponding 
symmetric states of the system were called superradiant states. 

In the process of superradiant emission, the atoms are coupled 
together by their common radiation field and, hence, they decay coopera
tively. In this case, the intensity emitted by N atoms is proportional 
to N2 instead of N, as in the ordinary emission by isolated atoms. 
Therefore, superradiance is a fundamental effect and its existence has 
been verified experimentally (2). The effects of the dipole-dipole 
interaction (3-5) and retardation (6) in the resonant interaction of two 
identical atoms have been considered. The structure of the resonance 
fluorescence spectrum arising from the cooperative effects of two and 
many atoms has also been investigated (7-15). 

In the presence of a strong resonant laser field operating between 
the two levels of each of the two atoms at a distance R<A, the excita
tion spectrum of the symmetric modes consists of Lorentzian lines des
cribing the central peak and two pairs of sidebands, whose radiative 
widths are of the order of Yo' 3Yo/2 and 5Yo/2, respectively (9,13). 
The decay rates Yo and 3Yo/2 are twice the corresponding ones arising 
from an isolated atom interacting with the strong laser field (13). The 
energy shift and the spectral width of the last pair of sidebands are 
found to be two and f~ve times larger than those for the isolated atom, 
respectively. The probability of occurrence of this pair of sidebands 
depends on parameters such as the ratio of the dipole-dipole interaction 
energy and the Rabi frequency, as well as on the ratio of the square of 
the spontaneous emission probability and the square of the Rabi frequen
cy. Hence, the existence of this pair of sidebands is due entirely to 
the cooperative behavior of the two atoms (13,15). The resonance 
fluorescence spectrum of the symmetric modes of many atoms should 
consist of pairs of sidebands occurring at the harmonics of the Rabi 
frequency in addition to the usual three peaks of the isolated atom 
(7-15). 

The two-atom resonance fluorescence spectrum of the antisymmetric 
modes consists of the central peak and a pair of sidebands (9). The 
central peak has a delta function distribution indicating the stability 
of the mode in question while the pair of sidebands is described by 
Lorentzian lines which have spectral widths equal to Yo/2 (9). When the 
two atoms are taken far apart, R»A, the excitation spectrum fo~ the 
symmetric and antisymmetric modes becomes identical to that of the 
isolated atom interacting with the laser field. Explicit expressions 
for the dipole-dipole interaction energy VAB , the Rabi frequency nand 
Yo can be found elsewhere (9,13,15). 2The laser field is conside~ed as a 
strong field when the condition n2»yo is satisfied; the reader is 
referred to the first part of the lecture for further details and 
literature. Excitation spectra of two-identical three-level atoms at 
high photon densities have been also considered (16). 

The second part of this lecture will be devoted to the description 
of stimulated one-photon and three-photon processes arising from the 
cooperative and dipole-dipole interactions between the two three-level 
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A B 

Figure 1. Energy level diagram of two identical three-level atoms, A 
and B, respectively. Thick lines indicate the strong laser field 
operating between the states 12>++13> while wiggly lines describe the 
radiative decay 12>+13> and 12>+11>, respectively. 
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atoms shown in Figure 1. Each atom in Figure 1 consists of an upper 
excited state 12> and two lower states 11> and 13>, where the degeneracy 
of the ground state has been removed by an internal process or by apply
ing an electric or a magnetic field. The strong laser field depletes 
the metastable state 13> by bringing electrons into the excited state 
12> from where the electrons decay through the signal field into the 
iower ground states of the system. The two identical atoms in Figure 
interact through their dipole-dipole interaction and radiate to each 
other as well. Hence, due to the cooperative interaction between the 
atoms, new states are generated which are symmetric and antisymmetric 
with respect to the interchange between the atoms. We shall describe 
the excitation spectrum due to the decay process for the symmetric and 
antisymmetric modes of the atoms depicted in Figure 1. 

STIMULATED ONE-PHOTON SPECTRA 

Using the Green function formalism in the limit of high photon densi
ties, the excitation spectrum for the one-photon process of the symmet
ric modes has been calculated (17) when the atoms are close together at 
a distance R<A, for which the spontaneous transition probabilities of 
the isolated atoms for the decay processes 12>+11> and 12>+13> as well 
as the cooperative ones between the atoms are equal to yo. For the sake 
of convenience, we will discuss the excitation spectrum of the symmetric 
modes in the absence and in the presence of the dipole-dipole 
interaction between the atoms separately. 

Excitation Spectrum in the Absence of Dipole-Dipole Interactions 

When the dipole-dipole interaction VAB between the atoms is very 
weak, namely, in the limit when IVABI«yo' then the relative intensity 
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for the symmetric modes is given by (17) 

(1) 

where 

(2) 

(3) 

Here X is the relative frequency and w21 and ~ are the atomic transi
tion frequency 12>+11> and the frequency of the laser field, respective
ly. 0b and 6b denote the Rabifrequency and the de tuning of the laser 
field b while nb and v are the correspond~ng relative Rabi frequency and 
relative detuning; ; designates the relative dipo1e-dipo1e interaction 
between the atoms A and B. The numerical values of the parameters cj, 
NO, rQ, MO and NOlrO for j=I-4 are given in Table 2 of ref. (17) for 
glvenJva1des of ~b ind ;=v=O. The results obtained from Eq. (1) will be 
presented here only graphically. 

The first term on the right-hand side (rhs) of Eq. (1) describes 
the main peak, which is a Lorentzian line peaked at the signal frequency 
w=W21 (X=O) and which has a spectral width equal to Yo/2. The lifetime 
of this peak is equal to 2/Y which is twice the value of that arising 
from the corresponding term ~n Eq. (37) of ref. (18) for the isolated 
atom; units with h=1 are used throughout. It is shown in ref. (17)that 
for the stimulated 11 >++12> transition for the tW,o'-atom one-photon pro
cess, the decay rate of the main peak at X=O is given by Yo/2 for both 
the symmetric and antisymmetric modes, while for the corresponding spon
taneous two-atom one-photon process (9,13,16), the decay rates are equal 
to 2yo and zero for the symmetric and antisymmetric modes, respectively. 
The last term on the rhs of Eq. (1) represents four sidebands, which 
have asymmetric Lorentzian profiles and which are peaked at xzCj and 
have spectral widths of the order of rj for j=I-4. 

USing the numerical data of Table 2 of ref. (17), the relative 
intensity F~±)(X) given by Eq. (1) is plotted versus the relative 
frequency X In Figures 2a-2f for values of the relative Rabi frequency 
nbequa1 to nb=3,5,7,10,15 and 20, respectively. Dashed and solid lines 
represent the spectra of the single atom and two-atom symmetric modes, 
respectively. The dashed lines in Figure 2a-2f calculated from Eq. (37) 
of ref. (18) describe the main peak at X=O and a pair of sidebands 
peaked at X-±nbllZ; the relative intensity of the main peak and that of 
the pair of sidebands takes positive and negative values indicating 
absorption (attenuation) and stimulated emission (amplification) of the 
signal field at the corresponding frequencies, respectively. 

In the absence of the dipo1e-dipo1e interaction between the atoms 
(;=0) at resonance (v-O), the difference between the single atom and the 
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Figure 2. ~xJitation spectra of the symmetric modes. The relative 
intensity F1; (X) is computed from Eq. (1) and is plotted versus the 
relative frequency X for ~=v=O and for different values of the relative 
Rabi frequency nb' (a) nb=3, (b) nb=5, (c) nb=7, (d) nb=10, (e) ~=15 
and (f) nb=20. Dashed lines denote the spectra of the isolated atom 
computed from Eq. (37) and ref. (18). 

two-atom spectra is due to the cooperative radiative interactions 
between the atoms, which result: i) to increase the lifetime of the 
main peak at X=O to the value of 2/yo in comparison to that of l/Yo for 
the isolated atom; ii) to split the one pair of sidebands of the single 
atom spectrum into two pairs of sidebands; iii) to vary the relative 
intensities of the two pairs of sidebands as a function of the relative 
Rabi frequency nb' and iv) to induce strong asymmetries in the line
shapes of the side-bands. These results are illustrated in figures 
2a-2f, where the two pairs of sidebands are symmetrically located from 
XaO. For small values of nb' i.e., for ~=3, Figure 2a implies that the 
pair of sidebands at X=±1.378 coalesces with the main peak at X=O. At 
higher values of nb' namely, for ~>5, the two pairs of sidebands are 
well resolved and their relative intensities take positive and negative 
values, respectively. As the value of nb increases the relative 
intensities of the sidebands decrease, and, finally, for values of nb 
greater than twenty, nb>20, the sidebands practically vanish. 

Excitation Spectrum in the Presence of Dipole-Dipole Interactions (~>l) 

When the dipole-dipole interaction betwe~n the atoms is apprecia
ble, i.e., when ~>1, the relative intensity Fl~)(X) is determined by 
Eqs. (27) and (28) of ref. (17). The computed spectra at resonance 
(v=O) are illustrated in Figures 3a-3d for a constant value of the rela
tive Rabi frequency ~=10 and for values of ~K2,5,10 and 15, respective
ly. The values of the parameters C for j=I-4 have been tabulated in 
Table 1 of ref. (17). Figures 3a-3a imply that for v=O,. the relative 
intensity of the main peak at X-~, in comparison with that at X=~-o in 
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Figure 2d, takes its maximum positive value of ~~4, diminishes for 
values of ~ between 4 and 5, becomes negative for ~>5 and, finally, van
ishes for ~>20. The asymmetry of the main peak at X=~ is entirely due 
to the dipole-dipole interaction, and it is substantial in magnitude. 
The sign of the relative intensity of the sidebands in Figures 3a-3d 
depends on the value of ~ for the given values of nb=10 and v~O. For 
instance, the relative intensity of the peak at X=C 1 is negative for 
values of ~=2,5 and 10 as shown in Figures 3a-3c, respectively, while in 
Figure 3d it becomes positive for ~=15. Figures 3a-3d indicate that the 
relative intensities of the sidebands at X=C 2 and C3 are negative and 
positive, respectively, for ~=2,5,10 and IS, while those at X=C 4 are 
positive for ~=2,5 and 10 and negative for ~=15. 

The computed off-resonance spectra are illustrated in Figures 4a-4c 
for nb=10, ~=2 and for values of de tuning v=5,10 and 20, respectively. 
The off-resonance spectra in Figures 4a-4c imply that the relative in
tensity of the main peak at X=~ diminishes as the value of v increases 
for given values of nb=10 and ~=2. The existence of the pair of side
bands at X=t(v-~)+n in Figures 3 and 4 is due entirely to the presence 
of the dipole-dipole interaction between the atoms. Figures 4a-4c 
illustrate that for v*O, the spectral lines are very asymmetric. The 
relative intensity of the sideband at X=C 1 is always negative and 
diminishes in absolute value as the 'value of the de tuning v increases 
for nb=10 and ~=2. In the presence of de tuning , asymmetries arise 
enhancing certain spectral peaks while diminishing the intensity of 
others. 

It is shown in ref. (17) that the excitation spectra of the anti
symmetric modes differ from those corresponding to the symmetric ones 
only by small changes in the numerical values of the parameters involved 
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which, from the physical point of view, do not play any significant 
role; we refer to ref. (17) for further details. 

STIMULATED THREE-PHOTON PROCESSES 

When the atoms are close together at distances R<A, the relative 
intensity describing three-photon excitations of the symmetric modes for 
the system of atoms shown in Figure 1 has been found to be (19) 

4 
/+)(Y) = - ~ 

12 /., 
j=l 

Nj rj - (Y-Gj )Mj 

(Y-Gj )2+rj 

where the relative frequency Y is defined as 

(4) 

(5) 

while the numerical values for the parameters Gj ,N1,rj ,Mj and r1/M1 for 
j-1=4 are tabulated in Tables I-IV of ref. (19). The expressioff (~) 
describes the physical process, where a photon of the signal field with 
frequency w21 is absorbed while two photons of the laser field are 
emitted and vice versa. 

At resonance and in the absence of the dipole-dipole interactions 
between the atoms, namely. when ~-v-O, the parameters appearing in Eq. 
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Figure 5. Th5ee-photon spectra of the symmetric modes. The relative 
intensity J 1; (Y) determined by Eq. (4), where the parameters are given 
in Table I of ref. (19), is plotted versus the relative frequency Y for 
~-vzO and for different values of the relative Rabi frequency nb-3-30. 
Dashed lines denote the spectra of the isolated atoms computed from Eq. 
(38) of ref. (18). The relative intensity of the doublet for' nb-3 is 
cut-off at the value -3.0 (units) while its real value is -12.881 (units 
as indicated in Table I of ref. (19). 
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(4) are given in Table I of ref. (19) for various values of the relative 
Rabi frequency nb=3-100 while the corresponding spectra are depicted in 
Ft~re 5. The data from Table I of ref. (19) imply that the function 
J 12 (Y) is described by two doublets which are peaked at the frequencies 
Y=±Ol(02=-Ol) and Y=±03(O~=-03) and which have spectral widths of the 
order of r 1=r2 and r3=r~, respectively. In this case, each pair of 
sidebands is symetrically located from Y=O. However, for ~=v=O and ~= 
3-100, only one of the doublets has an appreciable intensity while the 
intensity Qf the other is vanishingly small. Thus, in this case, the 
function J~~)(Y) describes only one pair of sidebands whose relative 
intensity is negative or positive depending on the value of the relative 
Rabi frequenc1 nb' for instance, for nb=3 the relative intensity of the 
doublet at Y=Ol=-02=±1.661 takes the negative value of -12.881 (units) 
indicating that amplification of the signal field takes place. For 
values of nb equal and greater to 5, i.e., for nb)5, the relative inten
sity of the doublet becomes positive while its magnitude decreases as 
the value of nb increases; it changes slowly for high values of ~ until 
it becomes nearly constant for values of nb between 50 and 100. This 
behaviour of the intensity of the doublet is illustrated in Figure 5 by 
solid lines while dashed lines depict the doublet for nb=10 describing 
the spectra of the single atom, which are determined from Eq. (38) and 
Figure 4 of ref. (18). Figure 5 indicates that the relative intensity 
of the doublet for the single atom case at resonance (v=O) takes always 
constant and negative values independently of nb while the corresponding 
intensity for the two-atom doublet varies with the value of nb and 
becomes a constant for values of nb between 50 and 100; it also changes 
from negative to positive values for values of nb)5. Since ~=O indi
cates the absence of dipole-dipole interactions between the atoms, the 
variation of the intensity of the doublet with respect to nb as well as 
the induced asymmetries in Figure 5 are due entirely to the cooperative 
interaction between the atoms. This effect is similar to that found for 
the stimulated one-photon spectra. 

The values of the parameters for the off-resonance (v*O) case are 
given in Table II and IV of ref. (19) for nb=10 and for the values of 
~=O and ~=2, respectively, while the corresponding spectra are illus
trated in Figures 6a and 6b. In this case, the positions of the side
band~ become completely asymmetric. Figure 6a implies that for v=5, the 
relative intensity of the peak at Y=03=-7.721 is positive and equal to 
7.455 (units) becoming abruptly negative for a very small change in the 
value of Y because of the large value of the asymmetry M3=0.332 (units), 
while the relative intensity of the peak at Y=O~=4.888 is negative. For 
values of v=lO and 20, the intensities of the corresponding peaks take 
negative values as indicated in Figure 6a. Comparison between Figure 3a 
with the corresponding one for the isolated atom given by Figure 4 of 
ref. (18) implies that the spectra in the two cases are completely 
different, and the different behaviour is attributed to the cooperative 
radiative interaction between the two atoms. Figure 6b indicates that 
there are three peaks for v=5, where the relative intensity of one of 
them is positive while the remaining two peaks have negative relative 
intensities. For v=10 and 20, there are two and three peaks, respec
tively, whose relative intensities take negative values. Hence, the 
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Figure 6. As in Figure 5 but for nb=10, detunings v=5, 10 and 20 and 
for different values of~. (a) ~-O and (b) ~=2. the data are taken 
from Tables II and IV of ref. (19) for ~=O and ~=2, respectively. 

effect of finite detuning is to induce asymmetries enhancing some peaks 
while diminishing the intensity of others; the presence of the de tuning 
changes the sign of the intensities of some peaks as well. 

In the presence of the dipole-dipole interaction between the atoms, 
i.e., when ~>1, the parameters appearing in Eq. (4) for nb-10 and at 
resonance (v-O) are given in Table III of ref, (19) while the corre
sponding spectra are depicted in Figure 7. The data in Table III of 
ref. (19) and Figure 7 imply that 'at least three of the four peaks 
designated by Eq. (4) have appreciable relative intensities. The sign 
and magnitude of these relative intensities as well as the positions and 
asymmetries of the peaks depend entirely on the values of ~, namely, on 
the strength of 'the dipole-dipole interaction between the atoms. To 
make a comparison, we consider the case, where nb=10 and vzO, then for 
~-O, the relative intensity of the doublet for the one-atom (dashed 
lines) and two-atom case (solid lines) in Figure 5 takes a negative and 
positive value, respectively. On the other hand, in Figure 7 for ~~O, 

the relative intensity of one of the peaks takes a positive value while 
for the other two peaks the relative intensities take negative values 
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for a given value of t. As the value of ~ increases, the value of M 
increases to the extent that for t-20, the sideband, which is supPo8~d 
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to be peaked at Q3=-19.682, is not peaked at all because of the high 
value of the asymmetry M3=1.S9 (units), while the peak at n2=-7.438 is 
very broad. Similar broadening occurs of the peak at n1=9.883 for ~=lS. 
Figure 7 also indicates that most of the peaks which have small relative 
intensities are substantially broad regardless of the value of ~. 

CONCLUDING REMARKS 

To begin with, an outline is given of the dynamic effects that occur in 
the excited states of two identical two-level atoms in the absence as 
we11 as in the presence of a strong laser field. Then a detailed dis
cussion is presented of our recent studies on the dynamic effects of the 
excited states of two identical .three-level atoms, which arise in the 
stimulated one- and three-photon processes for the system depicted in 
Figure 1. The main results are summarized as follows. 

Stimulated One-Photon Spectra of the Symmetric Modes 

In the absence of the dipole-dipole interaction between the atoms 
at resonance, the spectra consist of the main peak at the frequency of 
the signal field and of two pairs of sidebands, which are symmetrically 
located from the position of the main peak. In this case, the differ
ence between the single and two-atom spectra is caused by the coopera
tive radiative interaction between the atoms and amounts: i) to 
increase the lifetime of the main peak by a factor of two from that of 
the single atom; ii) to split the one pair of sidebands of the single 
atom spectrum into two pairs of sidebands; iii) to vary the relative 
intensities of the two pairs of sidebands as a function of the relative 
Rabi frequency of the laser field, and iv) to induce strong asymmetries 
in the lineshapes of the sidebands. 

In the presence of the dipole-dipole interaction, the spectra con
sist of a main peak at the frequency of the signal field shifted by the 
magnitude of the dipole-dipole interaction and of six sidebands, whose 
positions and relative intensities are governed by the strength of the 
dipole-dipole interactions between the atoms. The line shapes of all 
peaks are described by asymmetric Lorentzian lines, and the extent of 
the asymmetry depends on the strength of the dipole-dipole interaction. 
The relative intensity of the main peak and those of the sidebands are 
either positive or negative depending on the strength of the dipole
dipole interaction. The amplification of the sidebands is found to be 
more pronounced in the two-atom spectra than in that of the single atom. 
In the presence of de tuning, asymmetries arise enhancing certain 
spectral peaks while diminishing the intensity of others. 

Stimulated Three-Photon Spectra of the Symmetric Modes 

At resonance and in the absence of the dipole-dipole interaction, 
the spectra consist of a doublet whose peaks are symmetrically located 
from the frequency w-w21-2~, while the magnitude and sign of the rela
tive intensity of the peaks depend on the value of the relative Rabi 
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frequency nb. For ~=3, the relative intensity of the doublet takes 
negative values, and it becomes positive for nb)5. As the value of ~ 
increases, the magnitude of the relative intensity of the doublet 
decreases, and it becomes nearly constant for values of ~ between 50 
and 100. The single atom spectra consist of a doublet having a constant 
negative relative intensity independent of nb. The difference between 
the single and two-atom spectra is attributed to the cooperative radia
tive interaction between the two atoms. In the presence of detunings, 
the symmetry in the positions and relative intensities of the two 
sidebands vanishes. In the presence of the dipole-dipole interaction 
and at resonance, the spectra consist of three sidebands whose position, 
lineshape, and sign, as well as magnitude of the relative intensities 
depend entirely on the strength of the dipole-dipole interactions 
between the atoms. 

For the spectra of the antisymmetric modes, it is concluded in 
refs. (17) and (19) that no significant changes occur in the spectra of 
the stimulated one- and three-photon excitations, which arise from the 
symmetric and antisymmetric combination of the two atoms, respectively. 
Of course, this conclusion is correct within the limits of the model and 
approximations that have been made in our study. 
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STIMULATED ONE-PHOTON AND MULTI PHOTON PROCESSES 
IN STRONGLY DRIVEN MULTILEVEL ATOMIC SYSTEMS 

ABSTRACT 

Constantine Mavroyannis 

Division of Chemistry, National Research Council of Canada 
Ottawa, Ontario, Canada KIA OR6 

We derive and discuss the behaviour of several multilevel atomic 
systems relevant to the problem of stimulated one-photon and multi
photon processes under the simultaneous action of strong laser fields 
and weak signal fields. The systems considered here consist of a 
single two-level atom, whose level degeneracies of th~ ground and 
excited states have been removed by internal process or by applying 
an external electric or magnetic field, respectively. In this 
system, one of the two ground state levels of the atom is a meta
stable one and its electron population is depleted through the action 
of either one laser field (three-level atom) or two laser fields 
(four-level atom), respectively. The strong laser fields deplete the 
metastable state by bringing the electrons into the excited states 
from where the electrons decay through the signal fields into the 
lower ground states of the system. For such systems, the fluorescent 
spectra of the Signal field are described by the stimulated processes 
of one-photon, three-photon, and two-photon Raman, respectively. The 
dynamic aspects of such processes are discussed in detail. It is 
shown that the intensities of the sidebands for the processes in 
question take negative values indicating' that a strong amplification 
of the signal field occurs at the corresponding frequencies. The 
computed spectra for the processes in question are presented graph
ically for different values of the Rabi frequencies and detunings. 
The derived results are discussed in detail and compared with the 
observed spectra. 
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INTRODUCTION 

Considerable interest has been recently directed towards the 
study of the amplification of sidebands occurring in strongly driven 
two-level atomic systems without population inversion. Mollow (1) 
was first to consider the optical amplification arising in a two
level atomic system interacting with a strong pump field and a weak 
signal field simultaneously. His treatment (1) is a semiclassical 
one where the pump field and the signal field are both treated 
classically while the electron states are quantized. Mollow (1) has 
shown that at high pump intensities the spectral function takes 
negative values indicating amplification (stimulated emission) of the 
signal field. It has been shown (1) that the amplification of the 
signal field occurs at the expense of the pump field, whose rate of 
attenuation increases as the rate of amplification of the signal 
field increases. Mollow's theoretical predictions have been con
firmed experimentally by Wu et a1. (2) in a Na atom beam experiment. 
Galbraith et al. (3) have extended Mollow's treatment to calculate 
double-resonance line shapes for arbitrary angular momentum states of 
molecules. 

The amplification of weak sidebands by a strongly driven two
level vapor system without population inversion has been observed in 
microwave (4,5), rf. (6), and optical (7,8) transitions. Tam (9) was 
first to observe large sideband amplifications in self-focused light 
beams in alkali-metal-atom vapors at high pump intensities. The 
observed strong sideband amplification has been interpreted (9) as an 
off-resonance stimulated Raman scattering. 

The purpose of this lecture is to discuss tl:le excitation spectra 
arising from a three-level atom interacting with a strong laser field 
and a weak signal field simultaneously. The limit of the strong 
laser field operating between two atomic states is realized when the 
Rabi frequency induced by the laser field in question is much higher 
than the spontaneous emission probability describing the decaying 
process between the two atomic states. 

STIMULATED PROCESSES IN STRONGLY DRIVEN THREE-LEVEL ATOMIC SYSTEM 

We consider a three-level atom whose nondegenerate energy levels 
are depicted in Figure 1. The atom consists of an upper excited 
state and two lower states, where the degeneracy of the ground state 
has been removed by applying an internal or an external electric or a 
magnetic field. The energies of the lower ground state /1>, the 
upper ground state 13> and the excited state 12> are denoted by wI' 
w3 and w2' respectively, and the transition frequencies wtj=wt-Wj 
with i,j=I,2 and 3, where units in which h=I are used throughout. 
The parity of the state /2> is assumed to be different from those of 
/1> and 13>, hence, the electron transitions II>~12> and 12>~13> 
are electric dipole allowed while the transition II>~13> is electric 
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Figure 1. Energy-level diagram of a three-level atom. The solid 
line indicates the laser field operating between the states 12> and 
13>, 12>++13>. Wiggly lines describe the radiative decays 12>++13> 
and 12>++11>, respectively. 

dipole forbidden. The atom is pumped between the levels 13> and 12>, 
12>+~13>, by a strong laser field whose frequency mode ~ is initial
ly populated and is near resonance with the transition frequency w23= 
w2-w3. The atomic states are simultaneously coupled to the remaining 
modes of the electromagnetic field (signal or vacuum field), those 
being initially empty. 

In Figure 1, the strong laser field operating between the states 
12>++13> is indicated by the thick line, while the signal field, 
which is assumed to be a weak perturbing field, describes the radia
tive decays 12>~13> and 12>~ll>, respectively, indicated by wiggly 
lines. Since the transition 11>++13> is electric dipole forbidden 
for parity considerations the electronic state 13> may be considered 
as a metastable state and, therefore, it is initially populated while 
the states 11> and 12> are initially empty. The electron population 
of the state 13> is depleted by the action of the laser field which 
excites the electrons into the state 12>, where the electrons emit 
photons through the signal field and decay into the states 13> and 
11> simultaneously. The energy shifts (Lamb shifts) induced by the 
signal field are discarded as being negligibly small in comparison to 
the corresponding Rabi frequency induced by the laser field. 

Excitation Spectra (Quantized Laser Field) 

A model Hamiltonian has been considered (10) where all free and 
interacting fields, namely, the electron, the laser and signal fields 
are quantized and describe the atomic system depicted in Figure 1. 
Then using this Hamiltonian and initial conditions with state 13> 
occupied, and the Green function formalism (11,12) in the limit of 
high photon densities of the laser field, the spectral function for 
the signal field has been calculated (10) in the form 
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(1) 

where the functions 

describe stimulated one-photon, three-photon and two-photon Raman 
processes, respectively. The expression (1) for Pl2(w) defines the 
absorption coefficient of the signal field describing the transition 
/1>+/2> while the function 

describes the corresponding emission process /2>+/1> and can be 
derived from Eq. (1) if w is replaced everywhere by -We Hence, 
positive and negative values of the function Pl2(w) indicate that the 
physical processes of absorption (attenuation) and stimulated emis
sion (amplification) of the signal field take place at the frequen
cies in question, respectively. In deriving the expression (1), the 
hierarchy of the Green functions has been truncated through a de
coupling scheme, which takes into account photon-photon correlations 
in the limit of high photon densities of the laser field (10,13-17). 
For the sake of convenience, the functions that appear on the 
right-hand side (rhs) of Eq. (1) will be discussed separately. 

Stimulated One-Photon Process 

The expression for the absorption coefficient describing 
stimulated one-photon process is found to be (10) 

() (~3~1) 
P 1 = F 12( X) , 

Z1ty~ 

where TIl and TI3 denote the average values of the electron density 
operators of the states /1> and /3>, respectively, and 

(2) 

o 0 0 
Y+ = (Y21+Y23)/2 (3) 

o 0 
with YZI and Y23 representing the spontaneous radiative transition 
probabilities for the transition /2>+/1> and /2>+/3> and defined by 

Y~l = ~ (wZl/c)3/~21/2, Y~3 = ~ (w23/c)3/~32/2 • (4) 
3 3 

+' + In Eq. (4), ~21 and ~32 are the matrix elements of the electric 
dipole moment operators for the transitions /1>++/2> and /2>++/3>, 
respectively, and c is the speed of light. The spectral function 
F12 (X) in Eq. (2) is determined by 

F12 (X) = 1/(X2+l) - tL(x,vb,n) - tL(x,Vb,-n) , (5) 
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where the functions L(X'"b'±~) describe the shape of the sidebands at 

the relative frequencies X=-tvb±~' respectively, and are defined as 

t(1±Vb/2~)±(X+tVb+~)/2~ 

(X+tvb +~)2+t 

In Eqs. (5) and (6) use has been made of the following notation 

x = (w-w21)/Y~ , vb = (w23-~)/Y~ , 

~ = b Qb/Y~ , ~2 = tv~ + tn~ , 

Q2 W~f b ( t+iib ) 
2 -

f b = f 2 3 ( w2 i ~) b .. wpfbnb ' 

w2 4re 2/mV , 
+ 

p nb <~b~b> 

(6) 

(7) 

(8) 

(9) 

(10) 

In Eqs. (5)-(10), X is the reduced frequency of the signal field and 
Qb is the Rabi frequency of the laser field. ~ and fb represent the 

relative detuning and the relative Rabi frequency of the laser field, 
respectively, while ~ denotes the total relative frequency shift 
arising from the Rabi frequency and the detuning of the laser field. 
The function f23 is the oscillator strength for the transition 
12>~13>, ~ is the plasma frequency, m is the electron mass, -e i~ 
the electron charge and V is the volume of the sample container. nb 
is the average number of photons of the laser field, which in the 
high photon density limit considered here, takes the value nb»l. 
Within this convention the radiative width appears in units of Y~' 

The spectral function F12 (X) given by Eq. (5) describes the 
excitation spectra near the reduced frequency X. The first term on 
the rhs describes the central peak of the signal field, which is a 
Lorentzian line with maximum relative intensity equal to unity (hc=l) 
at X=O and half width equal to Y~' The second and third terms respec
tively describe a pair of sidebands with maximum relative intensities 
at zero detunings (vb=O) equal to -l(h±=-l) which are peaked at X=±~; 

the halfwidth of eacn sideband is ty~. The shape of the sidebands is 
determined by Eq. (6), which are asymmetric Lorentzian lines peaked 
at X=±~-t"b with negative relative intensities, and the shape of the 
lines depends strongly on the value of the detuning"b' The ratio of 

the maximum height hc of the central peak at X=O to those of the 
sidebands h± at X=±~-tVb' respectively, is given by 

(11) 
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Since the intensity of the central peak is positive while those 
of the sidebands are negative, the spectral function F12(X) given by 
Eq. (5) describes the physical process of absorption (attenuation) at 
X=O and stimulated emission (amplification) at X=±~-tvb with vb=O as 

well as with vb*O, respectively. As an illustration, the function 

F12 (X) denoted as the relative intensity = F12(X) is plotted versus 
the reduced relative frequency X in Figs. 2a-d for a constant value 
of ~b=lO and various values of detunings vb' Figure 2a illustrates 

1.0 (o)"'7,·.,~: 10. ~b: 0 

(b) .,,' 2", "10 • .," h, 

>.... 

0 ,5 

~ 0 .0 
w .... z 
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(b)/ 
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t 
-"'7-t", 

(0) 

/ 
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/ 
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Figure 2. One-photon spectra. The relative intensity = F12(X) is 
computed from the rhs of Eq. (5) and is plotted versus the relative 
frequency X-(w-w21)/Y~ for the relative Rabi frequency ~=lO and 
various detunings. (a) vb=O, (b) vb=5, (c) vb=lO and (dJ vb=20. 

the spectra at resonance (vb=O) and for ~b=lO, where the relative 

intensity of the central peak at X=O and those of the sidebands at 
X=±~b/IZ are equal but opposite in sign indicating that signal field 
absorption and amplification will take place at the corresponding 
frequencies. Figures 2b-d depict the spectra for values of ~ equal 
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to 5, 10 and 20, respectively. It is shown from Figs. 2b-d and Eq. 
(6) that as the value of the detuning increases, the intensities of 
the sidebands at X=~-t~ and X=-~-t~ increase and decrease, respec-

tively, provided that vb/2n<I, which is always true for ~b>l. In the 

limit for values of vb>nb for vb/2~<I, hc+1, h_+O while h+ takes its 

maximum negative value h++-2 at X=~-tvb. A schematic representation 

of the splitting of the excited state 12> is shown in Fig. 3. 

,... --
12) ~~~--r--_-<i-"""" 

- x -1)- lVb 

- x-o 
- X -"1)-tllb 

Figure 3. Schematic representation of the energy splitting at the 
relative frequency X=(w-w21)/Y~. 

Stimulated Three-Photon Processes 

The second term on the rhs of Eq. (1) represents stimulated 
three-photon absorption and it is found to be (10) 

where the propagator d 12(w) is defined by 

and the spectral function J 12 (Y) is determined by 

(12) 

(13) 

(14) 

where the function L(y,vb'±~) is derived from Eq. (6) when X is 
replaced everywhere by Y,X++Y. In Eqs. (12) and (14), Y is defined 
as 

(15) 
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and denotes the reduced frequency for the three-photon process. The 
spectral function J 12 (Y) represents stimulated three-photon absorp
tion spectra, which are generated near the frequency w=w21-2Ub>0, 

where two photons of the laser field with frequency 2~ are absorbed 

while a photon of the signal field with frequency w21 is emitted. In 
Eq. (12), the factor 

2 2 
Ob/4d 12 (w) 

may be taken as 

g2 
b 

2 
4d 12(w) 

g2 g2 Q 2 
___ b __ .. ___ b __ .. (4~) 

4(w-w21+iy~)2 4(-2wb+iy~)2 0 

(16a) 

(16b) 

where w has been replaced by its approximate value at w"w21-~~. The 

factor given by the expression (16a) implies that the spectral func
tion J 12 (Y) in Eq. (12) describes stimulated third-order nonlinear 
spectra near the frequency Y. At resonance vb=O, and for w21=wa ' the 

expressions (12) and (14) are identical to the corresponding ones 
given by Eqs. (11) and (12) in ref. (18), which describe the spectra 
near the frequency w=wa-2~. 

The spectral function J 12 (Y) given by Eq. (14) describes a doub
let with maximum intensities i± at the frequencies Y=±~-t~ equal to 

(17) 

respectively, and halfwidths equal to ty~. The intensities of the 
doublet are always negative and, hence, the physical process of 
amplification is expected to take place at the frequencies Y=±~-t~ 

and the shape of the doublet depends on the value of the ratio ~/2~. 

The spectra are illustrated in Figures 4a-d, where the function 
J 12 (Y) is plotted as J 12 (Y)=relative intensity versus the relative 
frequency Y for the Rabi frequency ~=10 and various detunings 'b. 
The resonance case, Vb=O, is depicted in Figure 4a, which is 

identical to Figure 2a in ref. (18) when w21=wa. In this case the 

maximum relative intensity of the doublet remains constant and equal 
to -2. Figures 4b-d illustrate the spectra for values of the 
detunings vb=5, 10 and 20, respectively. It is shown that the shape 

of the doublet in Figures 4b-d depends strongly on the value of the 
ratio vb/2~. A schematic representation of the energy splitting 

which occurs at the relative frequency Y is depicted in Figure 5. 
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Figure 4. Three-photon spectra. The relative intensity=J 12 (Y) is 
computed from the rhs of Eq. (14) and is plotted versus the relative 
frequency Y=(w-w21+2~)/y~ for the relative Rabi frequency ~=10 and 

various detunings. (a) vb=O, (b) vb=5, (c) vb=lO and (d) vb=20. 

Figure 5. Schematic representation of the energy splitting at the 
relative frequency Y=(W-W21+2wb)/Y~. 
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Stimulated Two-Photon Raman Process 

If we introduce the dimensionless variable 

(18) 

which denotes the reduced frequency for the two-photon excitations, 
then the excitation spectra near the frequency w=w31~w21-Ub are 
determined by the expression 

where 

[-n6(Z)+I 12(Z)] , 

t(l-vb/2n)-(z-t vb-n)/2n 
- t 

(z-t vb -n)2+t 

t(l+vb/2n)+(z-t vb+n)/2n 
- t . 

(z-tvb +n)2+t 

(19) 

(20) 

The excitations ih the neighbourhood of the frequency w=w31~ 
w21-~ are generated by interference effects arising between the 

signal field and the laser field and represent the physical process 
where, simultaneously, a photon of the signal field with frequency 
w21 is absorbed while a photon of the laser field with frequency ~ 

is emitted. Thus, the spectra described by the function R(2)(w) 
given by Eq. (19) may be attributed to the absorption of the Raman 
frequency w=w31~w21-wb. Then d 12(w) in Eq. (19) may be approximated 
by 

(21) 

where w has been replaced by its approximate value at w~w31~w21-~. 
The factor 

(22) 

in Eq. (19) implies that R(2)(w) describes stimulated third-order 
nonlinear spectra near the frequency w=w31=w21-~. 

The expression (19) describes the stimulated Raman spectra near 
the relative frequency Z and it is valid in the limit when 0b»l. 
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The first term on the rhs of Eq. (19) describes the main peak, which 
has a delta-function distribution at the frequency Z=O indicating the 
stability of the mode in question. This is in agreement with Breit's 
(19) suggestion denoting the absence of spontaneous emission for 
atoms having a common upper level and two different lower levels 
(20-23). The function 112 (Z) given by Eq. (20) describes a pair of 
sidebands, which are peaked at the frequencies Z=t~±~ and have 

radiative halfwidths equal to ty~, respectively. Thus, although the 
main peak at Z=O is stable (non-radiative), the two sidebands decay 
radiatively with a lifetime of the order 2/y~. The shape of the 
sidebands depends strongly on the value of the ratio vb/2~ while 

their intensities are always negative, which implies that the physi
cal process of amplification occurs at the frequencies Z=t~±~ and 
their maximum values 1± are given by 
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Figure 6. TWo-photon or Raman spectra. The relative intensity= 
+12(Z) is computed from the rhs of Eq. (20) and is plotted versus the 
relative frequency Z=(w-w31)/y~ for the relative Rabi frequency ~=10 
and various detunings. (a) vb=O, (b) vb=5, (c) vb=lO and (d) vb=20. 

277 



278 C. MA VROY ANNIS 

The Raman spectra are illustrated in Figures 6a-d, where the 
function I 12(Z) is plotted as the relative intensity=I 12(Z) versus 
the relative frequency Z for the Rabi frequency fb=10 and for various 

values of the detuning vb=0,5,10 and 20, respectively. Figure 6a 

implies that at resonance, vb=O, the doublet has equal negative 

intensities; for finite values of the detuning vb' as the value of vb 

increases the negative intensity of the peak at Z=tvb+~ decreases 

while the corresponding one at Z=tvb-~ increases as is depicted in 

Figures 6b-d. Finally as vb takes values greater than ~b' vb>~b' but 

the inequality vb/2~<1 must be always satisfied; the intensity of the 

sideband at Z=tvb +~ becomes negligibly small, 1+-0 while the corre

sponding one at Z=tvb-~ takes its maximum negative value, 1_-2. The 

splitting of the state 13> at the relative frequency Z is shown 
schematically in Figure 7. 

Figure 7. Schematic representation of the energy splitting at the 
relative frequency Z=(w-w31)/Y~. 

As mentioned previously, in the calculation of the excitation 
spectra described by Eq. (1), the laser field has been considered in 
the second quantization representation and photon-photon correlations 
have been taken into account iri the limit of high photon densities of 
the laser field. In the next section, the excitation spectra des
cribing the same processes as thQse represented by Eq. (1) will be 
discussed by considering a classical description of the laser field 
while the electron field and the signal field remain quantized; 
namely, the classical counterpart of Eq. (1) will be derived and 
discussed. 

CLASSICAL DESCRIPTION OF THE LASER FIELD 

In order to treat the laser field classically, we consider the 
same Hamiltonian as before but with the laser field taken in the 
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interaction representation while the term describing the laser-atom 
interaction is replaced by its classical counterpart with a coupling 
constant gb' which is the corresponding classical counterpart of the 

quantum field expression for the Rabi frequency ~ defined by Eq. 
(9). Using this Hamiltonian and a procedure, which is similar to 
that used before, the spectral function describing the excitation 
spectra has been calculated (24), and is given by 

(24) 

The expression (24) is the classical counterpart of Eq. (1) and 
defines the absorption coefficient of the signal field describing the 
physical processes under investigation. 

One-Photon Process 

The spectral function describing one-photon process is found to 
be (24) 

(25) 

where 

(26) 

(2.7) 

and the shape function L(X,vb'±~) can be obtained from Eq. (6) if ~ 

is replaced everywhere by ~,~+~. In Eqs. (25)-(27), ~b is the 
relative classical Rabi frequency while ~ defines the total relative 
shift arising from the classical Rabi frequency ~ and the de tuning 
vb of the laser field. 

Comparison between Eq. (26) for FC 12(X) and Eq. (5) for F12(X) 
implies that, apart from the difference in the expreSSions between ~ 
and ~ defined by Eqs. (8) and (27), respectively, the function 
FY2(X) is larger by Il factor of two than that of F12(X), provided 
that the correspondence principle is applicable, namely, gb~ or, 

equivalently, ~b+~b' As an illustration, the functions F12(X) and 

F~2(X) denoted as relative intensities are plotted in Figure 8 versus 
the relative frequency X for the constant value of ~=~b=10 and 

different values of detuning vb' The computed spectra described by 

the functions F12(X) and FY2(X) are depicted in Figure 8 by solid and 
dashed lines, respectively; the spectra for F 12(X) (solid lines) are 
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Figure 8. One-photon spectra. The relative intensities F12(X) and 
FY2(X) are computed from the rhs of Eqs. (5) and (26), respectively, 
and are plotted versus the relative frequency X-(w-w21)iy~ for the 
relative Rabi frequency ~b=lO and its classical counterpart ~b=lO and 

various detunings. (a) vb=O, (b) vb=5, (c) vb=lO and (d) vb=20. 
Solid and dashed lines denote the spectra described by the shape 
functions F12 (X) and its classical counterpart FY2(X), respectively. 



STIMULATED ONE-PHOTON AND MULTIPHOTON PROCESSES 

identical to those given in Figure 2. The spectra in Figure 8 con
sist of the main peak at the frequency X=O of the signal field and a 
pair of sidebands which are peaked at X=-t~±~ (solid' lines) and at 

X=-tvb±~ (dashed lines), respectively. The frequency shifts between 

the pOSitions of the sidebands described by Fl2 (X) (solid lines) and 
those by FI2(X) (dashed lines) are equal to ±l~~), while the 
corresponding maximum relative intensities are determined by the 
expressions 

respectively. 

Three-Photon Process 

The spectral function p(3)(w) is determined by (24) 
c 

where 

(28) 

(29) 

and the reduced frequency Y is given by Eq. (15) while the function 
L(y,vb'±~) can be derived from Eq. (6) after the replacements X++Y 

and n++~ have been made. 

The spectral function JY2(Y) defined by Eq. (29) for the three
photon process describes a pair of sidebands which are peaked at the 
frequencies Y=-tvb±~' respectively. The frequency shifts between the 
peaks of the doublets described by the functions J 12 (Y) and JI2(Y) 
are equal to ±(n-~), while the corresponding maximum relative 
intensities of the doublets are determined by the expressions 

i± = -2(I±vb/2n) and i~ = -2(I±vb/2~) , 

respectively. Hence, the spectra described by the function J12(Y) 
may be obtained from those computed from Eq. (14) and depicted in 
Figure 4 if the pOSitions of the peaks are shifted by ±(~~) while 
their corresponding intensities by ±~(I/n-l/~), respectively. 

TWo~Photon Raman Process 

The excitation spectra near the Raman frequency w=w31.w21-~ are 
described by the spectral function 
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(30) 

where 

H I-Vbl n)-( z-t vb -1;)/21; t( 1+ vb 1 21;)+ (Z-t vb +1;)1 2!; 
(31) 

( Z-tvb -I;) 2+t (Z-t vb +1;) 2+t 

The expressions (30) and (31) are the classical counterparts of Eqs. 
(19) and (20), respectively. The shape function 112(Z) describes the 
two-photon Raman spectra near the frequency Z when the laser field is 
treated classically. The spectra consist of two sidebands which are 
peaked at the frequencies Z=t~±1; and have radiative widths of the 

order ty~. The intensities of the doublet take negative values, 
which indicate that amplification of the signal field is anticipated 
to take place at the frequency Z=tvb±l;, and their maximum values 1~ 
are determined by 

(32) 

which, apart from the differences between ~ and 1;, are larger by a 
factor of two (in absolute values) than the corresponding ones given 
by Eq. (20). Hence, Eq. (30) for 112(Z) describes spectra similar to 
those described by Eq. (20) for 112(Z), which are depicted in Figure 
6. The frequency shifts between the peaks of the doublets described 
by the functions 112 (Z) (Figure 6) and 112(Z) are equal to ±(~I;) 
while the maximum relative intensities of the corresponding peaks are 
given by Eq. (23) and Eq. (32), respectively. Thus, the spectra 
described by 112(Z) can be easily obtained from those depicted in 
Figure 6 for 112 (Z). 

SUMMARY 

We have considered the excitation spectra for a three-level atom 
as shown in Figure 1, where a strong laser field operates near 
resonance between the states 12> and 13>, 12>++13>, while the signal 
field, which is assumed to be a weak perturbing field, describes the 
radiative decays 12>+13> and 12~+II>' respectively. The state 13> 
has the same parity as the state 1> and, hence the state 13> as a 
metastable one is initially populated while the remaining states 11> 
and 12> are empty. The electron population of the state 13> is 
depleted by the action of the laser which excites the electrons into 
the state 12>, where the electrons emit photons through the signal 
field and decay into the states 13> and /1> simultaneously. 

Using the Green function method, we have calculated the 
excitation spectra of the signal field in the limit of high photon 
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densities of the laser field for the following processes: 

i) One photon process. The spectral function is given by Eq. 
(2), where the function F12 (X) is defined by Eqs. (5) and (6) and is 
graphically presented in Figures 2a-d; the splitting of the state 12> 
at the frequency X is schematically depicted in Figure 3. The inten
sity of the central peak at X=O or at w=w21 is positive indicating 
signal-field absorption while those of the pair of sidebands at 
X=±~-t~b are negative implying the stimulated emission of the signal 

field. The one-photon process discussed here is the three-level 
analog to that for the two level system predicted by Mollow (1) and 
confirmed experimentally by Wu et al. (2). It is pointed out that 
for the three-level system under investigation the sum of the 
intensities is equal to 

and 

while the intensity of the central peak is hc=l. For the two-level 

system (1,2), stimulated emission takes place for certain values of 
photon densities but the gain is rather small; for instance, the 
observed maximum gain (2) was approximately 0.4% with a resonant 
laser-field intensity of 130 mW/cm2• Thus the results of the present 
study are encouraging suggesting that the amplification of the signal 
field in a three-level system might occur more easily and greater 
gains might be achieved than for the corresponding two-level system. 
Of course this could be only verified experimentally. 

ii) Stimulated three-photon process. The expression (12) 
describes the stimulated three-photon process near the frequency 
w=w21-2wb' where one photon of the signal field is absorbed while two 

photons of the laser field are emitted simultaneously. The shape 
function J12 (Y) is defined by Eq. (14) and describes a doublet whose 
intensity is always negative implying amplification while the shape 
of the doublet depends on the value of the ratio ~/2~. The calcu-

lated spectra are shown in Figures 4a-d while the splitting that 
occurs at the frequency Y is depicted schematically in Figure 5. 

iii) Stimulated two-photon Raman process. The spectral function 
for the stimulated Raman spectra at w=w31~w21-~ is determined by the 

expressions (19) and (20). The spectra consist of a main peak at 
w=w31 or Z=O, which has a delta-function distribution, and a pair of 
sidebands peaked at Z=tvb±~ which have negative intensities implying 

amplification at the frequencies in question; the halfwidths of the 
sidebands is ty2. The spectra of the doublet are shown in Figures 
6a-d while the splitting of the state 13> is depicted schematically 
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in Figure 7. The spectra for the stimulated Raman process discussed 
here have, qualitatively, the three main characteristic properties 
that have been observed experimentally by Tam (9) namely: I) The 
sidebands appear at frequencies Z*O and, in particular, at Z=tvb±~; 

2) the sidebands have always negative intensities indicating ampli
fication and 3) the factor (n3-nl)Q~ in Eq. (19) implies that the 
relative intensity of the sidebands depends on the photon density nb 
of the laser field as well as on the atomic density N. Thus, at 
suitable atomic density, photon density of the laser field and de
tuning will generate strong sideband amplification at the frequencies 
z=tvb±n. Hence, the stimulated Raman spectra discussed here agree at 

least qualitatively with the observed spectra by Tam (9). For a 
quantitative comparison one has to have accurate experimental data 
regarding the parameters involved. 

Using a classical description of the laser field, we have 
considered the same processes as before, namely, one-, three- and 
two-photon Raman spectra arising from the 11>++12> transition for the 
atomic system shown in Figure I. The spectral function for the 
one-photon process is defined by Eq. (25), where the function FY2(X) 
as the relative intensity is determined by Eq. (26); FY2(X) is the 
classical counterpart of the function F12(X) defined by Eq. (5). 
Numerical results computed from the functions F12(X), Eq. (5), and 
FI2(X), Eq. (26), are presented graphically in Figure 8 by solid and 
dashed lines, respectively. Resonance (~=O) and off-resonance 

(vb*O) spectra are depicted in Figure 8 for constant values of ~ and 

~b' namely, for nb=~b=IO. The spectra in Figure 8 describe: (i) the 

main peak at the frequency X=O of the signal field, whose relative 
intensity is always positive and (ii) one pair of sidebands peaked at 
the frequencies X=-tvb±~ (solid lines) and X=-tvb±~ (dashed lines), 
respectively, whose relative intensities are always negative. The 
frequency shifts between the positions of the sidebands described by 
the function F12 (X) (solid lines) and FY2(X) (dashed lines) are equal 
to ±(n-~) while the corresponding maximum intensities are given by 
i±=-(I±vb/2n) and i~=-2(I±Vb/2~), respectively. Figure 8 indica~es 

that at resonance (vb=O) the maximum intensities of the peaks des
cribed by the classical expression FY2(X) (dashed lines) are larger 
by a factor of two than those described by the function F12(X) (~olid 

lines). However, in both treatments, the signal field is attenuated 
at the frequency X=O while it is strongly amplified at the frequen
cies X=-tvb±n and x=-tvb±~' respectively. 

The expression (28) describes three-photon processes near the 
frequency Y. The shape function JI2(Y) is determined by Eq. (29) and 
describes a doublet peaked at the frequencies Y=-tvb±~ with maximum 
intensities equal to i~=-2(I±vb/2~), respectively, and spectral 

widths of the order of ty~. The shape function JI2(Y) is the classi
cal counterpart of the function J 12 (Y) given by Eq. (14) and they 
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differ only as far as the definition of ~ and n are concerned, which 
are determined by Eqs. (27) and (8), respectively. Hence, the 
spectra described by the function Ji2(Y) can be obtained from those 
computed from J 12(Y), which are shown in Figure 4, by appropriately 
changing the positions and the intensities of the doublet. 

The spectral function R~2)(w) describing the two-photon Raman 
process is deter~~~d by Eq. (30), which is the classical counterpart 
of the function R~ )(w) defined by Eq. (19). The expression (19) 
consists of two terms one of which is the delta-function 6(Z), while 
the other is the shape function I 12(Z) given by Eq. (20). The 
expression (30) consists only of the shape function IIz(Z) defined by 
Eq. (31), which is the classical counterpart of Eq. (2U). The 
function II2(Z) describes a doublet peaked at the frequencies Z=tvb±~ 
with maximum intensities equal to Ii=-2(1+vb/2~), which are, apart 

from the different definitions of ~ and n, larger by a factor of two 
than the corresponding ones defined by Eq. (23) namely, I±= 

-(1+vb/2n). Hence, the spectra described by the function II2(Z) can 

be easily obtained from those described by the function I 12(Z), which 
are depicted in Figure 6. The presence and the absence of the delta
function 6(Z) in Eqs. (19) and (30), respectively, is due to the 
quantum nature of the quantized field, and it is attributed to the 
different way by which the quantized field and the classical field 
split the excitation spectrum (24). 

The results of the present study are consistent with those 
derived in recent studies (10,13,14,16,24), where comparison has been 
made between the results obtained when the laser fields are quantized 
and photon-photon correlation are taken into account in the limit of 
high photon densities of the laser fields and when the laser fields 
are treated classically. As has been discussed in the literature 
(10,13,14,16,24), both treatments have their own merits and should be 
used whenever they are appropriate. However, only experimental 
observations will reveal with certainty which of the two treatments 
provi·des a more appropriate description of the problem under 
investigation. 

The present study has been recently extended (16) by considering 
the fluorescent spectra of the signal field arising from stimulated 
one-photon, three-photon and two-photon Raman processes for an atomic 
system consisting of a four level atom interacting with two strong 
laser fields and a weak signal field simultaneously; the interested 
reader is referred to the literature (16) for details. 
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ABSTRACT. The molecular decomposition pathways of >C - N02 and >N -

N02 bonds are one of the key primary steps in initiation of explosives. 

To study molecular decomposition pathways it is necessary to use ab
initio MRD-CI (multireference determinant-configuration interaction) or 
CASSCF (complete active space multiconfiguration SCF) calculations. 
Our preliminary beyond Hartee-Fock calculations had indicated that the 
wave function of nitromethane even in its ground electronic state at 
equilibrium geometry had two-determinant character with additional 
determinants becoming important along the CH 3 - N02 dissociation 

pathway. There is even more pronounced multideterminant character in 
the excited states. Our MRD-CI and CASSCF calculations on nitromethane 
and MRD-CI calculations on RDX and nitrobenzene confirm this multi
determinant character. The MRD-CI calculations on RDX were carried out 
both with localized orbitals and with canonical orbitals in the region 
of the >N-N02 bond being dissociated. The localized orbital approach 

was very promising and saved an order of magnitude of computer time. 
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,. INTRODUCTION 

The electronic potential energy surfaces along the dissociation path
ways of energetic compounds playa decisive role in determining 
subsequent events leading to decomposition and finally to detonation. 

The dissociation of >C - N02 and >N - N02 bonds of nitroexplosives 

are one of the key primary steps in initiation of explosives. The 
molecular decomposition pathways of the nitroexplosives and the initia
tion and subsequent steps in detonation would then be completely 
intertwined. To study molecular decomposition pathways it is necessary 
to use ab-initio MRD-CI (multireference determinant-configuration 
interaction) or CASSCF (complete active space multiconfiguration SCF) 
calculations. 

Quantum"chemical calculations beyond Hartree-Fock (which are 
single determinant SCF calculations) such as MC-SCF (multiconfiguration 
SCF) and/or MRD-CI (multireference determinant-configuration 
interaction) calculations are necessary to describe correctly the 
potential energy surfaces of dissociation pathways. Compounds contain
ing an -N02 group are even more complicated since R - N02 compounds are 

not describable properly as a single determinant wave function even at 
their equilibrium geometries in their ground electronic states. Our 
earliest beyond Hartree-Fock calculations on nitromethane, CH3N02, had 

indicated this multideterminant behavior.' Nitromethane has a two
determinant wave function even in its ground electronic state at 
equilibrium geometry. As nitromethane dissociates along the H3C - N02 

bond, even more determinants became Significant. 2 The electronically 
excited states have a mixture of a number of different determinants in 

2 different regions along the H3C - N02 dissociation pathway. 

When dissociating a >C - N02 or >N - N02 bond in a large 

nitroexplosive, it is logistically unfeasible computerwise to allow 
excitations from all occupied molecular orbitals. A number of years 

ago we derived and implemented an effective CI H~miltonian technique. 3 
In this method, the effect of all of the occupied molecular orbitals" 
from which excitations are not allowed are folded into the effective CI 
Hamiltonian. To within the '6 digit accuracy of the computer, this 
technique gives the same results as carrying out frozen core CI cal
culations in which excitations are not allowed from "frozen" occupied 
molecular orbitals. The great advantage of the effective CI 
Hamiltonian technique is that it is not necessary to transform the 
integrals over atomic orbitals to integrals over molecular orbitals for 
the occupied molecular orbitals which have been folded into the effec
tive CI Hamiltonian. It is this transformation which is the computer 
time and computer space limiting part of a CI calculation. Using this 
effective CI Hamiltonian it is very feasible to calculate "ionization 
potentials, electron affinities and excitation spectra for 
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large molecules based on conventional delocalized molecular orbitals 
using the canonical highest occupied and lowest virtual molecular 
orbitals. However, for dissociation of a group from a large molecule 
it is necessary to include explicitly in the CI calculations all of the 
occupied molecular orbitals in that region of interest (as well as the 
virtual orbitals in that region of space). We put forth the suggestion 

at the 1980 Canadian Theoretical conference 4 to use the effective CI 
Hamiltonian method for molecular decomposition by transforming to 
localized orbitals and using explicitly the localized molecular orbi
tals (both occupied and virtual) in the region of interest. 

We implemented that localized CI approach and used itS for MRD-CI 
calculations studying the >N - N02 decomposition pathway of RDX 

RDX-molecular sketch. 

Just as with CH3N02 , the wave function of RDX even at its equi

librium geometry was not a single determinant wave function. RDX has 
three nitro groups. Thus there are multideterminant contributions 
corresponding to the three nitrogroups. The potential energy surfaces 
of excited states along the >N - N02 decomposition pathway of RDX 

contain a multitude of determinants. 
For our initial MRD-CI study of the >C - N02 decomposition pathway 

of nitrobenzene, we used a slightly different approach. Since it is 
not unambiguous for an aromatic system how best to transform to local
ized orbitals, we used all of the canonical occupied molecular orbitals 
and virtual orbitals with major contributions in that region of space. 
Again, even in the ground state at equilibrium geometry nitrobenzene 
has a multideterminant wave function and the excited states contain 
major contributions from a multitude of determinants. 
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2. METHODS 

2.1. MRD-CI 

The MRD-CI (in this case. explicitly multi reference double excitation 
configuration interaction) method used was that of Peyerimhoff and 

Buenker 6 which was converted and adapted at the Johns Hopkins 

University to the CYBER 175. V CDC 7600. V CRAY 1M (CTSS)* and CRAY 

XMP-12- (COS). The general strategy of these MRD-CI calculations was 
first to run a small CI calculation (several hundred to z a thousand 
singly and doubly excited configurations relative to the SCF ground 
state). From the results of this smaller CI calculation. up to 20 most 
important configurations were picked as reference configurations. Then 
the singly and doubly excited configurations were generated relative to 
the reference configurations. An interaction selection energy 
threshold was selected. The energy contribution of each configuration 
(from the selected symmetry adapted functions. SAF's) was calculated by 
a perturbative procedure and all configurations contributing greater 
than a certain energy threshold were included explicitly in the larger 
MRD-CI wave function to be solved. After the CI calculations were 
carried out. the CI energy from the selected SAF's was augmented by E 
(extrapolated) perturbation calculations from the summation of .energy 
lowerings for rejected SAF's at two or more thresholds. This was then 
followed by a Davidson-type correction to account for the linked double 
excitations: 

ref 2 
E(full CI) = E(Ext) + (1 - I cp )[E(Ext) - E(Ref)] 

p 
E(Ref) Energy for only reference configurations. 

This Davidson type correction has the effect of making the MRD-CI 
calculation essentially size-consistent. (The definitions of the 
various energies used in the present ~rticle are consistent with those 

6 used by Peyerimhoff and Buenker. ) 

2.1.1. Nitromethane. The nitromethane calculations were carried out 
on a CYBER 175 and a CDC 7600. 

'V C. Chabalowski and P. C. Hariharan. The Johns Hopkins University, 
1982. with the collaboration of R. J. Buenker on visits to the Johns 
Hopkins University. 1981-1982. 

* M. van Hemert and P. C. Hariharan, The Johns Hopkins University, 1985. 

-v. Saunders, M. van Hemert and P. C. Hariharan, The Johns Hopkins 
University, 1985. 
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From the results of the small CI calculation, the nineteen most 
important configurations were picked as reference configurations. 
These were mostly the out-of-plane (n-type) orbitals with respect to 
the plane of the N02 group and in-plane (o-type) orbitals in the C-N 

bond (if the N02 group was perpendicular to two of the H atoms of the 

CH3 group). The virtual space was chosen to be complementary. Then 

all single and double excitations were generated relative to these 
nineteen reference configurations. For the CH 3- N02 decomposition 
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pathway, this typically generated -850,000 configurations. An interac
tion selection threshold of 0.000050 hartree was used. From the total 
number of symmetry adapted functions (SAF's) which were generated for 
each C-N distance (-850,000), approximately 4000 to 4200 SAF's were 
retained. 

The MRD-CI procedure described above was followed. 
Within the size of the core memory and disk space available to a 

user on the CYBER '75 and CDC 7600, on which these MRD-CI calculations 
on CH3N02 were carried out, it was feasible for us only to carry out 

the MRD-CI calculations with 66 atomic basis functions. A 9S5P atomic 

basis set contracted to 4s 2P was used on the heavy atoms and a 5s ,P 

contracted to 2s ,P was used on the H. 

2.1.2. RDX. The RDX calculations were carried out on a CDC 7600. RDX 
is quite a large molecule and on a CDC 7600 it was computationally 
intractable, both in terms of computer memory and time requirements, to 
carry out CI calculations for the entire molecule (although the new 
vector supercomputers with large core alleviate this problem to an 
extent dependent on core and peripheral resources). By localizing and 
focusing on the >N - N02 decomposition pathway, much important insight 

can be gained about how many and what kinds of potential energy sur
faces are involved, and to what types of product species they lead. 

First, ab-initio MODPOT/VRDDO/MERGE7- 9 SCF calculations were 

carried out on RDX at its equilibrium geometry,'O and then at various 
>N(1)- N(4)02 distances. These calculations were carried out with our 

own rapid and effective ab-initio Gaussian program, MOLASYS, into which 
we had long since incorporated as options desirable computational 
strategies for ab-initio calculations on large molecules: MODPOT - ab
initio effective core model potentials which permit the calculation of 
valence electrons only, explicitly yet accurately; VRDDO - a charge
conserving, integral size prescreening evaluation which decides whether 
an integral (or block of integrals) should be calculated explicitly 
(especially effective for spatially extended systems); and MERGE - to 
save and reuse common skeletal integrals. 

We had shown when we first described this ab-initio MODPOT/VRDDO 
method by extensive testing on 75 molecules carrying out ab-initio 
calculations using all-electron basis sets, the VRDDO procedure, the 
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ab-initio MOD POT procedure and the combined ab-initio MODPOT/VRDDO 
procedure, that there was excellent agreement of the ab-initio 
MODPOT/VRDDO results with the results of ab-initio all-electron cal
culations using the same valence atomic basis sets (and the same core 
atomic basis sets fbr the ab-initio effective core model potential). 
The gross atomic populations agree to within 0.02 e, the orbital 
energies agree to within 0.02 a.u., and agreement of the potential 
energy surfaces for isomer total energy differences or along a poten
tial energy surface was even better, 0.001 to 0.0001 a.u. What is just 
as significant is the savings in computer time. For nitrobenzene, 
which was the test case, the ab-initio MODPOT/VRDDO method was almost 
an order of magnitude faster than the corresponding ab-initio all
electron calculations. For larger molecules the ab-initio MODPOT/VRDDO 
method saves more than an order of magnitude depending on the size and 
shape of the molecule. Additional savings of greater magnitude accrue 
from use of the MERGE·technique. 

The Boys procedure 11 ,12 was applied to the unitary transformation 
from the canonical Hartree-Fock orbitals of the closed shell RDX 
molecule to localized orbitals. The occupied and virtual orbitals are 
localized independently. Mulliken population of localized orbitals has 
been used as a criterion of the localization. Then smaller size 
(several hundred to - a thousand) CI calculations were carried out 

along the ~>N - N02 decomposition pathway of RDX based first on canoni

cal delocalized orbitals located primarily on the >N - N02 fragment and 

then on strictly orthogonal localized orbitals on that fragment for 
both the ground state and for three excited states of RDX. 

From the results of this smaller CI calculation, the'nineteen most 
important configurations were picked as reference configurations. For 
the >N - N02 decomposition for delocalized occupied molecular orbitals 

of the order of 3 to 1000 symmetry adapted configurations (SAF's) were 
generated, and for localized orbitals of the order of 37,500 SAF's were 
generated. An interaction selection threshold of 0.000050 hartree was 
used. From the total number of symmetry adapted functions (SAF's) 
wh"ich were generated for each N(1)- N(4) distance approximately 2050 

(localized) to 3350 (delocalized) SAF's were retained explicitly for 
the MRD-CI calculations. 

2.1.3. Nitrobenzene. Since it is not unambiguous how to choose the 
best ~ay to localize molecular orbitals for an aromatic system, the 
MRD-CI calculations were carried out based on delocalized canonical 

molecular orbitals centered in the region of the ~>C - N02 bond being 

dissociated. 
Ab-initio SCF calculations were carried out 

along the >C - N02 dissociation pathway. There 

molecular orbitals (32 occupied and 18 virtual). 
used conventional delocalized molecular orbitals 
calculations took into account explicitly all of 

for nitrobenzene 
were a total of 50 

For this study, we 
and for the MRD-CI 
the occupied molecular 
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orbitals in the region of the )C - N02 bond (15 occupied molecular 

orbitals) and folded the other 17 occupied orbitals into an effective 
CI Hamiltonian and used 18 virtual orbitals. So far we have 

1131313 investigated the Al , A2, A2, Bl , Bl , B2, B2 states. 

2.2. CASSCF 

The CASSCF method used was that of Roos and Siegbahn13 - which at the 

Johns Hopkins University was converted and adapted# to the CRAY-1M. 
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The CASSCF method is an MCSCF procedure which uses the concept of a 
complete active space. Within the core memory and disk space available 
to a user at the time these calculations were run, it was feasible for 
us to carry out the CASSCF calculations along the CH3N02 decomposition 

pathway with a 9S5P basis contracted to 4s2P on the heavy atoms and a 

4s contracted to 3s basis on H; 4g basis functions. Since then, we 

have been able to carry out larger basis set calculations, g25Pl d on 
s p d s p the heavy atoms contracted to 4 2 1 and a 4 1 basis contracted to 

2s 1P on the H; 82 basis functions for the equilibrium geometry of 
CH3N02• 

A plane of symmetry perpendicular to the plane of the N02 group 

was used in the calculation. Of the seven active orbitals, three 
symmetriC and two antisymmetric orbitals were in the active space and 
two symmetric orbitals were in the virtual space. 

3. RESULTS AND DISCUSSION 

3.1. Nitromethane 

3.1.1. MRD-CI Calculations on the Ground and Three Electronically 
Exclted States Along the CH3 "- N02 Decomposition Pathway of 

Nitromethane. A plot of the five highest occupied and five lowest 
unoccupied molecular orbital energies (labeled with their symmetry 
character) vs. CH3 - N02 distance is presented in Figure 1. At 

equilibrium geometry the first HOMO is out-of-plane (~-like) on 01' 

02and the first LUMO is out-of-plane (~*-like) on N, 01' 02. The 

second HOMO is C-N(o) and the second LUMO is C-N(o*). At a C-N dis
tance of -3.8 a.u., the first HOMO becomes C-N(o) and the first LUMO 
becomes C-NCo*), while the second HOMO is now out-of-plane (~-like) 

'M. Hotokka and P. C. Hariharan, The Johns Hopkins University, 1984. 
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on 0" 02 and the second LUMO is out-of-plane Cn*-like) on N, 0" 02. 

This plot indicates that there is a major crossing of molecular orbi
tals, both in the occupied space and in the virtual space. 

1010 ENERGY 

[0 U 1 CH3N02 - MO ENERGY VI Rc _ N 

. 4 

c",II;t"s (a · ) 

; ?k I .s 
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-s 

-4 

-I 

EQUILIII'IUM 
GEO"",[TIIl' 

2 .3 Z.I :s l l • 43 41 'l ,I IS, 
RC_N[au] 

Figure 1 

The total number of configurations generated, the selection and 
the number of configurations included explicitly in the MRD-CI calcula
tions are presented in Table I. (All tables are collected at the end 
of this article). 
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A plot of the SCF and various levels of CI energies vs. CH3N02 
distance for the ground state are plotted in Figure 2. 

Figure 2 

:

EICII 

___ ...... ElEXTI 

___ .... EIFUL'I 

In Table II are presented the coefficients and the explicit chemi
cal character of the most important configurations in the ground state. 

It can be seen that even in the ground electronic state that the 
2 2 2 2 (w-like) + (w*-like) [H1(01 02: pz) + L1(N0102: pz) ] remains a 

contributor all the way oat to the decomposition asymptote. A number 
of additional contributions also become important along the CH3 - N02 

dissociation pathway. Major among these are sigma-type: 

(C-N: 0)2 + (C-N: 0*)2 

and (C-N: 0) + (C-N: 0*) 

There are a wide variety of configurations contributing to the 
electronically excited states all along the CH3 - N02 decomposition 

pathway. (For details of the configurations and their coefficients see 
reference 2). 
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These results indicate the complexity of multideterminant 
electronic configurations to be expected along the >C-N02 decomposition 

pathways of all nitrocompounds, including the larger energetic 
nitrocompounds. 

3.1.2. CASCCF Calculations on the Ground State Along the CH3 - N02 
Decomposition Pathway. Again, even at the equilibrium geometry, the 

contribution of the (;-like)2 ~ (n*-like)2 contribution is apparent. 
Also, there is a complexity of contributions from additional configura
tions along the CH 3 - N0 2 decomposition pathway. 

The CASSCF results show the complex multideterminant nature of the 
ground state as indicated by the MRD-CI results. 

Again there are a wide variety of configurations contributing to 
the electronically excited states all along the CH3 - N02 decomposition 

pathway. (For details of the configurations and their coefficients see 
reference 2). 

3.2. RDX - MRD-CI 

The ab-initio MODPOT/VRDDO/MERGE SCF calculations were carried out for 
RDX as a function of >N(1)-N(4) distance. The ab-initio effective core 

model potential (MODPOT) basis set gave 66 molecular orbitals, of which 
42 molecular orbitals are doubly occupied. A plot of even just the 9 
highest occupied and 5 lowest unoccupied molecular orbitals of RDX as a 
function of N(l)- N(4) distance, Figure 3, indicates that there is 

considerable level crossing which further complicates the problem. 
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The RDX orbitals were well localized upon Boys localization. 
Occupied orbitals are practically localized on the two center bonds or 
on lone pairs on the oxygen atoms. Virtual orbitals are localized on 
the two center bonds or, in some, cases, on the three center 
ni trogroups • 
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Since we have a set of localized orbitals, the extraction of 
orbitals belonging to the chosen part of the molecule is a very easy 
task. Twelve occupied orbitals are involved in the electronic descrip
tion of this area. In the case of virtual orbitals, we have chosen 
eight orbitals. Because of the inadequate description of the virtual 
orbitals from the MODPOT basis (which is minimal), we have extended 
this space by high lying C-H orbitals. This choice gives us the 20 
active orbitals space with 12 doubly occupied. 

MRD-CI calculations have been performed for different choices of 
reference functions and have been carried out for the ground and three 
low lying excited states. Table III presents results for the ground 
state at equilibrium geometry. The first three columns contain results 
for the localized-orbitals space (20 active orbitals), while the next 
two contain calculations for a bigger (34 orbitals), but intuitively 
chosen canonical delocalized space. This bigger space has been 
selected from the canonical orbit~ls set for a good description of the 

part. The results indicate that the orbital space for the localized 
orbitals is a good choice of space in the "localized" case, where the 
calculated correlation energy is even bigger than in the "delocalized" 
space. It indicates a very good choice of localized orbitals, that 
seems to lead to the best saturated space in the region of 

within our 66 orbital space. The reduction of the number of "active" 
orbitals has the consequence of decreasing the computational time by an 
order of magnitude; because of the excellent localized orbitals, the 
reduction in the size of the space needed for the CI calculations has 
resulted in a decrease of CPU time of almost an order of magnitude 
compared to conventional CI calculations using canonical orbitals. 
There is a very systematic (and corresponding to chemically intuitive) 
choice which is possible within a localized space. 

Table IV, which presents the coefficients and molecular orbital 
character of the ground electronic state of RDX along the N(l)- N(4) 

dissociation pathway, indicates the complexity of the multiconfigura
tion character. Determinants in addition to those important at the 
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equilibrium distance become important along the N(1)- N(4) dissociation 

pathway. 
Remarks on the correlation energy and multideterminant character 

for excited states remain similar to those for the ground state, with 
even more multideterminant character in the excited states. 

3.3. Nitrobenzene - MRD-CI 

As with the dissociation of other >C - N02 or >N - N02 compounds, there 

is a crossing of molecular orbitals along the dissociation pathway 
(Figure 4). 

W(K.f:CULAilt 
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£NtfllO,," 
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MoLECULAR ORBITAL ENERGIES (a.u.) FOR 

N,TROBENZENE AS A FUNCTION OF Re. (l.uJ 

6b. (n) 

6b, (n') 

4b(;.) 

381' (n1 

178 , (0) 

.. 

18a , (0) 

10b. (0) 

• 

Figure 4 

Our results on the 1A1 , 1A2 , 3A2 , 1B" 3B" 'B2 and 3B2 (Figure 5) 

show a wealth of structure in the potential energy surfaces for the 
various electronic states of nitrobenzene as a function of >C - N02 

distance. Both the 'A2 and 3A2 states are predissociative and both 

change dominant configuration at least twice along their potential , 
energy surfaces. The B, state is predissociative and changes dominant 

configuration at least once along its potential energy surface. The 
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3B, state is very slightly predissociative changing dominant configura

tion at least once along its potential energy surface. The 'B2 and 3B2 

surfaces are predissociative each changing dominant configuration at 
least twice along their potential energy surfaces. We are continuing 
these investigations to identify the structures of the higher roots. 

N,TROBENZENE M'lO-<::I EXTRAPOLATED a ENERGIES Ca.u.) vs 1\. Ca.u.) 

MINIMAL BASIS 

2. ,. ',0 .. • 

Figure 5 

,. 

4. CONCLUSIONS 

Both the MRD-CI and CASSCF calculations on CH3N02 verify our earlier 

preliminary GVB and MCSCF/CI results of the multideterminant character 
of even the ground electronic state of CH3N02 at its equilibrium 

geometry and indicate the character of the additional configurations 
that become important along the CH 3 - N02 decomposition pathway of 

nitromethane. This will be a general phenomenon for the >C - N02 

decomposition pathways of all nitrocompounds, including the higner 
energetic nitrocompounds. 

The MRD-CI calculations of the decomposition pathway of the ex
cited states of CH 3N02 also indicate the complexity of electroni~ 

configurations to be expected along the decomposition pathways of 
excited states of >C - N02 compounds. 

The MRD-CI calculations along the decomposition pathway of 
nitromethane were carried out with medium size atomic basis sets 
(including some polarization functions) limited by the available memory 
and disk restrictions. However, the basis set used for the MRD-CI 
calculations was sufficiently large that the identification and charac
terization of the multideterminant character and the conclusions will 
remain unchanged. 

Likewise, the CASSCF calculations along the CH3 - N02 decomposi-

tion pathway were carried out with medium size atomic basis sets. A 
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recent calculation at the CH3N02 equilibrium geometry was made with a 

larger basis set including some polarization functions on both the 
heavy atoms and on hydrogen. Additional disk space now available will 
permit even larger basis set CASSCF calculations. However, again the 
basis sets used for the CASSCF calculations along the CH 3 - N02 decom-

position pathway were sufficiently large that the identification of the 
multi determinant character and the conclusions will remain unchanged. 

The MRD-CI calculations presented for the RDX molecule can be 
looked upon as a first step towards solving some correlation problems. 
The localization approach has several advantages: not only does it 
allow one to choose the proper orbital space, but it is also very 
helpful in the later handling of molecular wave functions. The major 
advantage is the ability to adopt intuition based upon chemical bonds, 
lone pairs, etc. In spite of our encouraging results, we are aware of 
problems which can arise in particular cases. Highly symmetrical 
systems or special chemical compounds (for example those with strong 
conjugation effects) can cause many problems. Nevertheless, even poor 
localization (localization on more than two centers, coupling between 
distant chemical groups, etc.) is still useful in distinguishing local
ized regions in a molecule which may not be as obvious as in the case 
of RDX. 

The treatment of correlation connected with a portion of a 
molecule has the same requirements as a treatment of whole molecules 
with the same number of electrons as the portion being considered. The 
main advantage seems to be translation from the big molecule problem 
(RDX 42 electrons) to the moderate problem (>N - N02 part, 12 

electrons). Especially when CI methods are used, it can help to solve 
the size consistency problem. 

For these test calculations on RDX, only a minimal (but well
balanced) MODPOT basis set was used. We are aware that this is not a 
sufficient basis set representation. We will be carrying out similar 
calculations with larger basis sets on the newer supercomputers to 
which we now have access. 

The use of localized orbitals in an MRD-CI calculation holds 
promise especially for investigating the potential energy surfaces for 
decomposition pathways of small groups dissociating from large 
molecules (or adding to large molecules). The size of calculations we 
carried out in this present research was the limit of what was feasible 
with the core memory and disc space available to a user on the CDC 
7600. 

The MRD-CI calculations on nitrobenzene indicate a wealth of 
structure in the potential energy surfaces especially of the excited 
states. All of the excited states exhibit predissociative character 
some changing dominant configuration several time along the >C - N02 

dissociation pathway. Thus all of these excited states can dissociate 
to products with kinetic energy which may be significant in initiation 
of processes leading to detonation. 
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Table II 
CH3NOZ STATE 1 (GROUND STATE) MRD-CI 

r(C-N) DESCRIPTION CZ 

Z.3 GS .90 
Z 

H1(010Z: PZ) -+ ( . Z Ll N01 OZ· P Z ) .OZ 

Z.8 GS .89 
Z 

H1 (010Z: PZ) -+ L1 (N010Z: PZ)Z .OZ 

3.3 GS .89 
Z 

H1 (010Z: PZ) -+ Ll (N010Z: PZ) 
Z .OZ 

MO' S SWITCH 
3.8 GS .87 

Z 
H2(0102: PZ) -+ LZ(N010Z: pz)Z .01 

Hl(C-N: a)2 -+ Ll (C-N: a*)2 .01 

H1(C-N: a) -+ Ll (C-N: a*) .01 

4.3 GS .82 

H1(C-N: a)2 -+ Ll (C-N: a *)2 .04 

H1 (C-N: a) -+ Ll(C-N:a*) .03 
· 2 H2(0102' Pz) -+ L2(N010Z: pz)Z .01 

4.8 GS .75 

H1 (C-N: a)2 -+ Ll (C-N: a*)2 .07 

H1 (C-N: a) -+ Ll (C-N: a *) .06 
2 

H2(010Z: pz) ... ( . 2 L2 N01 °2, P z } .01 

5.3 GS .65 

H1 (C-N: a)2 -+ Ll (C-N: a*)2 .12 

H1 (C-N: a) -+ L1 (C-N: a*) .11 

H2 ( 01 °2: P z ) 2 -+ L2 (N01 °2: pz)2 .01 

5.8 GS .56 

H1(C-N: a)2 -+ Ll(C-N: a*)2 .16 

H1(C-N:a) -+ Ll(C-N: cr*) .15 
· )2 H2 (°1°2. Pz -+ L2 (N01 °2: pz) 2 .006 

6.3 GS .49 

Hl(C-N: a)2 -+ Ll (C-N: a*)2 .20 

H1 (C-N: a)2 -+ Ll (C-N: a*) .15 
· 2 HZ(0102' pz) -+ L2(N010Z: pz)2 .005 
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ABSTRACT. Detonation pressures and detonation velocities are governed 
by the crystal densities (gms./cc.) of explosives. Our approach to 
predicting optimal crystal-packing and crystal-structure parameters is 
based on ab-initio potential functions from nonempirical ab-initio 
calculations of smaller molecular aggregates (monomers, dimers, 
trimers, etc.). The total SCF interaction energies are partitioned into 
the different components, and then these components are fit 
individually to functional forms or when necessary recalculated or 
estimated explicitly for certain interaction components for each 
different unit cell dimension change. The CRYSTAL-JHU program, given 
the crystal symmetry, allows us to vary and optimize the crystal
structure parameters. The agreement of our calculated unit cell 
dimensions of nitromethane (CH3N02) and of RDX with experiment was 

excellent, within 1 to 2.8%. 
Most recently, we have derived and implemented and tested a 

program POLY-CRYST for ab-initio SCF calculations on crystals and 
polymers. 

1. INTRODUCTION 

To be able to predict crystal densities even for completely 
hypothetical compounds is of interest. While there are empirical 
methods to predict crystal densities, these methods depend only on 
the number and type of fragments or groups. These empirical methods 
are incapable of predicting differences in crystal densities between 
various position isomers of the same molecule. These empirical methods 
for crystal densities are also utterly incapable of predicting crystal
structure arrangements. 

*Fellow by Courtesy, The Johns Hopkins University, Permanent Address: 
NRL, Washington DC 20375. 
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Thus we embarked several years ago on a project to calculate 
optimal crystal-packing and crystal-structure parameters based on ab
initio SCF calculations plus calculations of dispersion energy 
contributions. There had been previous calculations on crystals using 
empirically derived potential functions. Most often these calculations 
were carried out for the lattice energies at the experimentally 
determined crystal structure. However, these empirical methods depend 
on a very large number of empirical parameters which must be determined 
from the experimental crystal structures of similar molecules. For new 
hypothetical molecules, such experimental data are lacking. 

Hence, we initiated a major program to predict crystal densities 
and crystal-structure parameters from potential functions derived from 
ab-initio calculations. 

Our approach, aimed at evaluating the intermolecular interactions, 
such as in polymer propagation and in molecular crystals, and at 
analyzing the optimal crystal packing is based on nonempirical ab
initio calculations for smaller molecular aggregates (monomers, dimers, 
trimers, etc.), partitioning the total SCF interaction energies into 
the different components and then fitting these components individually 
to functional forms or when necessary recalculating or estimating 
explicitly for certain interaction components for each different unit 
cell dimension change. 

For this current research we derived and implemented a complete 
program, including higher-order terms where necessary, and including 

special features necessary only for calculation on Crystals l ,2. For this 
current research we also derived and implemented a complete CRYSTAL-JHU 
program which, given the crystal symmetry, allows us to vary and 

optimize the crystal-structure parameters 3,4. 
Since this is a pioneering study using such Dotential functional 

forms fitted to energy partitioned a -initio all-electron SCF or ab
initio MODPOT/VRDDO/MERGE SCF wave functions, we investigated carefully 
such aspects as the comparison of the various intermolecular 
interaction terms calculated from the potential functions compared to 
those calculated by ab-ini-tio all-electron wave functions. We also 
investigated for the CRYSTAL-JHU program how many surrounding unit 
cells had to be included for energy convergence. 

For our first test on predicting unit cell dimensions for an 
energetic nitrocompound, we investigated the crystal of 
nitromethane, CH 3N02• An experimental crystal structure had previously 

been deter,mined. We calculated the intermolecular interactions for 
CH3N02 at more than 50 geometries, partitioned the interaction 

energies, and fit these to functional forms 4• We then minimized the 
crystal energy with respect to unit cell dimensions. The agreement of 
our calculated unit cell dimensions with experiment was excellent. 

Thus, we fulfilled successfully our goal of being able to optimize 
theoretically crystal unit cell dimensions to within -2-3% using 
potentials derived from our partitioned ab-initio MODPOT/VRDDO 
calculations. 
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Furthermore, our method fits the partitioned ~ESCF results to 

atom-class - atom-class potential functions, which enables a general 
library of such potential functions to be built up for the molecular 
classes of interest. 

2. METHODOLOGY 

2.1 Intermolecular Interactions 

The stabilization energy (per mole of molecules) ~EA in the crystal or 

in a molecular complex system with a number of other molecules or 
molecular parts can be estimated reliably from: 

all other molecules 
I ~EAB 

all other molecules' 

B 
I ~EABC + 

C-B 

where ~EAB' ~EABC are the two- and three-body interaction energies. 

The value of this approach is that these ab-initio atom-class -
atom class potential functions can be derived from smaller molecules 
containing the necessary structural features. 

2.1.1 Nonempirical Two Body SCF Interaction Energy. The nonempirical 
two~body interaction energy 

E(l) + E(l) (2) (2) 
EL EX + EIND,LE + EIND,CT 

124 has been decomposed ' , into the electrostatic E~~) , 
(2) 

classical long range EIND,LE' 
contributions. 

(2) 
and short range EIND,CT 

(1) 
exchange EEX ' 

induction 
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2.1.2 The Electrostatic Term. In addition, the electrostatic term has 

been partitioned into short-range penetration E~~~PEN and a long-range 

multi pole term E~~~MTP estimated within atomic multipole approximation. 

For this term we use, q, ~, 0 - the cumulative atomic monopoles, 
dipoles, and quadrupoles derived directly from the ab-initio wave 
function. 

We calculate this electrostatic term up through quadrupoles. 
The electrostatic long-range multi pole terms are one of the 

dominant contributions to intermolecular interaction energies between 
molecules which have strong intramolecular charge redistribution. Our 
treatment of this contribution includes explicitly the influence of 

anisotropy. We have recently shown5 that the electrostatic term is the 
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dominant contribution to anisotropy. Since we calculate this term 
explicitly, we take into account the anisotropy of intermolecular 
interactions. 

2.1.3 Short Range Contributions 

All short range contributions from 
. (1) (1) 

calculations, l.e., EEL,PEN' EEX ' 
functional of the type: 

E = L L 
ad be:B 

(1) (1) (2) 
EEL,PEN' EEX ' and EIND,CT 

ab-initio intermolecular SCF 
(2) 

and EIND,CT are then fitted to a 

where Rab denotes the interatomic distances between atoms belonging to 

both interacting molecules A and B, and a, 6, and Y constants are 
fitted to reproduce the nonempirical ab-initio values of the 
interaction energy components. 

2.1.4 Long Range Two-Body Induction Term. Since long range induction 
energy terms are not additive (but only the electric field due to 
surrounding molecules is additive) the long range two-body induction 

term E(2)AB is approximated as: 
IND,LE 

where aa and ab denote the atomic polarizabilities (fitted to reproduce 

(2)AB +B+A +A+B 
nonempirical ab-initio values of E1ND,LE where Ea or Eb correspond 
to the electric field calculated within the atomic multipole expansion: 

E~+B = L[qbRIRI-3 - ~bIRI-3 + 3(~·R)RIRI-S - 2(S.R)IRI-S + 

b B 

+ SR(R.S.R)IRI-7 

2.1.4.1 Atomic Multipole Approximation of Electric Field. To evaluate 
the two- and three-body induction energy from approximate formula based, 
on atomic polarizabilities a, one has to calculate an estimate for the 

values of electric field (E:+A)2 or (E~+B)2 created by one molecule on 
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the atom of other interacting molecules. This can be achieved within 
the atomic multipole approximation: 

L [qbRIRI-3 -~bIRI-3 + 3(~b·R)RIRI-5 -2(e.R)IRI-5 + 

b£B 

...... - ... 1 1-7 + 5R(R·e·R) R 

This approximation was tested by calculating the exact value of 
the electric field and comparing with the corresponding estimates in 

... 2 ... 2 ... 2 
monopole (E ) , dipole (E ) , and quadrupole (E e) approximation. q qlJ qlJ-
The results showed that atomic quadrupoles are essential to obtain 
satisfactory estimates of the electric field value. 

2.1.4.2 Atomic Polarizabilities. We obtain a consistent set of 
atomic polarizabilities a by fitting these to the explicitly calculated 

(2) 
values of EIND,LE from the partitioned ab-initio SCF calculations 

against the electric field contributions. 

2.1.5 Three Body-Interaction Energy. According to recent studies,6,7 
the three-body interaction energy is 'dominated by the corresponding 
long range induction term: 

!lEABC '" E(2)ABC 
IND,LE 

which is estimated in our approach using the same a values as in the 

E(2)AB two-body term. 
IND,LE 

2.1.6 The Second Order Two-Body Dispersion Contribution 

2.1.6.1 Semi-Theoretical Evaluation of Dispersion Energy. Up until 
now, we have estimated this semi theoretically from the expression: 

E(2)AB 
IND,LE - L L 

ad b£B 

where c constants were fitted to reproduce the nonempirical aa 

dispersion energy values from studies of C. Huiszoon and F. MUlder8 , B. 

Jeziorski and M. van Hemert,9 and H. Lischka. 10 

2.1.6.2 Nonempirical Evaluation of Dispersion Energy. We have now 
written a more rigorous program for calculating the dispersion energies 
based on perturbation-variation approach. 
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2.1.6.2.1 Second Order Perturbation Expression. The dispersion term 
not included in the ~ESCF interaction energy could be evaluated from 

the classical second order perturbation expression: 

(2) EDISP 

'" '" 
occ occ vac vac 

4 I I I I <iklj~>2 I (E i + Ej - Ek - E~) 
iEA jEB kEA ~EB 

where sum-over-states includes all singly exci ted configurat"ions i~k 
and j~~. 

Expanding molecular integrals <iklj~> in LCAO MO expression: 

AO AO AO AO 
<iklji> = I I I I 

rEA sEB tEA vEB 

In all previously published calculations of this kind the monomer wave 
functions A. , Akt , B. , and Bn have always been evaluated in monomer lr JS ~v 

basis sets. However, this yields' significantly underestimated 
dispersion energy values as the number of vacant MO's (and therefore, 
singly excited configurations) is usually too small (especially in 
minimal and even extended basis sets). 

2.1.6.2.2 Variation-Perturbation Approach. Much better results could 
be obtained in the variation-perturbation approach proposed by 

Jeziorski and van Hemert9 where the monomer wave-functions have been 
evaluated in dimer basis set. It could be demonstrated (Sz. Roszak -
who is a visiting scientist ~ith our group at JHU) that the above 
mentioned approach is eqivalent to the use of formula with molecular 
integrals <iklj~> expanded in dimer basis set AB: 

AO AO AO AO 
I I I I 

rEAB SEAB tEAB VEAB 

Such an approach allows consideration of many more vacant orbitals 
and leads to obtaining better dispersion energy estimates than within 
the classical formula. 

Both formulas have been coded and the first (classical) formula 

has been tested against values given by Kochanski. 11 
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2.2 Crystal-JHU 

The CRYSTAL-JHU program calculates: 

lattice 

112 

B 

optimizing 12 parameters determining the crystal structure within the 
assumed space group using the ~EAB described above. 

2.3 POLY-CRYST - A Program For Ab-Initio Crystal Orbitals and Polymer 

Orbi tals 12 
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2.3.1 Major Features. This technique permits one to calculate ab
initio quantum chemical crystal orbitals and polymer orbitals making 
use of the translational symmetry in a crystal and translational and/or 
translational-rotational symmetry in a polymer. 

Main features of the ab-initio SCF portion of the crystal orbital 
part of the program method: 

Fully ab-ini tio 
Full use of translational symmetry 
Analagous to molecular Hartree-Fock-Roothaan method 
No theoretical problems in approaching Hartree-Fock limit 

(All numerical difficulties can have arbitrarily strict 
convergence criteria) 

General in 1, 2 or 3 dimensions 
Differences from the ab-initio SCF molecular method: 
Periodic Gaussians replace Gaussians in basis set 
Additional quantum number present in orbital description 
Gross atomic orbital populations and total overlap 
populations in molecule refleQt influence of surrounding 
molecules 

In the basic POLY-CRYST program itself we have meshed in as an 
options the desirable computational strategies we had derived over the 

years for ab-initio calculations on large mOlecules 13- 15 • These 
strategies include: ab-initio effective core model potentials (MODPOT) 
which enable calculations on valence electrons only explicitly, yet 
accurately; a charge c0nserving integral size prescreening evaluation 
(which we named VRDDO - variable retention of diatomic differential 
overlap) which decides if an integral (or an block of integrals) is 
larger than a predetermined threshold and thus should be calculated, 
especially effective for spatially extended molecules and molecular 
systems; and an efficient MERGE technique to save and reuse common 
skeletal (or other) integrals. Thus for the calculation of the 
integrals for construction of the Fock matrix in the basic POLY-CRYST 
program we already calculate all integrals explicitly that wilt be 
larger than a certain thresAold. Our particular VRDDO method of 
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prescreening cuts down enormously on the number of integrals which must 
be calculated. 

2.3.2 Problem Definition. As an electron moves in the periodic 
potential of the crystal, the difference between unit cells is only due 
to the phase difference. This can be introduced into our formalism 

-+ -+ 
-ik·R . along with the periodicity by introducing phase factors of e lnto 

our functions. It is not convenient to deal directly with a continuous 
variable in our calculations. In practice we evaluate the crystal 

-+ 
properties on a mesh of discrete k points which can be as fine as 
necessary to display all the features of the band structure. 

The form of our periodic basis function is now: 

-+ 
where R runs in principle over all lattice vectors of the crystal. 
Only cells with interactions above our threshold must be included. 

The form of the answer is: 

where N is the number of cells and B is the size of the basis set in 
-+ 

the primary unit cell. The k dependence is indicated by subscripts on 
-+ 

$ and c. The variation within k is smooth. This band holds 2N 

electrons, so the normalization of I~ gives the correct number per unit 

cell. 

2.3.3 Hartree-Fock Crystal Orbital Equations and Matrix Elements. The 
Hartree Fock crystal orbital equations are: 

H -+ C -+ = E -+ S-+C -+ nk nk nk k nk 

in matrix form. 

2.3.4 Logic of Crystal Orbital Program. 
Step 1. Generation of lattice vectors 'from cell parameters and cell 

Step 2. 

Step 3. 

selection criteria. 
Calculation of real-space one-electron integrals for all 
cases where one function is in the primary unit cell. 
Calculation of real-space two-electron integrals for all 
cases where one function is in the primary unit cell. 
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.. 
Step 4. For each k-point, obtain the integrals for the periodic basis 

Step 5. 
Steps 6-9 
Step 6. 

Step 7. 
Step 8. 
Step 9. 

functions. The pieces from different cells must be collated 
and phase factors introduced. .. 
Input initial coefficients and k-occupation. 
are SCF cycle 
Form density matrix by 3-dimensional numerical integration .. 
over k. .. 
Form Fock matrix for each k. 
Diagonalize each Fock matrix. 
Obtain new coefficients, test for convergence and do 
bookkeeping. 

2.3.5 Additional Program Features 

2.3.5.1 Population Analysis. The results of the population analyses 
give the gross atomic charges on the atoms and the total overlap 
populations TOP's between atoms (both intra- and intermolecular). 
These TOP's indicate whether the intramolecular bonding is strengthened 
or weakened when a molecule is placed in a crystal or polymer. These 
TOP's also indicate the strength of intermolecular bonding. 

2.3.5.2 Properties Package. These calculate atomic and molecular 
multipole moments which are important in intermolecular interaction. 

2.3.5.3 Possible Long-Range Corrections. Ab-initio SCF calculations 
on molecular solids differ somewhat in character from ab-initio 
calculations on covalently bound solids such as inorganic ionic solids 
and metallic solids. 

In neutral molecular solids, however, there are at most only small 
intramolecular charge redistributions, and thus the long-range behavior 
of ionic or metallic solids is not expected to be a problem for 
molecular solids. We plan to investigate this problem, and if long
range terms have to be included, we will explore using strategies 
sim~lar to the multipole-multipole and multi pole-induced multipole 
techniques we developed for ab-initio atom-class - atom class potential 

functions. 4 

3. RESULTS AND DISCUSSIONS 

3.1 CRYSTAL-JHU 

Our test calculations gave encouraging unit cell parameters agreement 
with experiment (N2 - within 7%; CO2 - within 1%). 

Nitromethane, CH3N02, was the first energetic molecule for which 

we have tried to optimize the crystal unit cell dimensions. 
We carried out ab-initio MODPOT/VRDDO SCF calculations for the 

CN3N02 dimer for 46 different orientations and intermolecular 
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We carried out ab-initio MODPOT/VRDDO SCF calculations for the 
CN3N02 dimer for 46 different orientations and intermolecular 

geometries of the CH 3N02 dimer. These ab-initio intermolecular SCF 

calculations were corrected for the bases set superposition error 
BSSE16 ,17. 

[BSSE, the basis set superposition error, is due to not having 
very large completely saturated atomic basis sets. The majority of the 
BSSE arises from inadequate description of the inner shells which are 
heavily energy weighted - but these inner shells play virtually no role 
in chemistry or in intermolecular interactions. Our ab-initio MODPOT 
method turns out to have very little BSSE compared to conventional ab
initio all-electron calculations including inner shells. Thus, our 
MODPOT method is well suited for calculations of intermolecular 
interactions. ] 

The results from CRYSTAL-JHU for the optimized unit cell 
4 parameters for CH3N02 are in excellent agreement with 

. t 18 experlmen , 
A calc.); b = 
A calc.)]. 

a(2.7%), b(1.3%), and c(3.7%) [a = 5.1832 A expt. (5.039 
6.2357 A expt. (6.153 A calc.); c = 8.5181 A expt. (8.198 

Next, we investigated optimizing unit cell parameters for the 
nitroexplosive RDX 

RDX-molecular sketch. 

For RDX we used atom-class - atom-class potential functions derived 
from CH3N02 for the short range potentials, calculated the 

electrostatic and induction terms explicitly using our calculated wave 
function of the isolated RDX molecule, plus the semi-theoretical 
estimate of the dispersion contribution. The great advantage of our 
method for calculating intermolecular interaction energies is that for 
the larger ni,troexplosi ves it is only necessary to calculate the wave 
function of the single isolated molecule (from which to calculate 
explicitly the electrostatic and induction energies) and is not 
necessary to calculate the wave function of pairs or triads of these 
large molecules at many different geometries. 

We used the experimental crystal symmetry of the RDX 

mOlecule,19 and our ab-initio MODPOT/VRDDO calculations for the RDX 
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20 molecule • Our CRYSTAL-JHU results for optimizing the unit cell 
parameters of RDX were very encouraging. The agreement with experiment 
was most gratifying, to better than 1%. 

3.2 POLY-CRYST 

The POLY-CRYST program has been tested for H2 in a linear chain and, as 

a severe test of the numerical convergence of the program at large 
distances, for H2 in a fictitious crystal with one H2 per unit cell and 

a lattice translation of 50 A. 

For the latter problem we used 27 unit cells and 27 k pOints and 
our customary ab-initio basis set for H used in our ab-initio 
MODPOT/VRDDO calculations on molecules. 

The total energy per H2 molecule in this crystal should be just a 

little lower than the total energy of the isolated H2 molecule. The 

EHOMO of H2 in the crystal should be a little higher and the energy of 

the ELUMO should be a little lower than the corresponding eigenvalues 

for the isolated H2 molecule. 

The results for the isolated H2 molecule and the POLY-CRYST 

results on the H2 crystal described above (even in this severe case 

with a lattice translation of 50 A) in total energies (Table I) and in 
eigenvalues (more detailed results in reference 12) show that the above 
behavior is followed. 

We also tested the POLY-CRYST program for a linear chain of H2 

molecules, 9 cells, 3 A apart. In figure 1, EHOMO and ELUMO are 

~ 

plotted as a function of k. 
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Energies 

(a.u. ) 

EHOMO 
ELUMO 

ETOTAL 

J. J. KAUFMAN ET AL. 

TABLE 1. 

POLY-CRYST TEST 

H2 27 UNIT CELLS 
.. 

27 k POINTS 

LATTICE TRANSLATION LENGTH 50 A 

H2 Isolated 

Molecule 

-0.586167 

+0.612240 

-1.121794 

H2 POLY-CRYST 
.. 

27 Unit Cells 27 k Points 
k x 

o +1 -1 

-0.592234 

+0.612240 

-1.12256 

-0.589279 

+0.612241 

-0.589279 

+0.012241 
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4. CONCLUSIONS 

4.1 CRYSTAL-JHU 

H. molecli. 
(r H_H:0.746A) 

9 cells, 
3 A apart 
linear chain 

-0.627006 

0.849 

10 20 

k ... 
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0.8 

0.7 

0.6 

0.5 

Figure 1 

-03 

-0.4 

-0.5 

-0.6 

What is very valuable is that, since we derive atom-class - atom-class 
potentials, these results now enable us to start to build up a library 
of potentials, such as involving compounds with N02 groups. 

The largest amount of computational research which goes into an 
approach of this sort is the initial building up of the library of 
atom-class - atom-class potential functions. We are investigating 
further the optimal basis set balance, integral thresholds, etc., for 
intermolecular interactions involving nitrocompounds. 

The CRYSTAL-JHU method was proven capable of optimizing the unit 
cell parameters of CH3N02 in excellent agreement with experiment using 

the atom-class - atom-class potential functions for the short range 
potentials derived from a large number of intermolecular calculations 
on CH3N02 plus explicit calculation of the electrostatic and induction 

terms derived from the wave function of an isolated CH3N02 molecule 

plus a semi-theoretical estimate of the dispersion term energy. 
What is even more encouraging is that for RDX the CRYSTAL-JHU 

method for optimizing unit cell parameters gave excellent agreement 
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with experiment, using the atom-class - atom-class short range 
potentials derived from CH3N02, plus explicit calculation of the 

electrostatic and induction terms derived using the wave function of an 
isolated RDX molecule plus a semi-theoretical estimate of the 
dispersion energy. 

Hence, it appears not necessary to have to calculate the 
electronic wave functions of pairs and triads of the large 
nitroexplosive molecules in a variety of different geometrical 
arrangements. 

4.2 POLY-CRYST 

The POLY-CRYST will enable one to answer such types of pertinent 
questions as: 
a. How do the occupied and virtual molecular orbital energy levels and 
the bond strengths of a molecule change from the isolated mOlecule when 
the molecule is in a crystal? 
b. What is the bonding between molecules in a crystal? 
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THEORETICAL STUDIES OF THE C4 MOLECULE 

James P. Ritchie,& Harry F. King,* and William S. Young* 
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Los Alamos, New Mexico 87545 

ABSTRACT. Optimized geometries and relative energies for three states 
of the C4 molecule have been obtained from single-reference configura-

tion interaction eSRCI) calculations. The 1L + acetylenic form corre-
g 

lates with two ground state 1L + C2 molecules, from which it can be 

formed without activation. Th! 1L + state, however, is calculated to 
g 3 -

lie approximately 25 kcal above the L state. At the SRCI level, a 
g 

rhombic form is calculated to lie 1.1 kcal below the triplet form; 
consideration of the Davidson correction reduces this difference to 
0.4 kcal, while more complete basis sets are expected to increase the 
difference only by about 0.2 kcal. Consideration of these effects and 
difference in zero-point energy leads to a final estimated splitting of 
1.2 kcal, favoring the rhombus. To aid the determination of the ground 
state, preliminary estimates of the lowest optical transitions were 
obtained from SRCI calculations and vibrational frequencies were ob
tained from SCF calculations. Comparison of the calculated results 
with experimentally obtained spectra suggest the possibility that both 
the linear triplet and the rhombus may have already been observed. 

1. INTRODUCTION 

We have undertaken a theoretical study of small carbon clusters to 
determine what role, if any, they may play in soot formation. Theo
retically, small carbon clusters have been the subject of several 

investigations. I - 4 Experimentally, c25 , and c36 are well-characterized 

and often-observed species in combustion and explosive processes. It 
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is also known that carbon in the form of soot is also frequently pro
duced in combustion and explosive processes, usually with deleterious 
effects. C4 was studied first because it is a simple dimer of C2 ' the 

most abundant molecular form of carbon. Furthermore, C4 may have an 

acetylenic (oC=C-C=Co, 1) or cummulenic C3:C=C=C=C:, 2) structure. The 
relative energies of these forms are important for determining the 
structure of sp hybridized allotropes of carbon, which may likewise 

occur in acetylenic (o(C=C) 0) or cummulenic (3: (C=C) :) forms. n on 
Our aim is to calculate the thermodynamic and kinetic stability of 

C4 ' as well as to calculate spectroscopic constants to aid in the iden-

tification and characterization of C4. Observations attributed to C4 
have been previously reported. 7 ,S 

Additional interest arises from reports 

(3) is calculated to be the ground state for 

1 2 

2. METHODS 

that a rhombic structure 
4 

C4· 

3 

Calculations were performed with Dunning's double zeta plus polariza

tion basis set,9 unless otherwise noted. The MOLECULE-SWEDEN codes 
10 were used on a Cray computer. 

CI calculations for these species included all single and double 
replacements from the reference function. For the rhombus, the refer
ence function is the closed shell SCF configuration. For the triplet, 

it is the RHF-SCF configuration; Le.: (core)50" 240" 2n 4n 2. Because 
g u u g 

of the bi~adical character of 1, two-configuration SCF optimized orbi
tals were used in the CI treatment. The reference function for the CI 
calculations is composed of those configurations from the two-configu-

ration SCF wavefunction; Le.: (core)50" 2n 4n 440" 0 and 40" 2n 4n 450" O. 
g u g u u u g g 

Optimized geometries were obtained from grid searches. 

3. RESULTS AND DISCUSSION 
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3.1 Dimerization of C2 

A series of calculations were performed in which two lLg+ C2 molecules 

approached each other along a linear path. The two C2 internuclear 

distances were fixed at 1.203~. To account properly for the biradical 
character of the two reactant molecules and the C4 product, 4 electron 

in 4 orbital Complete Active Space SCF (CASSCF) calculations were per
formed at each point along the reaction path. For these calculations, 

the 3-21G basis set was employed. 11 
The results of these calculations showed that there is no barrier 

to the formation of lL + C4 along a linear approach of two C2 molecules 
g , 

and that the reaction is 127 kcal exothermic when calculated in this 
fashion. These results are in keeping with thebiradical character of 
the C2 molecules. Thus,! represents a kinetically viable intermediate. 

3.2 Linear and Rhombic Structures 

Results from geometry optimization for !, ~, and l are presented in 

Table I. For the lL + and 3L - cases, slight deviations from linearity 
g g 

along either of the two bending modes resulted in higher energies, 
regardless of the level of theory used. For the rhombic case, devia
tions from planarity resulted also in higher energies at all levels of 
theory. 

TABLE I. Optimized parameters for some C4 structures. 

Results for 3L - and rhombic C4 were obtained at the 
g 1 + 

single-reference Cl level. Results for the L 
g 

structure were obtained using a two-configuration 
reference function for the CI calculations. See text 
for details. Bond lengths in ~. 

lL + 3 -L Rhombus 
~ ~ 

R(C 1-C2) 1.213 1.316 1.448 

R(C2-C3) 1.398 1.297 1.500 

ReI Energy (kcal) 0.0 -24.7 -25.8 
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The acetylenic nature of ! is evidenced by the short C1-C2 bond 

length and the longer C2-C3 bond length. In comparison, butadiyne has 
12 C-C bond lengths of 1.218 and 1.384 ~. A large amount of biradical 

character is indicated by coefficients of about 0.68 and -0.63 for the 
two configurations corresponding essentially to doubly occupied in-phase 
and out-of-phase combinations of sigma orbitals primarily on C1 and C4 . 

The equilibrium acetylenic form of C4 lies energetically above the 

triplet and rhombic equilibrium forms, as well as several other states; 
thus, it is only metastable. 

The 31 - form was verified to be stable to bending at the CI level. 
g 

At the optimized geometry, the coefficient of the reference function in 
the normalized CI wavefunction is -0.924. This state of C4 has nearly 

equal bond lengths characteristic of a cummulene. For example, buta
triene has a C1-C2 bond length of 1.318 ~ and a C2-C3 bond length of 

1.283 ~.13 The similar bond lengths in 2 and butatriene occur because 
the two unpaired electrons of 2 are in orthogonal orbitals having the 
same nodal properties as that of the highest doubly occupied pi orbital 
in butatriene. This trend is general and it is expected that the bond 

lengths of the 3L - form of C , where n is even, will be very similar to 
g n 

those of the analogous cummulene. 4 
The rhombic form has been suggested as the ground state for C4 

This form is particularly interesting because it possesses a bond be-
2 3 tween inverted sp centers. Bonds between inverted sp carbons have 

been previously investigated. 14 At the optimized geometry, the coef
ficient of the reference function in the normalized CI wave function is 
0.927. The calculated bond lengths listed in Table I are slightly 
longer, as would be expected, than those obtained with the 6-31G* basis 
set of 1.425 and 1.457 for C1-C2 and C2-C3 ' respectively. The C2-C3 
bond undergoes the greater change and its length is not at all charac
teristic of a typical double bond as it is represented in 3. 

Because of the unique bond between inverted carbons, the effect of 
the inclusion of correlation was further examined. Figure 1 shows a 
map of the electron density obtained from a CI calculation less that 
obtained from an SCF calculation. The CI optimized geometry was used 
for both calculations. Electron density is removed from near the bond 
mid-points and placed closer to the atoms in the CI calculation. The 
bond between the inverted carbons as shown on the left in Fig. 1 has 
two symmetry-related regions along the internuclear axis of increased 
density between the carbons. Similar features are not observed for 
bonds along the periphery. 
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Figure 2 shows density difference maps created by subtracting an 
electron density distribution obtained from a superposition of spher
icalized SCF (double-zeta plus polarization basis) atoms from that of 
the molecular CI calculation. Deformation density maps were used in a 

discussion of bonding between inverted sp3 hybridized carbons. 15 In 

contrast to the bond between inverted sp3 carbons, a positive deforma

tion density is found in the bond between inverted sp2 carbons. In
clusion of CI, it will be recalled, reduces the density at the C2-C3 
bond midpoint, so this difference is not a result of the CI wavefunc
tions used in this work. Lone pairs of electrons are apparent at C1 

and C4. Peaks of about 0.07 e/au3 are observed near the mid-points of 

bonds along the periphery. Interestingly, these peaks lie near if not 
directly on the internuclear axis indicating little if any bent bond 
character. 

The deformation density found in the bonds along the periphery 
contrasts with that found between the inverted centers. The density 

deformation at the mid-point of ~he C2-C3 bond is about 0.03 e/~u3 -
I h h f h h b d though the C2 -C3 bond ~s re-ess t an t at or t e ot er on s, even 
presented as being of higher bond order. Displacements from this point 
along the C1-C4 vector result in larger values of the density deforma-

tion. Displacements from this point along the C2-C3 axis result in 

lesser values of the density deformation. Inspection of the deformation 
density in the plane containing the pi bond reveals electron density 
has been built-up along the internuclear axis and depleted from the 
atoms' p orbitals. 

3.3 Spectroscopic Data 

Calculated vibrational frequencies for the linear triplet and the 
rhombus are shown in Tables II and III. Results for the linear triplet 
species were obtained using the UHF method and the 6-31G* basis set. 
Results for the rhombus were obtained using the RHF method with the DZP 
ba-sis. set. Vibrational frequencies calculated in either fashion are 

usually about 9-11% too high for stretching modes. 16 Bending modes are 
usually thought to be more accurate, although the observed low bending 

17 frequency for C3 is overestimated at the level of theory used here. 

Weltner observes a 2170 cm-1 IR absorption, which was previously 
assigned by Thompson to the stretching mode of an acetylenic C4 spe-

cies. In~, the calculated frequency for this IR allowed mode of 

1740 em-I seems in good agreement with the essentially cummulenic struc
ture. Indeed, the IR spectrum of butatriene is reported as having ab-

sorptions in this region at 1708 and 1610 cm- I ; the only higher fre-
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-1 
TABLE II. Calculated vibrational frequencies in cm 

3 -and resulting zero-point energy for Lg C4. The 
6-31G* geometry was used. 

Mode Frequency 

nu 209.3 
ng 407.7 
ag 1021.5 
au 1740.5 
ag 2345.0 

ZPE 9.1 kcal 

. -1 TABLE III. Calculated vibrational frequencies In cm 
and resulting zero-point energy for rhombc C4. The DZP 
SCF optimized geometry was used. 

Mode 

ZPE 

Frequency 

345.2 
443.5 

1061. 3 
10S6.7 
1419.2 
1541.3 

S.4 kcal 

quency absorption occurs at 2990 cm- I and is almost certainly a C-H 

stretch. IS Thus, it is unlikely that the 2170 cm-1 band results from 
3 -Lg C4 . As discussed above though, 1 is a kinetically accessible 

state, even at the very low frozen rare gas matrix temperatures, and a 

stretching frequency of 2170 cm- 1 is qualitatively consistent with the 
calculated structure. 3 - 1 

Low-lying optical transitions from the L and the A rhombus 
g g 

were also calculated and are listed in Table IV. Three levels of 

theory were used: SCF, SRCI, and the Davidson corrected CI. 19 There 
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are two low-lying transitions for the 3l -. 
g 

CI energies, the 3n transition is predicted 
3 u 

Using Davidson corrected 

to lie below the 3l -
u 

transition. The n state may even drop lower at 
u 

higher levels of 

theory because of its multi-reference character. On the other hand, 

the 3l - state t h I It" f h t u appears 0 ave ess mu ~-re erence c arac er. 

TABLE IV. Low-lying optically allowed transitions in 
-1 cm at various levels of theory. 

SCF SRCI Davidson 

From 3 -l to: g 

3n 30,556 20,049 15,488 u 

3 - 14,729 19,797 21,291 l u 

From lA to: g 

IB 
2u 27,317 21,592 19,765 

Weltner observed two UV absorptions in rare gas matricies and 
assigned them to C4 . These bands were regarded as arising from a 

vibrational progression of an electronic transition from the 3l -
g 

state. The results in Table IV suggests the possibility that the 

335 

observed 19569 cm-1 (19765 calculated) is the lA to IB2 absorption of 
-1 g u 

the rhombus, while the observed 21659 cm (21291 calculated) results 

from the 3l - to 3l - transition. While it would be a fortunate coin-
g u 

cidence for the calculations to be of the accuracy implied by the 
assigned transitions, it does seem quite plausible that the experiment 
results in more than one C4 species. This interpretation requires that 

either or both of two possibilities be true: the rhombus and linear 
triplet lie extremely close in energy, as the calculations suggest, or 
that a non-thermodynamic mixture is trapped in the rare gas matrix. 
The latter could occur because the C4 is formed from reactions of 
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smaller carbon clusters at 4 to 25 K. 

3.4 The Ground State of C4 

As indicated in Table I, at the SRCI level of theory the rhombus is 
favored by 1.1 kcal. Consideration of the Davidson correction lowers 
this preference to only 0.4 kcal. The calculated zero-point energies 
differ by 0.7 kcal, favoring the rhombus again. Inclusion of an extra 
set of diffuse d orbitals in the basis set followed by a SRCI calcula
tion appears to favor the rhombus very slightly, by about 0.2 kcal. 
Starting with the 0.4 kcal figure, then adding the 0.2 kcal difference 
to account for an incomplete basis set and the 0.6 kcal (reduced by 
~10% to account for the overestimation of vibrational frequencies at 
the SCF level) difference in zero-point energies, the rhombus would be 
favored by 1.2 kcal. This result is close to that of 2.5 kcal obtained 

from RMP4 calculations. 4 The absolute value of this splitting is not 
so important as realizing that the two structures are very close in 
energy. 
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FRACTAL ASPECTS OF HETEROGENEOUS CHEMICAL REACTIONS 

ABSTRACT 

Panos Argyrakis 
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Heterogeneous reactions in which the rate is limited by the motion on 
the heterogeneous substrate differ significantly in their kinetics 
from diffusion-limited homogeneous reactions. We test a conjecture 
that combines the exploration space concept of the classical collision
rate-theory with the newly discovered paradigm of Brownian motion on 
low-dimensional (fractal-like) structures. We define a reduced time, 
which replaces real time in the classical rate equations. The reduced
time relations are tested by computer simulations, effectively proving 
the simple connection between a single-particle Brownian motion on a 
fractal structure and the dynamics of an ensemble of reacting Brownian 
particles. The real-time kinetic relations are governed by the random 
walk exponents, e.g. the effective spectral dimension which charac
terizes the time dependence of the number-of-distinct-sites-visited on 
a low-dimensional structure. 

1. INTRODUCTION 

There are a number of approaches to transport-limited-reactions, from 
the 19th century collision rate theory to the modern formulations of 
diffusion-controlled reactions. l While these theories apply, at best, 
only to homogeneous reactions, they all give an important common re
sult: a rate constant K that is constant in time (at least for longer 
times). Can one generalize this result to heterogeneous reactions? No! 

We study here a simple conjecture that generalizes the homogeneous 
(3-dimensional) approach to heterogeneous (lower-dimensional) situa
tions. The result is a time-depenent rate coefficient K(t). However, 
K is constant in reduced-time. This reduced-time has a simple and 
unique definition, thus allowing for unambiguous tests via computer 
simulations. 

For the simple, homogeneous, elementary reaction, 

A + A + Productst, 
339 
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(1) 
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one has the well known rate equation, 

-dp/dt (2) 

and its well known solution, 

p-l - PO-1 = Kt, (3) 

where pet) is the instantaneous density (concentration) of the reac
tant A and Po = pet = 0). It has been argued2,3 that eqs. (2,3) should 
be generalized to 

-dp/dS = Kp2, (2') 

p -1 - Po -1 = KS, (3 , ) 

where the "reduced time" S is proportional to the net space (St) swept 
out by the molecule A in time t. In homogeneous space S is propor
tional to t, that is S - t, and the only distinction between (3) and 
(3') is in the units of the constant K. However, this linear relation 
is not necessarily true for heterogeneous reaction spaces, and it has 
been shown that for fracta1 2,3 and 10w-dimensiona14 spaces, 

S - t f , f = ds /2 < 1, (4) 

where ds is an effective spectral dimensionS and f is a fraction of 
unity. We note that, for Brownian motion on a lattice, St is the 
number of distinct sites visited by a randomly walking reactant mole
cule A after t steps. We thus relate the rate equation of an ensemble 
of reacting random walkers with the net space explored by a single 
random walker. We note that the misleadingly simple-looking reduced
time equations (2',3') give new, more complex, real-time equations, 

(2 ") 

(3") 

where the real-time rate coefficient is, in general, 

K(t) - dS/dt I. (5) 

We show, via computer simulations, the validity of eq. (5) for reac
tions on percolation networks. 

2. ORIGIN OF CONJECTURE 

Fig. (la) shows the 19th century collision-rate concept. The mole
cule A, with cross section nr2, sweeps out, in time t, a cylinder of 
length t and volume V = nr2t. Obviously, V - t - t and the rate 
constant Kdescribes the volume swept out in unit time: 
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a) 

b) 

Fig.l: 

Note: 

< 

c) o o 

a) Collision Theory Cylinder (3-dimensions). 
b) Brownian Motion Path (3-dimensions). 
c) Brownian Motion Path (I-dimension). 
d) Brownian Motion Path ("Fractal" Structure). 
For b) and d) the cross-section (2r) is the line
width. 

K - dV/dt = const. (6) 

341 

For Brownian motion in homogeneous 3-dimensional space (Fig. lb), 
Smoluchowski has shown1 that, for longer times, 

K - D = const., (7) 

where D is the diffusion constant. Eq. (6) cannot be used if V is 
taken as the diffusion sphere. However, we replace V with St' the 
net space swept out by the randomly walking molecule A in t 'ime t (St) 
is the volume of a self-penetrating snake with cross section ~r2). 
Now, using eq. (5), we get6 St - t (t + 00) and thus, 

K(t) - dSt/dt = const., (8) 

in agreement with eq. (7). 
Fig. (lc) shows a 1-dimensional reaction, i.e., the molecule is 

restricted to move on a (horizontal) line. Toe 19th century collision 
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model gives the same answer as in 3-dimensions, i.e., eq. (6). How
ever, if we now assume Brownian motion on a line, we get8 St ~ It, and 
thus 

(9) 

We note that this is a rigorous result7 for longer time, and agrees 
with h = 1/2, f = 1/2 and ds = 1. 

On a fractal structure (symbolized by Fig. ld), the effective 
space swept out is given by (see eq. 4): 

t + 00, f = ds /2 < 1, (10) 

leading to 

K(t) ~ dSt/dt ~ c h , h = 1 - f • (11) 

Eq. (11) has been tested out successfully via numerous simula
tions. 3,8-10 Here we want to test directly the simpler relation (eq. 5), 
K(t) ~ dSt/dt, which is expected to be more general, e.g., apply 
also to fractal-to euclidean "crossover" cases. 11 

3. SIMULATION AND RESULTS 

The methods of calculation have been previously discussed in 
detai1. 5 ,11 Specifically, improved Monte-Carlo algorithms are used to 
monitor the random walk properties, emploYin~ large lattices (4 x 106 
sites) and extending over long times (2 x 10 steps). A large number 
of realizations is used (usually 1000 runs) for improved statistics. 

The single particle dynamics has been extensively studied by 
us5 ,11 recently. Detailed computer simulations of eq. (10) have pro
vided very accurate values for f (and ds )' for 2-dimensional and 3-
dimensional lattices. Our single walker results show that, at the 
exact critical percolation threshold: 

1.30 ± 0.02 (2-dim.), 

1.33 ± 0.02 (3-dim.). (12) 

These values provide the spectral dimensions of a percolating cluster 
exactly at criticality, i.e., at Cc = 0.59 (2-dim.) and Cc = 0.31 
(3-dim.). Above the critical point there is a crossover to the 
euclidean behavior of a perfect lattice. Thus at C = 0.60 we find 
ds = 1.36 (2-dim.) and at C = 0.32 we find ds = 1.45 (3-dim.). For 
reacting particles the corresponding ds values are: 8 

1.35 at C 0.60 (2-dim.) , 

1.37 at C 0.32 (3-dim.) , (13) 
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in satisfactory agreement with the ds values of the single particle 
exploration. This leads us to plot the single particle exploration 
in terms of the reacting particle density for the corresponding time 
intervals, but in a time-independent plot. This is done in Fig.2, 
where we plot St for one particle~. (p-l - pol) for reacting par
ticles, for 2-dim. lattices, for a variety of times and concentrations. 
We notice that all points fall close to the straight line x = y, thus 
verifying the conjecture (eq.3'). 

tIJ 
Q) -~ .... .... 
L 
QS 
Q. 

1 .... .... 
~ 
QS 

f 

200 

100 

100 200 

single particle 

Fig.2: Single particle S ~.reacting particles 
(p-l - pol) for 2 dim. lattices. Points are as follows: 
I: C = 0.60, X: C = 0.65, 0: C = 0.70, ,,: C = 0.80. 
The interval t = 1 - 2000 steps is covered. The results 
are averagesof 1000 realizations on 30Ox300 lattices 
with cyclic boundary conditions, and Po = 0.02. Ran
dom walks are on the largest cluster only and the 
"blind ant" model is employed. 12 
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We thus show that one-particle motion indeed parallels reacting 
particle behavior; the same exponents are recovered from both cases. 
We note that we have effectively eliminated real time from our simu
lations (by using "reduced time"). The conclusion is that one-particle 
diffusion, and particularly the range of the walker (S ) is of much 
importance to the understanding of the more complicatea kinetics of 
ensembles of reacting random walkers. 
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ABSTRACT. By artificially increasing the roughness of the wall of the 
tube using a wire spiral or a sequence of equally spaced orifice plates, 
it is possible to generate very intense- large scale turbulence. Under 
these conditions it is possible to observe five different propagation 
regimes of combustion waves. The self quenching regime corresponds to 
a flame accelerating initially to a high velocity before quenching it
self when the turbulent mixing rate exceeds the chemical reaction rate 
of the combustible mixture. The weak turbulent deflagration regime cor
responds to flame speeds of the order of few tens of meters per second. 
The steady state velocity of this regime is achieved by the balance of 
the positive and negative effects of turbulence on the burning rate 
(ie., enhancement of mass and energy transport versus quenching due to 
mixing and flame stretch). In the sonic or choking regime, the flame 
speed corresponds closely to the sound speed in the burnt gases. The 
gasdynamic choking is brought about by the combined effect of friction 
and heat addition in a compressible pipe flow. The quasi-detonation 
regime corresponds to the low velocity detonation phenomenon in which 
the severe momentum losses give detonation velocity significantly beiow 
the normal Chapman-Jouguet value. The existence of this regime is based 
on the criterion Aid ~ 1 where "A" and "d" denote the detonation cell 
size and the orifice diameter respectively. The fifth regime of normal 
Chapman-Jouguet detonation occurs when dlA ~ 13 in accord with the re
sult of the critical tube diameter problem. Qualitative discussions of 
the turbulent flame structure according to the ideas of Chomiak are 
given. A unified concept is advanced in that it is postulated that 
shear and turbulence play the essential roles not only in the propaga
tion of deflagration, but in detonation as well. Auto-ignition by' shock 
heating is assigned a lesser role, while the transverse turbulent shear 
layers generated by the triple snock configuration in the front of a 
cellular detonation are assumed ~o play the key role in the enhancement 
of rapid chemical reactions necessary for the propagation of a detona
tion wave. The principle argument being that since free radicals are 
in abundance in the reaction zone, it is more efficient to induce che
mical reactions in the unburned gases by rapid turbulent mixing rather 
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than to generate the free radicals by thermal dissociation in the shock. 
Thus the role of the shock front in detonation is to preheat the mixture 
leading to higher local diffusion rates and more important, to generate 
turbulent shear layers via triple shock collisions. 

1. INTRODUCTION 

Perhaps the most fundamental problem in combustion is to find out how 
fast things burn, or more precisely, how fast the combustion front pro
pagates in the explosive medium. Generally speaking, the lower and the 
upper limit of propagation speed of a combustion wave corresponds to 
that of a laminar def1agration and a Chapman-Jouguet detonation respec
tively. For fuel-air mixtures at standard conditions, the laminar de
f1agration speed (relative to stationary coordinates) is of the order of 
a few meters per second, while, the Chapman-Jouguet detonation velocity 
is about 1800 m/s. The mechanism of propagation of a laminar flame is 
due to the molecular diffusion of mass (free radicals) and heat from the 
reaction zone to the unburned mixture to initiate the chemical reaction. 
For a Chapman-Jouguet detonation, the precise nature of the propagation 
mechanism is still uncertain. However, according to the classical the
ory of Ze1dovich, DBring and Von Neumann for the detona~ion structure, 
ignition is assumed to be due to the adiabatic compre~sion of the un
burned mixture by the shock wave that precedes the reaction zone. Lami
nar flame theory is now well developed and if the kinetics of the reac
tions and the transport coefficients of the mixture are known, the lami
nar flame speed can be computed theoretically. For Chapman-Jouguet de
tonations, the equilibrium detonation states can readily be determined 
(for gaseous explosives). However, no theory exists as yet whereby the 
dynamic detonation parameters (ie., initiation energy, limits, critical 
diameter, etc.) can be evaluated. This is due to the fact that the dy
namic detonation parameters are linked directly to the detailed struc
ture of the detonation front. Thus far it has not been possible to des
cribe quantitatively the three dimensional cellular detonation structure 
as observed experimentally. However, important progress has been made 
in recent years in achieving direct correlations between the dynamic 
parameters with the detonation cell size which can be measured experi
mentally using the smoked foil technique. The advances in detonation 
theory have been summarized in a recent review [1]. 

In between the lower and the upper limit of laminar flames and 
Chapman-Jouguet detonations, there can exist a continuous spectrum of 
turbulent deflagration speeds which depend on the boundary conditiops. 
The principal mechanism of propagation is due to convective turbulent 
transport even though molecular diffusion still plays the dominant role 
in the local fine scale rate processes. Unlike laminar flames and 
Chapman-Jouguet detonations, turbulent def1agration speeds are no longer 
fundamental quantities which depend only on the physical' and chemical 
properties of the mixture. Turbulence is controlled by the specific 
initial and boundary conditions of the problem. Thus each problem 
should be treated individually and the ideas and results derived from 
the study of one particular situation should not be generalized in 
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Fig. 1 Streak photograph of the transition from deflagration to deto
nation in C2H2-02 mixture, Po = 60·torr in a smooth 25 mm 
diameter tube. 
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principle. However, there are many universal features of turbulent de
flagrations, and it is not entirely non-meaningful to speak of the pro
pagation mechanisms of turbulent deflagrations in a general way, but we 
always bear in mind the problem specific nature of turbulence. 

The object of this lecture is to discuss the influence of turbu
lence on combustion in gaseous explosive mixtures. The exact nature of 
turbulence in the combustion of condensed explosives is not known, but 
it is expected that it will play an important role also. The strong de
pendence of turbulence on initial and boundary conditions has already 
been emphasized. Hence, we shall limit our discussion to a particular 
problem. We shall consider the propagation of turbulence deflagrations 
in a long tube in which the walls may be "smooth" or roughened by the 
placement of flow obstacles along the length of the tube to increase 
the turbulence. The combustible mixture in the tube is initially quies
cent and ignition is at one of the closed ends of the long tube. It is 
well known that upon ignition the initially laminar flame will acceler
ate and eventually will either transit to a Chapman-Jouguet detonation 
or reach some steady state turbulent deflagration speed. The problem 
is thus divided into two phases. The first phase is the transient ac
celeration phase of the flame, while the second phase is the final 
steady state turbulent deflagration or Chapman-Jouguet detonation re
gimes. The mechanisms of turbulent flame acceleration have already been 
discussed by the Author at the previous NATO Advanced Study Institute 
in 1980 [2] and also in a later review paper [3]. These flame accelera
tion mechanisms are fairly well understood on an individual basis, al
though their cooperative effects when the different mechanisms are pre
sent simultaneously are still not clear. However, quantitative descrip
tions of the flame acceleration process have met with little success and 
the numerical studies that have been carried out managed to reproduce 
only the qualitative features of the complex flow structure [4-6]. The 
present lecture will concentrate on a discussion of the final steady 
state regimes which cover the wide range of phenomena from weakly turbu
lent deflagrations (or wrinkled laminar flames) to quasi-detonations and 
Chapman-Jouguet detonations. 

2. PROPAGATION REGIMES IN ROUGH TUBES 

It is .of importance to first review briefly the experimental results of 
turbulent deflagrations propagating in smooth and rough tubes of differ
ent sizes that have been obtained to date. The first studies of flame 
propagation in long smooth tubes were carried out by the French pioneers 
Mallard, Le Chatelier [7], Berthelot and Vielle [8] in 1881. They ob
served flame acceleration and the abrupt transition to a steady state 
supersonic combustion wave and thus discovered the phenomenon of detona
tion. A typical self-luminous streak photograph of an accelerating 
flame and the abrupt transition to a detonation wave in a smooth glass 
tube is shown in Fig. 1. In the earlier studies there appears to be 
little interest shown in the steady state high speed deflagrations that 
were obtained in less sensitive mixtures in which transitions to Chapman
Jouguet detonations were not obtained. Flame propagation in rough tubes 
was first studied by Chapman and Wheeler [9] in 1926. They showed that 
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Fig. 2 Streak photograph of the acceleration to the steady state 
choking regime for a flame in CH4-air mixtures in a 4 cm dia
meter tube with orifice plate obstacles spaced 10 cm apart. 
(Courtesy of H.Gg. Wagner) 
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turbulent deflagration speeds of about 420 mlsec were obtained for me
thane-air mixtures in a 5 cm diameter tube with the wall "roughened" by 
the placement of a sequence of restricting rings (orifice plates) spaced 
about one diameter apart along the tube. Schelkhin [10] studied the 
propagation of flame and detonations in tubes where the wall is rough
ened by placing a wire spiral inside the tube. He observed a signifi
cant reduction in the transition distance from flame to detonation and 
also reported steady state detonation velocities in the rough tube as 
low as half their normal Chapman-Jouguet value. These low velocity 
detonations (or quasi-detonations) were studied later by Guenoche and 
Manson [11] and Brochet [12]. Recent interests in high speed turbu
lent deflagrations have prompted further studies of flame propagation 
in rough tubes [13-22]. A typical streak photograph of the flame ac
celeration process and the final steady turbulent deflagration in a 
CH4-air mixture in a 4 cm diameter tube with a sequence of orifice 
plates (3 cm diameter) spaced about 19 cm apart, is shown in Fig. 2. 
In contrast to Fig. 1, it can be observed that the approach to the final 
steady state flame speed is continuous with no distinct transition from 
one regime (deflagration) to another (detonation). The final steady 
state deflagration speed in Fig. 2 is about 770 mls while in a smooth 
tube, the turbulent deflagration speed for CH4-air mixtures is typically 
few tens of meters per second. It is interesting to note in Fig. 2 that 
the slope of the trajectory of the deflagration front is more or less 
parallel to the trajectories of the sound waves in the product gases in
dicating that the flow is sonic. 

From the extensive epxerimental studies carried out at McGill over 
the past decade, different regimes of flame (or detonation) propagation 
have been identified. We shall describe in some detail the results that 
have been obtained to date. 

The McGill experiments were carried out in long steel tubes (11 m 
to 19 m long) of diameters ranging from 5 cm to 30 cm. To "roughen" the 
walls of the tubes, wire spirals as used by Schelkhin and orifice plates 
as used by Chapman and Wheeler were employed. The orifice plates are 
spaced about one diameter apart and the "wall roughness" is controlled 
by the blockage ratio of the orifice plates (ie., BR = 1 - d2 ID2). Simi
larly for the Schelkhin spirals, the pitch is about one tube diameter and 
the wall roughness is controlled by the wire diameter of the spiral. A 
range of fuels (C2H4' CH4, C3H8' and H2) of different compositions in 
air initially at atmospheric pressure and room temperature were used. 
Flame speeds were measured by ionization probes spaced about 0.5 m apart 
along the tube and pressure transducers were also used to record the 
pressure time profiles at various locations along the tube. A schematic 
of the experimental apparatus is given in Fig. 3. 

The general behavior is as follows: Upon ignition the flame accele
rates rapidly and after propagating past a number of obstacles it ap
proaches a steady state velocity. It should be emphasized that the 
steady state velocity referred to is based on an averaged value over a 
distance of about half to one meter (depending on the tube diameter). 
Thus the flame velocity is averaged over at least three or four obstacle 
plates even for the largest diameter tube (ie., 30 cm). The local com
bustion phenomena in the obstacle field is extremely complex and it is 
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not meaningful to speak of a local flame velocity. Figure 4 shows a 
typical flame speed versus distance plot for the case of C2H2-air mix
tures in a 5 cm diameter tube with orifice plate obstacles with a block
age ratio BR = 0.43 spaced one tuhe diameter (ie., 5 cm) apart. It can 
be observed that the final steady state flame speed can be classified 
into three groups corresponding to different regimes of propagation. The 
first group for very lean mixtures has typical velocities in the range 
of few tens of meters per second. The second group has velocities of 
the order of few hundreds of meters per second, while the.third group 
has typical flame speeds ranging from 1200 mls to the no~al Chapman
Jouguet detonation velocity of the mixture of about 2000 m/s. The 
transition from one group to the other appears to be quite distinct, 
corresponding to critical values of the fuel concentration for the 
tube diameter and obstacle configuration given. For example, in Fig. 
4 the transition between the first and the second group occurs at 
about 3.25% C2H2' Transition between the second and third group occurs 
precisely at 5% C2H2 since both regimes are observed at this particular 
fuel concentration. It is also interesting to point out that for the 
first two groups, the flame approaches the final steady state velocity 
asymptotically as shown in Fig. 2. However for group 3, the approach to 
the final steady state is typical of the transition phenomena from de
flagration to detonation where the wave overshoots and then approaches 
the final detonation speed in an oscillatory manner (Fig. 1). For mix
tures close to the lean and rich limits, there is also a propagation re
gime in which the flame first accelerates upon ignition and then quenches 
itself afterwards. This self-quenching regime is not shown in .Fig. 4 for 
C2H2-air mixtures since there is no final steady state flame velocity. 
For different fuels in different tubes and obstacle configurations, simi
lar results are observed. However for a given fuel in a given tube and 
obstacle configuration, not all the regimes can be observed. For example, 
in Fig. 5 where the results for methane-air mixtures in two different 
tube and obstacle configurations are shown (ie., 5 cm tube, BR = 0.43 and 
15 cm tube, BR = 0.39), only the self-quenching regime and the second 
group where the flame speed is around 800 mls can be obtained. On the 
other hand for the same two tubes and obstacle configuration, three re
gimes are observed for the case of ethylene-air mixtures (Fig. 6). How
ever in both cases the first regime where the flame speed is of the order 
of few tens of meters per second are not observed. It may be concluded 
that for a given fuel-air mixture, there corresponds five regimes of 
flame propagation. The "self-quenching" regime usually occurs for near 
limit mixtures with obstacles of large blockage ratio$. For near limit 
mixtures with low blockage ratios (ie., small degree of "roughness") we 
observe the weak turbulent deflagration regime where the, flame speed is 
typically few tens of meters per second. The sonic or choking regime is 
distinguished by the flame speed being the same as the sound speed in 
the product gases as illustrated in the streak record shown in Fig. 2. 
This regime is observed for more sensitive mixtures with larger blockage 
ratios. The sonic or <i:hoking regime transits to the "auasi-detonation" 
or the "low velocity detonation" regime when the fuel concentration is 
increased further towards stoichiometric composition. .The 1uasi-detona
tion speeds range from 50% to the full normal Chapman-Jouguet value of 
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the mixture. The large velocity deficit is due to severe momentum and 
heat losses to the wall caused by the obstacles. For very sensitive 
mixtures in large diameter tubes, the quasi-detonation regime appoaches 
asymptotically the normal Chapman-Jouguet detonation regime as is ob
served in large diameter smooth tubes. Although laminar deflagration 
with a flame speed of the order of a few meters per second corresponds 
to the lowest limit for a given mixture, it is not observed for flame 
propagation in' tubes. This is due to the fact that laminar deflagra
tions are unstable and in tubes, they take on a global parabolic shape 
due to the interaction with the flow field generated in the unburned 
gases. The surface itself also takes on a cellular structure due to the 
presence of the various flame instability mechanisms. The "effective" 
burning rate or flame speed rate for such flames in tubes can exceed 
that of the non-existent planar laminar flame by many folds and are 
grouped into weak turbulent deflagration regime already described. 

Figure 7 shows the case for C2H2-air mixtures in the 5 cm and 15 cm 
diameter tubes. Again the weak deflagration regime is not observed. In 
the 15 em tube, the asymptotic approach to the normal Chapman-Jouguet 
regime can be observed as the fuel concentration is increased. However, 
in the smaller tube the normal Chapman-Jouguet regime is not approached 
due to the more severe losses associated with the smaller diameter 
tube. Similar results for propane-air mixtures are given in Fig. 8. In 
the smaller tube the quasi-detonation regime is not observed and only 
the choking regime is possible. For the 15 cm diameter tube however, 
both the choking and quasi-detonation regimes are observed, but the nor
mal Chapman-Jouguet detonation regime is not attained. Figure 9 gives 
the results for H2-air mixtures. The self-quenching regime is not ob
served due to the blockage ratios in all the tubes used are not suffi
ciently high. The weak turbulent deflagration regime is observed for 
the case ofH2-air mixtures and transition to the choking regime is 
quite distinct occuring at about 12.5% H2' For the 30 em ·tube where the 
orifice diameter is about 25.8 cm we see that normal Chapman-jouguet de
tonations are observed quite readily even in the rough tube with orifice 
plate obstacles with BR = 0.28. The results for the various fuels in 
the 5 cm and 15 em diameter tubes are summarized in Figs. 10 and 11. It 
is of interest to note that in the choking regime, the flame speeds for 
all the fuels in both tubes are of the order of 700 or 800 m/s. This is 
due to the fact that for all the various fuel-air mixtures shown, the 
sound speed in the combustion products over the range of fuel composi
tions do not change too much and is of the order of 700 or 800 m/s. The 
flame speed in the choking regime is also not too sensitive to the tube 
diameter and obstacle configuration. Thus in this choking regime, the 
flame speed being governed by the sound speed depends on the energetics 
of the mixture just like Chapman-Jouguet detonations. From Figs. 6, 7, 
8 and 9, it can be observed that the range of fuel composition that de
fines the choking regime narrows with increasing tube diameter. This 
suggests that heat losses to the tube wall may in. fact be the stabiliz
ing mechanism for the existence of the choking regime. Without heat 
losses (as the tube diameter increases), it appears that only the quasi
detonation regime is possible. This is in accord with gasdynamic theory 
of combustion waves in whi~h if heat losses a~e negligible, the stable 
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steady state wave speed must depend on 0Q (where Q is the chemical energy 
release) as in a Chapman-Jouguet detonation. Examining the results for 
the various fuels, it appears also that the weak turbulent deflagration 
regime is quite unstable. In many of the fuels tested, this regime is 
not observed. In other words, either the flame quenches itself or tran
sits to the choking regitre. These results point to the fact that for large 
enough tubes where heat losses can be ignored, the detonation regime 
is the stable one in accord with gasdynamic theory. Thus heat loss pro
vides the mechanism for the existence of these various regimes described. 
For large enough tubes aLl flames eventually accelerate to detonation! 
The preceeding statement can only be verified through more detailed ex
perimental work with different tubes and over a much wider range of 
"tube roughness". 

3. CRITERIA FOR THE REGIMES OF PROPAGATION IN ROUGH TUBES 

Although the experimental results obtained to date on this particular 
problem of turbulent deflagration propagation in rough tubes are insuf
ficient to provide definitive criteria for the transition between the 
different regimes to be formulated, nevertheless a pattern began to 
emerge. For the quenching regime which occurs for large blockage ra
tios, it appears that quenching occurs when the orifice diameter is less 
than some critical quenching diameter for the particular mixture. It 
should be clarified that there exists different kinds of quenching dia
meters for flames. For example for a laminar flame propagating in a 
tube, quenching occurs when heat and radical losses to the wall of the 
tube are excessive. This quenching diameter is typically of the order 
of a millimeter and is approximately twice the laminar flame thickness. 
However, for a tube connecting two chambers in which ignition is initi
ated in one of the chambers, then quenching diameter refers to the mini
mum tube diameter in which the explosion can be transmitted from the 
primary (donor) to the secondary (receptor) chamber. The mechanism is 
quite different in this case and quenching really refers to the inabi
lity of the hot turbulent jet of combustion products from the primary 
chamber to ignite the mixture in the secondary chamber. Apart from the 
tube diameter, the turbulence intensity (and scale) of the jet plays 
the crucial role of re-ignition. Thus the pressure developed in the 
primary chamber plays a role and that in turn depends on numerous fac
tors such as the location of the ignition source. The geometry and 
length of the connecting tube between the two chambers also plays a 
role, since they control the losses through the passage. Thus quenching 
diameter is sometimes referred to as the MESG (maximum experimental 
safety gap). If however, we assume that the primary chamber has an 
overpressure cortesponding to the constant volume explosion pressure of 
the mixture and if we also ignore losses to the wall of the transmitting 
passage by considering a thin orifice plate, then a unique quenching 
diameter for each mixture composition can be obtained. Such quenching 
diameters have been measured for a few gases by Thibault et al. [23] and 
in general for a given fuel, this quenching diameter is a minimum for 
stoichiometric composition and rises sharply near the lean and rich 
limits. For the present case of flame propagation with orifice plate 
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Fig. 10 Variation of the terminal flame velocity with mixture composi
tion for the hydrogen and hydrocarbon fuel-air systems in the 
5 cm tube. 
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obstacles, we can consider the propagation process as the successive ex
plosion of a continuous sequence of combustion chambers interconnected 
by the orifice plates. Ignition of the mixture in one chamber is 
achieved by the venting of the hot combustion products from the upstream 
to the downstream chamber through the orifice. Quenching results when 
the hot turbulent jet of product gases fails to cause ignition due to 
too rapid an entrainment and mixing rate between the cold unburned gases 
and the hot combustion products in the jet itself. Comparison between 
the orifice diameter for the quenching regime to the critical quenching 
diameter obtained by Thibault for the particular mixture composition 
shows good agreement. It establishes the fact that an accelerating tur
bulent flame can actually extinguish itself when the turbulent mixing 
rate in the flame zone is too high compared to the reaction rate. A 
criterion can be formulated on the basis of the turbulent mixing time 
"tm" and the characteristic chemical reaction time "tc" (ie., tc/tm ~ C, 
where C is some empirical constant depending on the definition of "tc" 
and "tm"). The existence of this quenching regime implies that turbu
lent mixing plays a dual role in combustion. On one hand it promotes 
heat and mass transfer resulting in a higher burning rate. On the other 
hand, rapid turbulent mixing puts a limit on the maximum transport rate 
permissible before extinction occurs. Thus turbulence is a self limiting 
mechanism in promoting the burning rate. 

The weak turbulent deflagration regime is perhaps the most compli
cated one to describe quantitatively since it depends on the detailed 
structure of the turbulent flow generated in the unburned gases ahead of 
the subsonic flame zone. It has not been possible as yet to describe 
quantitatively the turbulent flow over complex geometry obstacles even 
for non-reacting incompressible fluids. Furthermore, the detailed me
chanisms of interactions between turbulence and the flame front are not 
well understood. With the current state of the art computer codes, it 
has been possible to simulate the salient features of the turbulent flow 
structure ahead of the propagating flame and the behavior of the flame 
front as it advances into its self generated turbulent flow field. Fig
ure 12 shows a typical numerical simulation of flame acceleration due to 
a sequence of orifice plate obstacles using the "vortex dynamics code" 
[24]. The flow is assumed two-dimensional and incompressible. No de
tailed mechanism of the interaction between the turbulence (vorticity) 
and the flame front has been considered and the flame is assumed to be 
just an interface advancing at a constant velocity normal to its sur
face. Such simulations do not yield any quantitative results nor reveal 
any "physics" that have not been already put into the code itself. How
ever it does illu~trate certain details of the flow structure which may 
not be evident. For example, the simulation shows the interesting fact 
that the vorticity generated upstream is convected downstream with the 
flow. Thus the turbulent flow structure at anyone position depends not 
only on the local boundary conditions, but on the upstream conditions as 
well. Due to the difficulty in the experimental measurement of the 
transient turbulent flow structure, such simulation may serve as a use
ful tool to provide qualitative information regarding the flow field. 
There are other codes that attempt to provide quantitative results by 
putting in an appropriate turbulence model. However, there are a suffi-
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TRANSITION IN ROUGH-WALLED TUBE 

Mixture f-.oneentratiot A(mm) Aid 
(%) 

CZHZ-Air 4. 75 19.8 0.51 

ZZ 30.7 0.8Z 

HZ-Air 

D = 5 em 47.5 41. Z 1.10 

d '" 3.74 em 

(B.R. = 0.43) 6 37.8 1.01 

CZH4-Air 

9 30.1 0.81 

CZHZ-Air 4 58.3 0.51 

18 111 0.97 

HZ-Air 

D = 15 em 57 1Z0 1. 05 
d = 11. 4 em 

(B.R. = 0.39) 4.5 100 0.88 

CZH4-Air 

13.5 115 1.01 

3.Z5 112 0.98 

C3H8-Air 

5.5 116 1. 02 

TABLE I 
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cient number of arbitrary constants and parameters that one can adjust 
to yield the correct agreement with experiments. The general validity 
of such numerical results is questionable. Thus for the weak turbulent 
deflagration regime, very little can be said that is of general validity. 
This regime constitutes the most difficult problem in the field of com
bustion. 

Unlike the weak turbulent deflagration regime in which the burning 
rate is governed by the details of the turbulent flow structure, the 
sonic or the choking regime appears to be governed by the thermodynamics 
of the mixture. Thus the flame speed in this regime becomes a fundamen
tal property of the mixture, as in the case of Chapman-Jouguet detona
tion. The existence of the choking regime can be understood if we con
sider the flame propagation as a quasi-one dimensional compressible flow 
in a pipe with friction (wall roughness and obstacles) and heat addition 
(due to chemical reactions). It is well known in compressible flow 
theory that both friction and heat addition will eventually drive the 
flow towards the sonic condition (ie., M = 1) in which the flow speed 
equals the sound speed. Thus if the mixture is sufficiently energetic 
and the boundary conditions are such that quenching does not occur, the 
turbulent flame will eventually accelerate until choking occurs. In the 
weak turbulent deflagration regime, the final steady state flame speed 
is due to a balance between the positive and negative effects of 
turbulence. The positive effects being the enhancement of combustion 
rate due to the more rapid turbulent heat and mass transport, while the 
negative effects can be ascribed to quenching and flame stretch. How
ever, as the mixture becomes more sensitive, the chemical time scale de
creases, thus rendering the negative effects of turbulence due to quen~ 
ing by mixing and flame stretch less effective. This allows the posi
tive effect of turbulence to dominate and drive the flame speed even
tually to choking or sonic condition. It is interesting to note that 
the flame speed in the choking regime is supersonic with respect to the 
unburned mixture whose sound speed is of the order of 330 m/s. Thus 
unlike the weak deflagration regime in which the flame propagates into 
its own displacement flow structure, the flame in the choking regime 
propagates into an undisturbed medium (like a detonation wave). Since 
the flame is supersonic, the shock waves generated do not decouple from 
the reaction zone and propagate ahead of the flame, but move along with 
it as a complex. Due to the finite spacing of the orifice plate ob
stacles, the flow fluctuates greatly in between the obstacles. We may 
therefore speak of steady state conditions only in a global or av~raged 
sense. From Fig. 9 we see that the flame speed in the choking regime is 
in general slightly below that of the isobaric sound speed (based on 
constant pressure combustion). Hence, this provides a good approxima
tion to the estimation of the flame speed in this choking regime which 
should depend somewhat on the details of the flow processes generated by 
the obstacles. From Figs. 10 and 11 we see that the flame speed in the 
choking regime is only weakly dependent on the tube diameter and the 
friction factor. 

In the quasi-detonation regime, the speed of the wave front ranges 
from about half the normal Chapman-Jouguet velocity of the mixture to 
the full value depending on the obstacle configuration (hence frictional 
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losses). Since the quasi-detonation velocity can be only slightly higher 
than the wave speed of the choking regime, it is difficult to make a 
distinction between these two regimes on the basis of their speeds. How
ever, for a given tube and obstacle configuration the transition from 
the choking to the quasi-detonation regime is quite distinct. From the 
experiments that have been carried out thus far [16J, it appears that 
transition occurs when the detonation cell size "A" becomes less than 
(or equal to) the orifice diameter "d" (ie., A .::; d). In other words 
when A/d > 1, the flame propagation is in the choking regime where the 
flame speed corresponds to the sound speed of the combustion products. 
However, when the mixture becomes more sensitive (ie., a reduction of 
the cell size "A"), then an abrupt transition to the quasi-detonation 
regime occurs when A/d ~ 1. Table 1 gives the experimental values for 
A/d where transition takes place, except for the case of acetylene-air 
mixtures. It appears that the detonation cell size measured for acety
lene is about half the correct value. This discrepancy in the cell 
size for C2H2-air mixtures has yet to be resolved. However, within ex
perimental errors in cell size measurements for the other fuels, the 
A/d .::; 1 criterion is confirmed. It should be noted that the value of 
the quasi-detonation velocity may not differ much from that of the 
choking regime in a given tube and orifice diameter. The transition 
between the two regimes is identified by a distinct jump in the wave 
speed indicating a change-over in the dominant propagation mechanism. 
We identify this as a detonation regime on the basis of the transition 
criteria A/d ~ 1. According to Schelkhin [25J, the detonation limit in 
tubes was postulated to be A/d ~ 1. The logic behind this argument is 
that the tube diameter must at least be big enough to accomodate one de
tonation cell. Schelkhin's criterion finds experimental support in 
Vasiliev's [26J study where it was found that self-sustained detonation 
can only propagate in a channel of width W ~ A. Thus the transition to 
the quasi-detonation regime for A/d .::; 1 suggests that the wave is a de
tonation. However, the severe momentum losses reduce its velocity to a 
value which can be significantly below that of the normal Chapman
Jouguet value. The fact that the orifice diameter is of the order of 
the cell size implies that the detonation mechanism dominates. A theory 
has y~t to be developed whereby the quasi-detonation velocity can be 
determined for a given mixture when the momentum losses can be specified. 

Finally, if the orifice diameter is sufficiently large, .the influ
ence of the momentum losses due to the rough walls on the quasi-detona
tion velocity should be negligible and the normal Chapman-Jouguet deto
nation regime is recovered. From the experimental results obtained, it 
was found that the asymptotic approach to the normal Chapman-Jouguet 
detonation regime occurs when the ratio d/A ~ 13. For example, in the 
case of H2-air mixtures shown in Fig. 9, the approach to the normal C-J 
regime occurs at about 24% H2 where the detonation cell size A ~ 2 cm. 
The orifice diameter is about 25.8 giving a d/A ~ 12.9. This criterion 
of d/A ~ 13 for the existence of the normal C-J detonation regime is 
consistent with the fact that the critical tube diameter "d" in which 
a confined planar detonation wave can continue to propagate as a spheri
cal detonation without failure when the confinement is suddenly removed 
is governed also by the criterion d/A ~ 13. The critical tube diameter 
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problem corresponds to the most severe form of a lateral perturbation to 
the forward motion of a detonation wave. Hence it seems reasonable that 
when d/A ~ 13, the detonation is not influenced by the weaker perturba
tions generated by the obstacles. 

Summarizing the results, it appears that two of the five propaga
tion regimes are detonation regimes since the detonation cell sizes pro
vide the characteristic length scales for the scaling of the transition 
criteria for these regimes. The choking regime is essentially control
led mainly by the energetics of the mixture since the stagnation sound 
speed determines the flow velocity. The self-quenching regime is gov
erned by the turbulent mixing and the chemical time scales. Perhaps 
the most difficult problem is to obtain understanding of the propagation 
mechanism of the weak turbulent deflagration regime since the details of 
turbulence flow structure and flame front interactions must be considered. 

4. CRITERION FOR TRANSITION AND DETONATION LIMITS IN SMOOTH TUBES 

For smooth tubes of relatively large diameters, there exists only two 
regimes of propagation, the weak turbulent deflagration and the normal 
Chapman-Jouguet detonation regimes. For very small diameter tubes or 
when the initial pressures of the mixtures are sufficiently low, the 
wall boundary layer effects may become dominant and the other regimes 
(e.g., choking, quasi-detonation) may exist also. The weak turbulent 
deflagration and the Chapman-Jouguet detonation regimes in smooth tubes 
are the same as that in rough tubes. It is, however, of interest to 
consider the criterion for transition from deflagration to detonation 
in smooth tubes. For transition to detonation to be possible, it must 
be established first that the explosive mixture is within the detonation 
limits. However, even if the conditions are such that the explosive 
mixture is within the detonability limits, transition may not necessarily 
occur The flame acceleration mechanisms must be sufficiently effective 
to bring the turbulent deflagration to a high enough velocity for the rnr 
set of detonation to occur. We shall consider in this section the cur
rent results regarding the detonability limits and the criteria for 
transition in smooth round tubes. We shall first discuss the problem of 
detonability limits. The detonability limits can be defined as the cri
tical conditions that determine the possibility for the propagation of a 
self-sustained detonation wave. The critical conditions denote both the 
initial and boundary conditions of the explosive mixture. The initial 
conditions include the specification of the type of fuel, its concentra
tion, initial thermodynamic state, the initial fluid mechanical state 
(ie., mean flow and turbulence characteristics), ignition source proper
ties and all oth~r relevant parameters that define the condition of the 
explosive prior to ignition. The boundary conditions represent size and 
geometry of the volume of explosive, the degree of the confinement, sur
face topology of the confining walls, as well as all other relevant pa
rameters that are related to the boundary of the explosive. The current 
state of the art is that there exists no theory whereby the limits can 
be predicted from first principles. Experimental determination of the 
limits suffers from the lack of an operational definition of anexperi-
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Fig. 13 .The velocity history of a flame transmitted from the obstacle 
field to the smooth-walled tube in the acetylene-air system. 

mental criterion. Unlike the determination of flammability limits where 
there exists a more or less generally accepted standard apparatus (ie., 
the flammability tube of Coward and Jones), no standard detonation tube 
and procedures exist for the measurement of detonability limits. The 
usual experiments were carried out in long tubes using powerful igniters. 
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The limits are determined based on failure to observe detonation in the 
given tube with the given igniter. In general, success or failure to 
observe detonation is quite distinct, to permit the critical fuel con
centration (composition limit) to be determined. Although it is gene
rally acknowledged that the limits are dependent on the apparatus (e.g., 
tube diameter) and ignition source strength, limits data are usually 
specified without reference to the conditions in which they were ob
tained. In principle, spherical detonation limits should represent the 
"true" limits, free from boundary effects. However, the actual experi
mental measurements of the limits for unconfined detonations cannot be 
rid of the influence of the initiation energy. Choosing some arbitrary 
value for the maximum initiation energy, the composition limits for 
spherical detonation are then determined from the U-shaped curve of 
initiation energy versus the fuel composition plot. Fortunately, the 
extremely rapid increase in the initiation energy as the limits are ap
proached makes the actual values. for the limiting composition rather 
insensitive to the maximum value of critical charge weight chosen. 
Nevertheless, a certain degree of arbitrariness is still associated with 
the actual value of the limits determined in this manner. It may be 
concluded that it is only meaningful to speak of the limits associated 
with a given apparatus (e.g., in a smooth cylindrical tube of a given 
diameter) using a certain reasonable criterion. 

Recent studies attempt to formulate more meaningful criteria for 
the limits in a specific apparatus based on certain identifiable charac
teristics of the detonation as the degree of the arbitrariness associ
ated with the limits are approached (e.g., wave stability based on velo
city fluctuation), For example, for smooth cylindrical tubes, it was 
proposed by Lee [lJ that A ::: 1Td (where A is the cell size as measured 
from smoked foils and d is the tube diameter) be used as a criterion. 
It was found that this suggestion had actually been prposed as early as 
1948 by Kogarko and Ze1dovich [27J. Although they did not give the basis 
for arriving at this criterion, it can be reasoned as follows. Since the 
tube circumference "1Td" represents the largest characteristic dimension 
for the tube, the longest characteristic acoustic time is thus "1Td/c", 
where "c" is the sound speed of the detonation products. Assuming a re
sonant coupling between the acoustic vibration and the periodic chemical 
processes in the detonation front and that the characteristic chemical 
time can be represented by "A/C", we arrive at A ::: 1Td. This is in the 
same spirit as the criterion that A ::: d proposed by Sche1khin [25] and 
the suggestion of Dove and Wagner [28J that the single head spin should 
correspond to the lowest stable detonation mode (hence should represent 
limiting condition). It should be noted that if one formally adopts the 
criterion that the single head spin detonation is the limiting mode, 
then the acoustic theory of Manson [29] and Fay [30J gives a spin pitch 
to diameter ratio P/d ::: 1TU/K1C, where "p" is the spin pitch, "u" the C-J 
detonation velocity and K1 ::: 1.841 is the first root of the derivative 
of the Bessel function of order one. In an earlier paper, Moen et a1. 
[31] have assumed that the spin pitch "p" corresponds to the cell length 
(hence P ~ 1.6 A) and this results in a limit criterion of A ~ 1.7 d 
(since U/C ~ 1.6 for most detonating mixtures). It should be pointed 
out that there is no basis for the assumption that the single head spin 
pitch should correspond to the cell length. In fact, it is obvious that 
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the single head spin mode should occur in a mixture less sensitive than 
that given by A = TId. However, the assumption that the pitch equals the 
cell length in the acoustic theory gives the contradictory result for 
the limit criterion of A ~ 1.7 d which specifies a more sensitive mix
ture than that given by the A = TId criterion. Irrespective of the dif
ferent criteria stated above, all indicate that the limit for round 
tube occurs when the tube diameter is of the order of the cell size A. 
Recent experiments by Dupre [3ZJ in tubes of difference diameters sug
gest that the A = TId criterion appears to be the most reasonable one. 
For mixtures less sensitive than that specified by this criterion, ie., 
A > TId, it is found that the detonation is highly unstable to finite 
perturbations with velocity fluctuations in excess of 10% from the C-J 
value. The study of detonation propagation in thin plastic wall tubes 
by Murray [33J indicated that detonation failure occurs when the velo
city deficit exceeds 10%. It should be noted that the A = TId criterion 
applies to the condition where the detonation is initiated by a strong 
source. For transition to occur, it is reasonable to expect that the 
mixture should be more sensitive. The recent experiments of Knystautas 
et al. [16J confirm that the transition crtierion in a smooth tube is 
A ~ d in accord with Schelkhin's criteria which requires a slightly more 
sensitive mixture than that prescribed by the A = TId criteria. 

In Knystautas' experiment, a rough section of the tube is used to 
bring the flame to a sufficiently high flame speed. Then upon transmis
sion to the smooth section of the tube, the flame may either decay to 
the weak turbulent deflagration regime or may transit to the normal 
Chapman-Jouguet regime. By using the initial rough section of the tube, 
it can be ensured that the maximum turbulent flame speeds have been at
tained for the transition to occur. Figure 13 shows the typical flame 
speed versus distance along the tube for the 5 cm tube, with BR = 0.43 
for the case of CZHZ-air mixtures. When the propagation regime in the 
obstacle section corresponds to the quasi-detonation regime, transition 
to the Chapman-Jouguet detonation regime occurs immediately in the 
smooth section. This is expected since the quasi-detonation regime is 
in essence a detonation regime but with severe momentum losses. Thus 
upon emergence into the smooth section where the losses are negligible, 
immediate transition to the normal C-J detonation regime results. For 
3.5% and 4.5% CZHZ, the propagation regime in the rough section corres
ponds to the sonic regime. It can be observed in the case of 4.5% CZHZ, 
that the flame accelerates and transits to the normal C-J detonation re
gime. For 3.5% CZHZ' the flame decelerates to the weak turbulent de
flagration regime in the smooth section. Similar results have been ob
tained for other fuels in different tubes. The criterion for transition 
to detonation has been found to correspond to the Schelkhin criterion 
where Aid::; 1. T,able II shows some typical values for the 5 cm tube for 
CZHZ' CZH4, C3H8' and H,. Although much more experiments have to be 
carried out before the criterion can be firmly established, the results 
obtained to date seem reasonable. 

It should be pointed out that both detonability limits and the 
transition criterion mentioned are for rigid circular tubes. For tubes 
of other geometries, experiments have yet to be carried out to determine 
both the limit and the transition criteria 
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TRANSITION IN SMOOTH-WALLED TUBE 

4% C2H2 - Air 0 = Scm A =58.3 mm AID =1.18 

5% C2H4 - Air D=5cm A =65.1 mm AID = 1.3 2 

10%C2H4 - Air D =5cm A =39.7 mm AID =0.80 

4%C3 Hs - Air o =5cm A =52.2mm AID =1.08 

5%C3Hs - Air D =5cm A =59.0 mm AID =1.19 

20%H2 - Air D =5cm A. =55.4 mm A. ID = 1.12 

51% H2 - Air D =5cm A. =52.5 mm AID =1.08 

TABLE II 

5. GENERAL CONCLUDING REMARKS ON TURBULENCE AND COMBUSTION 

We have seen that the propagation velocity of a combustion wave (hence 
the burning rate) can vary by three orders of magnitude as a result of 
turbulence and shock waves. In a confined tube where we can put obsta
cles to create any degree of turbulence intensity and scale, this range 
of propagation velocity can readily be achieved. In other geometries, 
the boundary conditions may not be as effective in producing turbulence 
and one observes only the weak turbulent flame and the Chapman-Jouguet 
detonation regimes. We have not thus far mentioned the precise nature 
as to how turbulence influences the combustion rate nor did we discuss 
the role of the shock waves when the flame is supersonic. It is of 
interest in concluding this lecture to give some physical picture of 
turbulent flames and detonations. 

The propagation mechanism of a laminar flame is clear. It is in 
essence a diffusion wave. Thus its propagation velocity may be expres
sed as S = la/tc , where a is the molecular diffusivity and tc is the 
characteristic reaction time. Taking a typical value for a = 10- 5 

m2 /sec and tc = 10-4 sec, the diffusion wave velocity is thus of the 
order of 0.3 mls which corresponds to the value for atmospheric fuel-air 
flames. If one considers the influence of turbulence as an increase fn 
"the diffusivity, then we may consider the turbulent flame as a turbulent 
diffusion wave. Thus ST = laT/tc ' where the aT denotes the turbulent 
diffusivity. The turbulent diffusivity ar may be expressed as "u'J/,", 
where "u'" is the turbulent fluctuation velocity and "t" is the average 
eddy size. If we take typical values for u' = 1 mls and J/, = 10-2 m, the 
turbulent diffusivity aT = 10- 2 m2 /s. Thus the ratio of the turbulent 
diffusion wave velocity to the molecular counterpart is given by the 
square root of the ratio of the diffusivities, ie., STIS ={aT/a. there
fore ST = 30 S for this case and is typical of turbulent burning veloci
ties. In such a global consideration, the detailed physics of turbulent 
flames are missing. 
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Numerous models have been advanced. For example in the pioneering 
studies by DamkBh1er [34], it is assumed that the flame thickness "0" is 
small as compared to the scale of turbulence ",Q,". Thus the turbulence 
simply wrinkles an otherwise laminar flame surface. The turbulent 
burning velocity could be calculated if the instantaneous surface area 
of the front and the laminar burning velocity are known. In this model 
turbulence serves to increase the burning surface area. 

DamkBhler also considered the case when the scale of the turbu
lence "Q," is \ess than the flame thickness "8". In this case the role 
of turbulence is to increase the transport rate. Thus the turbulent 
burning velocity is as given previously, ST ~ laT/tc . 

Significant progress has been seen since then in the understanding 
of the detailed structure of turbulent flows. In general there exists 
a spectrum of length scales. It is perhaps of interest to discuss a 
model where these scales are taken into account in the turbulent flame 
structure. We may represent the large scale turbulent motion by an 
averaged length scale (the integral scale or the average eddy size "Q,"). 
If u' is the turbulent fluctuation velocity (ie., r.m.s. velocity), then 
the kinetic energy of the turbulent motion (per unit mass) is of the 
order of U,2 The characteristic life time of the eddy is tQ, = Q,/u' and 
thus the energy dissipation rate € ~ u,2/(Q,/u') = u,3/Q,. Taking typical 
values for u' ~ 1 m/s and Q, = 10- 2 m2/s 3, if we compute the Reynolds 
number ReQ, = u'Q,/V and taking V ~ 10- 5 m2 /s, we obtain ReQ, ~ 10 3• For 
such a high value of the Reynolds number, it is clear that viscous dis
sipation effects are negligible for the length scale of the average eddy 
size Q, ~ 10- 2 m. For viscous dissipation to be important, the Reynolds 
number should be of the order of unity. Thus there arises the question 
as to how the turbulent kinetic energy of the eddy is dissipated. There 
must exist a fine structure within the eddy where the length scale "n" is 
sufficiently small to dissipate the energy via viscous shear. Consider 
the characteristic velocity of the small scale eddy to be "v", then the 
Reynolds number Ren = vn/Y = 1, we may replace U by v/n and thus the 
small scale eddy size n = (1/4V3/4. The small scale eddy is generally 
known as the Kolmogorov scale and can be evaluated when the energy dis
sipation rate is known. Taking the typical values V = 10- 5 m2 /s and 
( = 102 m2 /s 3, we can evaluate n ~ .1 mm. Thus within the large eddy of 
the order of 1 cm, there exists the small eddies of the order of 0.1 mm. 
A physical model of the distribution of Kolmogorov eddies within the 
large eddy is given by Tennekes [35J who considered the Kolmogorov ed
dies to be vortex tubes of diameter n and spaced with an averaged dist
ance "A" within the large eddy of size "Q,". The spacing of the Kolmogo
rov tubes "A" is referred to as the Taylor microsca1e. The way energy 
is "pumped" into the small scale Kolmogorov vortex tubes where viscous 
dissipation takes place is via the mechanism of "vortex stretching". If 
we stretch a vortex tube, the work done in stretching goes to the spin
ning motion of the fluid inside the tube. Eventually, the kinetic 
energy of rotation dissipates into internal energy via viscous shear. 
Thus we see that the kinetic energy of the large scale motion goes into 
the small scale vortex tubes via stretching and deformation. Subse
quently, viscous dissipation occurs in the small scale vortex tubes of 
scale "n". The Taylor microscale can be related to the large scale 
motion as follows: The characteristic diffusion time of vorticity over 
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the distance A is tA ~ A2/y and this is proportional to the character
istic time of the large eddy t£ ~ £/u'. Thus A2/V ~ £/u' and A/£ ~ 
Re£-1/2. For isotropic turbulence the experiments give the relationship 
(A/£)2 = 48 Re£l. Thus for the typical values considered, A ~ 2 mm. From 
the above picture we see that the model for the structure of turbulence 
consists of large eddies of size £ with a distribution of vortex tubes 
within it of size n and the average spacing between the vortex tubes is 
A. This simple model is consistent with experiments although other 
physical pictures can also be constructed to account for the same ob
served effects. 

We now ask the question "what happens when a flame propagates into 
a turbulent structure as described above?" The characteristic length 
scale of a flame is the thickness of the reaction zone "8" which de
pending on the definition (reaction zone or preheat zone) ranges from 
0.1 to 1 mm. Taking a typical value of say 0.5 mm, we see that 8 < n, 
A > O. We may expect the large scale motion to wrinkle the flame front 
with characteristic dimension "£" according to DamkHh1er's model. How
ever, the small scale Ko1mogorov vortex tubes play an important role. 
If the vortex tubes are severed by a flame front, then these vortex 
tubes act like "vacuum cleaner hoses" and pull the combustion gases and 
free radicals rapidly along their lengths. This is due to the low pres
sure generated inside the tubes from the centrifugal forces of the ro
tational motion. Experimental evidence of this effect can be found in 
the work of McCormack [36J who demonstrated that the propagation rate of 
a flame along a vortex ring can be very high. With a distribution of 
hot product gases and free radicals along these Kolmogorov tubes, com
bustion will occur at ·these sites and then spread over the distance "A" 
between those burning tubular regions. The burn-out time of the re
gions between the tubes will then be of the order of AlS, where S is 
the laminar burning velocity (or equivalently the burn-out time can be 
related to the diffusivity a, ie., A2/a since the propagation velocity 
of a laminar flame is essentially that of a diffusion wave). The above 
physical picture of a turbulent flame is largely due to Chomiak [37] 
who make some brilliant speculations regarding the detailed structure 
of turbulent flames. Whether such a model is the correct model is dif
ficult to verify experimentally. As pointed out in this lecture, there 
is no universal model for turbulence and every special case has its own 
characteristics. There may be certain common features but no one model 
can be expected to provide the complete description of turbulence in 
general. The ideas of Chomiak contain many of the essential ingredi
ents necessary for the interpretation of a wide class of high Reynolds 
number turbulent flames. 

We now turn our attention to the role of the shock waves generated 
in the supersonic deflagration, quasi-detonation and the Chapman
Jouguet detonation regimes. In a subsonic def1agration, the expansion 
of the combustion gases generate a flow of the unburned gases ahead of 
the flame. In a supersonic def1agration, the expansion generates shock 
waves which propagate with the combustion zone. The adiabatic compres
sion due to the shock waves increases the temperature of the unburned 
gases prior to combustion. The increase in the molecular diffusivities 
as a result of this temperature rise will no doubt play an important 
role in enhancing the local transport rates in the turbulent flame zone. 
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If the shock waves are sufficiently strong, then auto-ignition is pos
sible. When this happens, an alternate mechanism for the propagation 
of the combustion wave is provided. According to the classical theory 
of detonation wave, this mechanism of auto-ignition by the shock wave 
is in fact considered to be the principle mechanism of propagation. 
However, the experimental studies carried out on the detailed structure 
of the detonation front over the past 25 years have shown the contrary. 
There is no concrete evidence that shock induced auto-ignition is the 
principle mechanism for the propagation of a real cellular detonation 
wave. In fact, the reactive blast calculations by Bach, etc. [38], 
Lundstrom and Oppenheim [39], and Thomas and Edwards [40] have shown 
that the amount of mixture that can be ignited by the blast wave in a 
detonation cell is an insignificant fraction of the total mixture de
fined by the cell boundary. In other words, the majority of the mix
ture is burned in the transverse waves or in the shear layers. This 
strongly indicates that it is the turbulent shear layer associated 
with the transverse wave of the triple shock configuration that pro
vides the dominant mechanism of combustion in a real detonation front. 
Further support for the important role of turbulent shear in detonative 
combustion can be found in the observation of the onset of detonation. 
From the stroboscopic laser schlieren photographs of Urtiew and Oppen
heim [4], it is evident that onset of detonation always occurs at the 
most intense shear region in the turbulent flame "brush" in the bound
ary layer near the wall of the tube. This indicates that auto-ignition 
is brough about by turbulent mixing between the hot product gases and 
the unburned mixture. In fact, it has been conclusively demonstrated 
by Meyer et al. [42] that the gasdynamic processes of compression ahead 
of the accelerating front are entirely insufficient to bring about the 
transition to detonation. They postulated that "the occurence of this 
event (ie., transition) must be due therefore to other phenomena of 
which the most influential should be those associated with heat or mass 
transfer from the flame". The conclusive demonstration that auto-igni
tion and subsequent onset of detonation can be brought about by rapid 
turbulent mixing alone without any shock pre-compression was later 
achieved by Knystautas et al. [43]. Thus it seems reasonable to assume 
that turbulence 'and shear play the dominant role not only in deflagra
tion, but in detonations as well. For deflagration, intense turbulence 
must come from shear layers generated at the boundary layers or wakes 
of obstacles. In the detonation mode, the intense shear layers are 
generated at the triple shock configurations. Thus it may be said that 
triple shock configurations via shock collisions is nature's own way to 
generate shear and turbulence in the absence of boundaries. It appears 
that the mechanisms of propagation in both turbulent deflagration and 
detonation are in fact the same. Adopting this unified view enables us 
to understand the role of boundaries in controlling the combustion rate. 

ACKNOWLEGEMENT 

I would like to thank Dr. O. Peraldi for his assistance in preparing 
this manuscript. 



376 J. H. S. LEE 

REFERENCES 

1. Lee, J.R.S. (1984) Annual Review of Fluid Mechanics ~g, 311-36. 

2. Lee, J.H.S. and Guirao, C.M. (1981) Gasdynamic Effects of Fast 
Exothermic Reactions, in Fast Reactions in Energetic Systems 
Eds. C. Capellos and R.F. Walker, D. Reidel Publ. Co. 

3. Lee, J.H.S. and Moen, 1.0. (1980 Progr. Energy Comb. Sci. ~, 

359-389. 

4. Hjertager, B.H. (1981) 'Numerical Simulation of Turbulent Flame 
and Pressure Development in Gas Explosions'. Proc. Int. Mtg. on 
Fuel-Air Explosions, Eds. Lee, J.R. and Guirao, C.M., University of 
Waterloo Press. 

5. Marx, K.D., Lee, J.R.S. and Cummings, J.C. (1985) 'Modelling of 
Flame Acceleration in Tubes with Obstacles'. Proc. 11th lMACS World 
Congress, Oslo, Norway, August 5-9. 

6. Lee, J.R.S., Knystautas, R., Chan, C. Barr, P.K. Grcar, J.F. and 
Ashurst, W.T. (1983) 'Turbulent Flame Acceleration Mechanisms and 
Computer Modelling'. Proc. International Meeting on Light-Water 
Reactor Severe Accident Evaluation, Cambridge, Mass. August 28 -
September 1. Also available as SANDIA Rept. 83-8655. Livermore, 
California. 

7. Mallard, E. and Le Chatelier, H. (1881) C.R. Acad.Sci. Paris 9 
145-148. 

8. Berthelot, M. and Vieille, P. (1882) C.R. Acad.Sci. Paris 94 
pp. 101-108, 16 Jan., pp. 882-823, 27 Mars, Vol. 95, pp. 1~157, 
24 Juillet. 

9. Chapman, W.R. and Wheeler, R.V. (1926), (1927) J. Chem. Soc. 
(London), Vol. ~!, p. 2139 and Vol. 38. 

10. Schelkhin, K.I. (1940) J.E.P.T. (USSR), !2, 823-827. 

11. Guenoche, H. and Manson, N. (1949) 'Influence des Conditions aux 
Limits Transversales sur la Propagation des Ondes de Shock et de 
Combustion. Revue de l'Institut FranGais du Petrole, No.1, pp. 
53-69. 

12. Brochet, C. (1966) 'Contribution a l'Etude des Detonations 
Instables dans les Melanges Gaseux'. Theses Presentees a la 
Fac. des Scie., Poitiers. 

13. Wagner, R.G. (1982) 'Some Experiments about Flame Acceleration' 
First International Specialist Meeting on Fuel-Air Explosion, 
Montreal, 1981. University of Waterloo Press, SM Study No. 16, 
pp. 77-99. 



TIlE PROPAGATION OF TURBULENT FLAMES AND DETONATIONS IN TUBES 3n 

14. Lee, J.H.S., Knystautas, R. and Freiman, A. (1984) Combustion and 
Flame 56, 227-239. 
---== 

15. Lee, J.H.S., Knystautas, R. and Chan, C. (1984) Proc. 20th Symp. 
(International) on Combustion. The Combustion Institute, Pitts
burgh, Pa. 

16. Knystautas, R., Lee, J.H., Peraldi, P. and Chan, C. (1985) 10th 
ICDERS, Berkeley, Calif., August 4-9. 

17. Hjertager, B.H., Fuhre, K., Parker, S.J. and Bakke, J.R. (19'83) 
'Flame Acceleration of Propane-Air in a Large-Scale Obstructed Tube' 
Presented at the 9th International Colloquium on Dynamics'of Explo
sions and Reactive Systems, Poi tiers. 

18. Urtiew, P.A. (1982) 'Recent Flame Propagation Experiments at LLNL 
within the Liquified Gaseous Fuels Spill Safety Program'. First 
International Specialist Meeting on Fuel-Air Explosions, Montreal 
1981. University of Waterloo Press SM Study No. 16, 924-947. 

19. Deshaies, B. and Leyer, J.C. (1981) 'Flow Field Induced by Uncon
fined Spherical Accelerating Flames', Comb. and Flame 40, 141-153. --

20. Zeeuwen, J.P. and Van Wingerden, C.J.M. (1983) 'On the Scaling of 
Vapor Cloud Explosion Experiments'. Presented at the 9th Interna
tional Colloquium on Dynamics of Explosions and Reactive Systems, 
Poitier. 

21. Yip, T.W.G., Strehlow, R.A. and Ormsbee, A.I. (1983) 'Theoretical 
and Experimental Studies in Acoustic Waves G~nerated by a Cylindri
cal Flame and 2-D Flame-Vortex Interactions'. Presented at the 
1983 Fall Technical Meeting, Eastern Section of 'llie Combustion Insti
tute, November, Providence, R.I. 

22. Sherman, M.P., Tieszen, S., Benedick, W., Fisk, J., Carcassi, M. 
(1985) 'The Effect of Transverse Venting on Flame Acceleration and 
Transition to Detonation in a Large Channel'. 10th ICDERS, Berkeley, 
California, August 4-9. 

23. Thibault, P., Liu, Y.K., Chan, C., Lee, J.H., Knystautas, R., 
Guirao, C., Hjertager, B. and Fuhre, K. (1982) 'Transmission of 
and Explosion Through an Orifice'. Proc. 19th Symp. (International) 
on Combustion. The Combustion Institute, Pittsburgh, Pa. pp. 599-606. 

24. Ashurst, W. and Barr, P. (1982) 'Discrete Vortex Simulation of 
Flame Acceleration due to Obstacle Generated Flow'. 1982 Fall 
Meeting of Western States Section of The Combustion Institute. 
Paper WSS/CI 82-84. Sandia National Lab. Rept. SAND 82-8724. 

25. Schelkhin, K. (1966) 'Instability of Combustion and Detonation of 
Gases'. Soviet Physics USPEKHI, ~, 5, 780. 



378 J. H. S. LEE 

26. Vasi1iev, A.A. (1982) 'Geometric Limits of Gas Detonation Propaga
tion', Fiz. Goreniya Vzryre ~~, 132-136. 

27. Kogarko, S.M. and Ze1dovich, Y.B. (1948) Dok1. Akad. Nauk SSSR, 
g~, 553. 

28. Dove, J.E. and Wagner, H.G. (1960) Proc. 8th Symp. (International) 
on Combustion, 589-600. The Combustion Institute, Pittsburgh, Pa. 

29. Manson, N. (1946) Compo Rendu ~~~, p. 46. 

30. Fay, J.A. (1952) J. Chern. Phys. ~~, p. 942. 

31. Moen, 1.0., Donato, M., Knystautas, R. and Lee, J.H.S. (1981) 
18th Symp. (International) on Combustion, pp. 1615-1623, The 
Combustion Institute, Pittsburgh, Pa. 

32. Dupre, G., Knystautas, R. and Lee, J.H. (1985) 10th ICDERS, 
Berkeley, California, August 4-9. 

33. Murray, S. (1984) 'The Influence of Initial and Boundary Condi
tions on Gaseous Detonation Waves'. Ph.D. Thesis, McGill University. 

34. DamkHh1er, G. (1940) Z. E1ektrochemie Angewandte Phys. Chem. 46 
601. (English Translation NACA TM 1112 (1947). == 

35. Tennekes, H. (1968) Phys. Fluids ~~, 669. 

36. McCormach, P., Scheller, K., Mueller, G., Tisher, R. (1972) Comb. 
and Flame 19, 297. == 

37. Chomiak, J. (1979) Progr. Energy Comb. Sci. ~, 207-221. 

38. Bach, G., Knystautas, R., Lee, J.H.S. (1968) 12th Symp. (Interna
tional) on Combustion, pp. 883-67. The Combustion Institute, 
Pittsburgh, Pa. 

39. Lundstrom, E. and Oppenheim, A.K. (1969) Proc. Roy. Soc. London, 
Ser. A, 310, pp. 463-78. 

40. Thomas, G.O. and Edwards, D.H. (1983) 
Cell Kinematics Using Two-Dimensional 
Phys. D: App1. Phys., ~§, 1881-1892. 

'Simulation pf Detonation 
Reactive Blast Waves'. J. 

41. Urtiew, P. and Oppenheim, A.K. (1966) Proc. Roy. Soc., ~!2~, 13-28. 

42. Meyer, J.W., Urtiew, P.A. and Oppenheim, A.K. (1970) Comb. and 
Flame ~~, No.1, pp. 13-20. 

43. Knystautas, R., Lee, J.H., Moen, 1.0. and Wagner, H.Gg. (1979) 
Proc. 17th Symp. (International) on Combustion, pp. 1235-1245. The 
Combustion Institute, Pittsburgh, Pa. 



KrF LASn IRDUCBD DEmMPOSITIOII OF TETRAIIITR.OIII!:TIIAIIE 

C. Capellos, S. Iyer, Y. Liang*, and L.A. Gamss** 
ARDC, Dover, New Jersey 07801-5001 

Electronic excitation of tetranitromethane (TNM) in aerated or 
deaerated polar solverits generates the N02 radical and the nitroform 
anion, (NO )3C-, which has a maximum absorption at 350 nm. In 
nonpolar so1vents electronic excitation of TNM leads to the formation 
of the N02 radical and the trinitromethyl radical, (N02) 3C., with an 
absorption maximum at 307 nm. Prolonged irradiation of TNM in 
nonpolar solvents results in the formation of nitroform, (N02)3C-H, 
which is probably generated by the (N02)3C. via hydrogen abstraction 
from the solvent. The nonpolar solvent radicals generated by the 
hydrogen abstraction reaction combine with N02 radicals in the 
solution to form nitroalkane molecules. 

IftRODUCTIOII 

Tetranitromethane has been used extensively for determining the 
yields of active reducing intermediates such as H atoms, H02 radi
cals, solvated electrons, and organic free radicals which are formed 
during y-radiolysis or pulse radiolysis of various polar solvents 
(1-5). The reaction in any of these cases may be represented as a 
dissociative electron transfer from the reducing species to TNM. 

The extent of this reaction was monitored in each case by determining 
the concentration of the stable nitroform anion (N02)3C- from its 
maximum absorbance at 350 nm where the anion is known to have an 
extinction coefficient of 1.5 x 104M-1cm-1 (2). 
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Previous investigators (6,7) have also detected the formation of 
nitroform anion during the electronic excitation of TNM in polar 
solvents. In nonpolar solvents, however, although the formation of 
the trinitromethyl radical has been postulated (7) it has not as yet 
been detected experimentally. 

This paper presents nanosecond spectroscopic and kinetic data 
for the formation of (N02) 3C- as well as the previously undetected 

(N02)3Co from electronically excited TNM in polar and nonpolar sol
vents, respectively. 

EXPERIMENTAL 

All solvents used in this work were spectrograde quality. TNM 
was purified as reported earlier (4). Deaeration, i.e., removal of 
oxygen, of the solutions was performed by flushing with nitrogen for 
15 minutes in a flask attached to the optical cell. Spectroscopic 
and kinetic studies of polar and nonpolar solutions of TNM in the 
nanosecond range were performed with the excimer laser (Questek Model 
2840) nanosecond kinetic spectrophotometer shown in Fig. 1. 

EXCIMER LASER 

BS-Beam SpliHer 
F-F'Her 
L-Lens 

PM-PhotomuH'plier 
S-ShuHer 

SW-SwHch 

Figure 1. Schematic of nanosecond kinetic spectrophotometer. 
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The optical detection system consisting of the booster Xenon 
lamp, monochromator, photomultiplier tube and oscilloscope were 
described in an earlier publication (8). The kinetic data presented 
here were analyzed as described previously (9,10). 

RESULTS AND DISCUSSION 

Energetic Transient Species For.ed Fra. Electronically Excited TNM in 
Polar Solvents 

Electronic excitation of TNM in aerated or deaerated polar sol
vents such as methanol results in the formation of a species with an 
absorption maximum at 350 nm as shown in Fig. 2 • 
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Figure 2. Absorption spectrum of TNM in a) gas phase; b) 
acetonitrile; c) hexane; d) methanol. Absorption spectrum of nitro-

- 'I- -form anion(NF); e) K NF in H20; f) TNM in EPA (77°K) after 
photolysis; g) TNM in methanol after after photolysis; h) TNM in n
hexane after photolysis; i) NF from NF- on acidification. 

As shown in the oscilloscope trace of Fig. 3, most of the 
transient absorption at 350 nm is formed within the first 40 nano
seconds followed by a slower build up which lasts for about 1.5 
microseconds. 
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o 

-
100 .. 

200n5 

Figure 3. Oscilloscope trace showing the build-up of transient 
absorption at 350 nm, following electronic excitation of 2 x 10-3M 
TNM in methanol. (Note: In this and the following oscilloscope 
traces of this paper the ordinate shows changes in transient opticai 
absorption as a function of time.) 

Subsequently, the species undergoes a partial decay (Fig. 4) 
resulting in a permanent absorption species. The spectrum of this 
permanent absorption species was recorded with a Cary 14 spectropho
tometer and it is shown in Fig. 2g. 

0------------______________ __ 

-10~ __ 
SOOpS 

Figure 4. Oscilloscope trace showing the partial decay of the nitro
form anion at 350 nm in deaerated methanol solution of TNM. 
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Assignment of the Transient Species and Mechanism 

Oscilloscope traces like the one shown in Fig. 3 were obtained 
at different wavelengths in the spectral range 290 - 380 .nm. The 
instantaneous absorptions (within 40 nanoseconds) as well as the 
build up absorptions (I.5 microseconds) from the beginning of the 
laser pulse were plotted as a function of wavelength as shown in Fig. 
5. 

w 
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z « 
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« 0.2 

320 340 360 380 

WAVELENGTH (NM) 

Figute 5. Transient absorption spectra of TNM in methanol solution 
on electronic excitation. ---.---.---0--- 40 ns after laser; 

x x x 1.5 ~ after laser. 

These transient spectra seem to be very similar to the permanent 
absorption spectrum of Fig. 2g and those spectra of photolyzed TNM 
solutions, in EPA at 77°K (Fig. 2f), in methanol at ambient temper
ature (Fig. 2g), and almost identical to the absorption spectrum of 
(N02)3C- which results from the dissociation of KC(N02)3 in water 
(Fig. 2e) 0 

The experimental data presented above suggest that the transient 
absorption spectra of Fig. 5 are, probably due to the (N02)3C
species which is formed through dissociative electron attachment as 
shown in the following reaction scheme: 
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OH Dissociative > - + 
TNM*(SI) + Me Electron (N02)3C + N02 + MeOH 

Transfer 

Intersystem 
Crossing 

TNM*(T1) + MeOH Dissociative> (N02)3C + NO + MeOH+ 
Electron 2 
Transfer 

(1) 

(2) 

(3) 

(4) 

The almost instantaneous build up (40 nsec) shown in the oscil
loscope trace of Fig. 3 is probably due to the reaction of _TNM*(SI) 
(singlet excited state) with methanol (MeOH) to form (N02)3C through 
dis30ciati ve electron attachment (reaction 2). The slower build up 
(l.S ~sec) of (N02)3C- shown in Fig. 3 can probably be explained 
through reaction 4 which describes the dissociative electron attach
ment of TNM*(T1) (triplet excited state) to form (N02)3C-, This 
anion, which is formed through reactions 2 and 4, undergoes partial 
neutralization to form nitroform as shown in reaction 5. 

(5) 

This particular behavior of the nitroform anion has been observed in 
the present work (Fig. 4) and in pulse radiolysis studies of TNM in 
polar solvents (3). In these earlier studies the nitroform anion was 
monitored with time resolved absorption and conductivity measure
ments. Further confirmation for reaction 5 was obtained in dearated 
solution of TNM in MeOH containing 0.05 M H2S04 , where as it is shown 
in Fig. 6 the photochemically fo~e~1 ani~r (N02)3C- is neutralized 
with a rate constant kS = 5.36 x 10 M sec ,to form nitroform. 

Energetic Transient Species Foraed From Electronically Excited TMM in 
Nonpolar Solvents 

Electronic excitation of TNM in deaerated nonpolar solvents such 
as n-hexane or cyclohexane results in the formation of a species with 
an absorption maximum at 307 nm as shown in Fig. 7. 
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o 

100--------------------------------
Figure 6. Decay at 350 nm of the nitroform_t,nion in the presence of 
H2S04• ([TNM] = I x 10-3M, [H2S04] = 5 x 10 M). 
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c 0.2 
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O.N.C· 

NO. 

320 340 
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380 

Figure 7. Transient absorption spectrum of TNM in cyclohexane solu
tion after electronic excitation (~5~s after laser). 
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The oscilloscope traces of Fig. 8 demonstrate the build up 
(trace a) and decay (trace b) of this transient species. 

0------------------------------

100/ -(0 ) 
500n8 

o 

100 __ .[ 

--( b ) 
100/L8 

Figure 8. a) The formation of transient species in deaerated cyclo
hexane solution (325 nm); b) The decay of the same species in 
deaerated cyclohexane solution (320 nm) 
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Assign.ent of the Transient Species and Mechanis. 

The rise of the transient absorption at 325 nm, as shown in 
trace A of Fig. 8, was treated according to the kinetic expression 6. 

(6) 

where Am is the maximum concentration of the transient species at the 
leveling off point which appears at approximately 5 ~sec from the end 
of the laser pulse (Fig. 8a). A denotes the concentration of the 
building up species as a function-of reaction time t, and k6 is the 
rate constant. Analysis of the experimental data accgrdi~T to the 
kinetic expression 6 gave a rate constant k6 = 2.23 x 10 sec • 

The decay of this transient was measured from Fig. 8b and found 
to be pseudo-first order with a rate constant kd = 17 sec-I. In air 
saturated solutions of TNM in cyclohexane this species reacts with 
oxygen, as shown in Fig. 9, in a pseudo first order fashion (much 
higher concentration of oxygen relative to 4that of the transient 
species) with a rate constant, kox = 1.59 x 10 sec-I. 

0--------------------------------

00-0 - ... /'------------200JLS 

Figure 9. The effect of 02 on the trinitromethyl radical decay moni
tored at 310 nm in cyclohexane solution. 

In order to calculate the second order rate constant for the reaction 
of the 307 nm species with oxygen, the solubility of oxygen in 
aerated cyclohexane was assumed to be the same as the solubility of 
oxygen in aerated n-pentane which is known (11) to be 4.72 x 1O-~. 
Using this solubility value the bimolecular rate constant for the 
reaction of the 307 nm transient with oxygen was found to be k • 

6 -1 -1 . ox 3.37 x 10 Hsec • The spectroscopic and kinetic data presented 
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above for the transient species with absorption maximum at 307 nm 
(Fig. 7) coupled with the experimental evidence (Figs. 10 and 11) 
showing that in nonpolar solvents electronic excitation of TNM leads 
to an appreciable yield of (N02)3C-H (12) which is reduced in the 
presence of oxygen (Fig. 10), suggests that the 307 nm transient 
species is most likely the trinitromethyl radical. 
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Figure 10. -'f spectra of TNM in cyclohexane. _~ _ ••••• ) nonirradiated 
TNK, 4 x 10 M; (---24irradiated TNM, 4 x 10 'M with air; ( ) 
irradiated TNM, 1 x 10 M deae~ated. 

This assignment is further supported by the fact that electronic 
excitation of TNM in gas phase or nonpolar solvents yields appreci
able amounts of N02 as shown by the UV-visible and infrared spectra 
of Figs. 12 and 13. This in turn indicates C-N bond rupture in the 
TNK molecule which is bound to lead to simultaneous formation of the 
trinitromethyl radical. It should be noted that C-N bond rupture 
appears to be the initial step in the photochemistry of alkyl nitro 
compounds (13-18). 
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Figure 11. NMR spectrum of 2% (V IV) TNM in degassed hexane after 
irradiation with 2537A Hg line. The single resonance peak at 0=7.6 
ppm is due to trinitromethane protons (19). The four line spectrum 
in the ratio 1:2:2:1 in the 6 = 4.1-4.4 region is very similar to the 
spectrum of 2-nitrobutane shown at right (20) and thUB indicates 2-
nitrohexane. 

,0 

Figpre 12. UV spectrum of N02 gaseous photolytic product of TNM. 
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Figure 13. IR spectrum of N02 gaseous photolytic product of TNM. 

The formation of (N02) 3C" NO?, (N07) 3C-H, 
be explained by the followLng reactLon scneme: 

TNM(S ) 
o 

Intersystem > 
Crossing 

and nitrohexane can 

(7) 

(8) 

(9) 

(10) 

( ll) 

(12) 
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where RH represents the molecule of the nonpolar solvent such as n
hexane or cyclohexane. The data indicate (Fig. 14) that the 

(N02)3C' is formed to a smaller extent from the singlet excited 
state of TNM (instantaneous absorption of Fig. 14) and to a larger 
extent from the lowest triplet excited state of TNM (build up 
absorption of Fig. 14). 

Experimental evidence for reactions 11 and 12 is presented in 
Figs. 10 and 11. Fig. 11 provides NMR spectroscopic evidence for 
both the formation of nitroform and nitrohexane (19, 20). 

Effect of Oxygen on the Transient Species and Products Generated Fro. 
Electronically Excited TNM 

Figures 14 and 15 demonstrate quite clearly the effect of oxygen 
on the formation of (N02)3C' and (N02)3C-, respectively. This effect 
is attributed to the quenching of the triplet excited state of TNM by 
oxygen (traces band c of Figs. 14 and 15) which according to our 
reaction schemes (reactions 4 and 10) is bound to affect both the 
formation of (N02)3C- and (NOZ)3C" 

0-----------------------------
a 

-
200nS 

Figure 14. Effect of 02 at 310 nm on the formation of the trinitro
methyl radical in cyclonexane solution. a) deaerated solution; 
b) air saturated solution; and c) oxygen saturated solution, 
Pox" 1 atm. 
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0------------------------

100 -(a) 
200nS 

(b) 
200nS 

-(c) 
200nS 

Figure 15. Effect of 0 at 350 nm on the formation of the nitroform 
anion in methanol sOlutfon. a) deaerated solution; b) air saturated 
solution; and c) oxygen saturated solution Pox = 1 atm. 
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The formation of (NO )3C, will be further reduced in aerated 
nonpolar solutions of TNM aue to the ~e~1tio~ of (N02)3C, with oxygen 
with a rate constant kox = 3.37 x 10 M sec 1 to most probably form 
alkoxy or peroxy radicals, in which case there will be a simultaneous 
reduction in the yield of (N02)3C-H as observed in the present work 
(Figs. 9 and 10). 

It is interesting to note that the instantaneous formation of 
the (N02)3C- and (N02) 3C, which is attributed to the reaction of the 
singlet excited state of TNM (reactions 2 and 8) is not affected by 
oxygen (Figs. 14 and 15). This is not surprising, however, since the 
relatively low concentration of oxygen used in these experiments 
(4.72 x 10-3M) is not expected to quench the singlet excited state of 
TNM most of which appears to decay (Figs. 14 and 15) alm9st within 
the laser pulse via photophysical or photochemical processes to yield 
the (N02)3C, in nonpolar solvents or the (N02)3C- in polar solvents. 
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INFRARED LASER M1JLTIPHOTON DECOMPOSITION OF 1,3 ,5-TRINITROHEXAHYDRD
S-TRIAZINE (RDX) 

ABSTRACT 

C. Capellos, S. Lee*, S. Bulusu, and L.A. Gamss** 
ARDC, Dover, New Jersey 07801-5001 

Powdered samples of 1,3,5-trinitrohexahydro-s-triazine (RDX), 
were exposed to nanosecond infrared laser pulses from a tuned CO2 TEA 
laser. The laser pulses induced multiphoton vibrational excitation in 
RDX which decomposed very rapidly to form gaseous products. These 
products were detected and characterized with mass spectrometry, UV
visible, and infrared spectroscopy. Among the detected products were 
HCN, CO, N2, NO, CH20, CO2, N20, and N02• 

INTRODUCTION 

The initiation of exothermic decompositions of energetic materi
als very probably begins with the initial formation of energetic 
transient species, such as electronically or vibrationally excited 
states, ionic species, or free radicals caused by stimuli such as 
shock, thermal, laser pulse, or spark. Earlier papers presented data 
on the spectroscopy and chemical reactivity of ionic species (1, 2), 
free radicals (2), and electronically excited (3-8) states of nitro
aromatics formed via electronic excitation of the parent molecule. 

The primary purpose of the research described here is to eluci
date the role of vibrational excitation in the initiation of fast 
reactions in energetic materials. The data presented in this report 
show that infrared pulses from a CO2 laser induce vibrational excita
tion in 1,3,5-trinitrohexahydro-s-triazine (RDX) which then decom
poses very rapidly to form NO and stable gaseous products essen
tially identical to those forme~ during the thermal decomposition of 
RDX. 

*Geo-Centers, Inc., Wharton, New Jersey 07885. Presently with 
LeRon Associates, Inc., P.O. Box 84, Dover, NJ 07801. 

**National Research Council Research Associate at ARDC. Permanent 
Address: Chemistry Dept, Bar-Ilan University, Ramat-Gan, Israel. 
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EXPERIMENTAL 

The laser used in the present studies is a Lumonics 601 TEA CO2 
laser, grating tuned with output in both the 10.6 !.lID. and 9.6 IJlIl 
bands. Its pulse repetition rate is maximally 0.166 Hz with an 
energy per pulse of approximately 7 J single line. It is operated 
with a mixture of CO2-He-N2 at ratios 11: 8: 3. The temporal pulse 
shape has the typical wave form of most TEA CO2 lasers operating with 
a full component of nitrogen in that most of the energy is in an 
initial very intense spike of approximately 200 nsec and the rest of 
the pulse energy is in the weak tail of approximatley 1 IJ.sec time 
duration. 

The RDX was either sublimed at 165°C or recrystallized from 
acetone. The reagents methanol or acetonitrile used to clean the 
apparatus were spectroscopic grade (Gold Label) from Aldrich Chemical 
Company and used without further treatment. 

The infrared spectra were obtained with a Perkin Elmer 621 or 
580 infrared spectrometer. Spectra of the solid samples were taken 
using standard KBr pellet techniques. The spectra of the drawn off 
gaseous products were taken in a cell with NaCl windows and a light 
path length of 10 cm. 

The UV-visible spectra of gaseous products were taken with a 
Cary 14 UV-visible spectrometer and a cell of light path length 10 cm 
and quartz windows. This cell was also used to test the UV-visible 
light transmission of NaCl windows. Mass spectroscopic data were 
obtained with a DuPont 21-492B instrument. 

The RDX was irradiated on a stainless steel or NaCl plate in an 
evacuated cell. After irradiation, the gaseous decomposition 
products were drawn off with liquid nitrogen for analysis. 

RESULTS AND DISCUSSION 

Earlier work (9) discovered that the ring stretching vibration,l 
mode (10) of RDX (fig. 1) can be excited by the 10.6 !.lID. (944 cm- ) 
laser pulses of the TEA CO2 laser and, through 1Wltiphoton absorp
tion, fast molecular decomposition of RDX was induced. Fully 
deuterated RDX, with the ring vibrational transition isotopically 

-1 shifted by approximately 40 cm , does not have an absorption over-
lapping the 10.6 IJlIl laser line (fig. 1) and consequently did not 
undergo decomposition (9) when irradiated. It was also discovered 
(9) that RDX under suitable confinement, can be detonated with a 
single focused pulse of the CO2 laser. 
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Figure 1. Infrared spectra of fully deuterated and normal RDX. 

In the present work it was found that RDX could be decomposed, 
under different conditions, by several of the CO2 laser lines. 
Irradiation with an unfocused laser beam tuned to the 10.6 11m P(20) 
line resulted in the formation of a red-brown gas later shown to be 
N02 • This _1orresponds to absorption by the RDX band centered at 
about 920 cm (fig. 1). 

When the laser was tuned to the 9.6 ~ ~f20) line, corresponding 
to the RDX band centered at about 1025 cm , no decomposition was 
found upon irradiation with an unfocused beam. However, irradiation 
with a softly focused beam did result in decomposition. Furthermore, 
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irradiation with the 10.6 ~m R(20) line, corresponding to the region 
between the above two RDX bands, where there is no apparent absorp
tion as seen in the IR spectrum, also resulted in decomposition. 

In all cases the laser irradiatIon dose was approxiytely 200 
pulses, with the fluence being 1 J/cm unfocused and 5 J/cm focused. 
After irradiation the gaseous products were removed from the remain
ing solid by liquid nitrogen distillation and analyzed to confirm 
decomposition and identify products. The latter were the same for 
all the different irradiation lines used and for the different 
particle sizes of RDX. 

The presence of N02 as a decomposition product was confirmed by 
visible/UV spectroscopy that yielded the spectrum of fig. 2, which 
matched exactly the known spectrum of N02 (11). The growth of N02 as 
a function of the number of laser pulses absorbed by the RDX sample 
is also shown in fig. 2 • 
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Figure 2. UV-visible spectra of gaseous products from CO2 laser 
irradiation of RDX. 
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The UV-visible spectra did not indicate any other species with 
significant absorptions. We expect from the thermal decomposition 
studies (12-16) of solid RDX the formation of N20, CH20, N2 , CO2 , CO, 
NO, HCN, and H20 as well. The infrared spectra of toe gaseous 
products of a powdered RDX sample irradiated with 200 pulses of the 
CO2 laser is shown in figs. 3 through 6. The spectra have mayy 
feature~ but are dom!rated by the N02 peaks (17) at 1621 cm- , 
1275 cm 1, and 1375 cm 

2·5 

4000 

WAVELENGTH (MICRONS) 
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3000 
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2500 

Figure 3. IR spectra of gaseous products formed from CO2 laser 
multiphoton decomposition of RDX. 

The very sharp peak at 717 cm-1 is characteristic of HCN. The P 
and R bands at either side of this sharp Q band (18) are evident. 
The R band is seen between 720 cm -1 and 770 em -1 while the P band 
starts at 705 em-1 and is convoluted into the NaCl absorption start
ing at approximately 650 cm-1 • Further evidence for the presence of 
HCN can be found_fs a broadening on the blue side of the N02 band in 
the 1300-1470 em region. 
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Figure 4. IR spectra of gaseous products formed from CO2 laser 
multi photon decomposition of RDX. 

N20 is indicated (19) by its very strong features at 2160 - 2260 
cm-1 and a less strong, partially masked feature at 1250-1320 cm-1• 
Weaker features (19) of N20 are a barely perceptible, partially 
masfed double peak at 1250-1320 cm -1 and a PQR structure at 550-650 
cm- masked by the NaCl absorption, although the Q branch peak may be 
seen at 590 cm-1• 

The other products are in concentrations too low to appear 
strongly in this IR spectrum. There are, however, many features not 
attributable to any pre~icted product. One feature, the PQR struc
ture at 1070 - 1130 cm- , has been identified (20) as probably being 
HCOOH. Other features sugfesting this identification are a broad 
feature at 3570 - 3620 cm - a sharp feature at 640 cm -1, a weak 
double p~ak at 2180-2220 cm-~ masked by the N20\ and a carbonyl peak 
177 5 cm -. The feature (20) at 2880 - 3020 cm - is probably masked 
by the many other unidentified features in that region. 
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Figure 5. IR spectra of gaseous products formed from CO2 laser 
multiphoton decomposition of RDX. 

Mass spectrometry can often offer additional clues for analysis. 
The gaseous products formed from irradiated powdered RDX samples were 
analyzed, and typical results given in table 1 seem to be in good 
agreement with the known thermally induced reaction products (12-16). 

Table 1. Mass spectra of gaseous products of irradiated RDX. 
(100 Pulses - Unfocused) 

M!E Product 

27 HCN 

28 CO, N2 

30 NO, CH20 

44 CO2' N20 

46 N02 
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Figure 6. IR spectra of gaseous products formed from CO2 laser 
multi photon decomposition of RDX. 

Analysis of the solid products of the reaction is difficult 
because most of the reaction products are gaseous and the solid resi
due can be expected to be predominantly unreacted RDX, particularly 
for a laser driven reaction where only molecules near the surface 
interact with the laser light. This was clear when the mass spectra 
of the solid residues were taken and no significant differences from 
the original RDX mass spectra were evident. 

The thermal decomposition of RDX has been studied extensively 
(12-16) in the gaseous and condensed phase. These earlier studies 
showed that all the gaseous products listed in table 1 are formed 
during the thermal decomposition of either gaseous or condensed RDX, 
with the only exception the formation of N02, which seems to form in 
appreciable amounts only during the thermal decompoSition of gaseous 
RDX. This seems to be in contrast to the findings of the present 
study which indicate that irradiated powdered RDX yields relatively 
large amounts of NOZ in addition to all the other gaseous products of 
thermally decomposed condensed RDX. This result suggests that the 
effects of the infrared irradiation of powdered RDX are distinct from 
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those of conventional thermal degradation, or that the decomposition 
is actually taking place in gaseous RDX vaporized by the laser. 

The formation of N02 from the laser irradiated RDX is not sur
prising since according to multiphoton dissociation theory (22), the 
thermodynamically directed dissociation should be at the N-N bond, 
the weakest bond, even though the vibrational excitation is at the 
ring stretching mode. 

These results are interesting in their implication that the very 
fast interaction of the laser with a solid, perhaps by affecting 
surface molecules before intermolecular energy transfer occurs, yield 
results very similar to steady state gas phase thermal reactions. 

CONCLUSIONS 

This is the first study ever showing that vibrational excitation 
of an explosive material, (RDX) , induced with infrared multiphoton 
processes, can lead to fast decomposition and under certain condi
tions to detonation. 

The gaseous products formed from laser-induced vibrational exci
tation of powdered RDX are identical to those formed from thermally 
decomposed powdered RDX with the only exception the NO radical, 
which is formed in appreciable amounts only during the Cast decom
position of the laser induced vibrationally excited RDX. 
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TRANSIENT PHOTOCHEMISTRY OF NITROBENZENE AND NITRONAPHTHALENES 

ABSTRACT 

S. ~yer and C. Capell os 
Energetics & Warheads Division, AED 
US Army Armament Research and Development Center 
Dover, New Jersey 07801-5001 

Conventional flash photolysis of nitrobenzene and 1- and 2-
nitronaphthalenes produces their respective radical anions in 
deaerated triethylamine-acetonitrile solutions. In deaerated tri
ethylamine-nonpolar media, instead of the radical anion, their 
respective protonated neutral radicals are formed. 1-Nitronaphtha
lene yields in deaerated pure alcohols the neutral radical and the 
radical anion in deaerated alkaline alcohols. The transient absorp
tion spectra of these species are presented. These transients, with 
the exception of neutral 1-nitronaphthalene radical in pure alcohols 
(where it decays via first order kinetics), decay via second order 
kinetics. The measured rate constants for their decay are given. 
Possible mechanism for the formation of these transient species is 
discussed. 

INTRODUCTION 

Light-induced reactions of aromatic nitrocompounds are of 
interest to this laboratory in that they have the potential to pro
vide insights into the nature of transient species which might be 
formed in the fast decomposition of energetic materials like TNT or 
TNB when such materials are subjected to a variety of strong stimuli 
(e.g. shock, thermal pulse, or light pulse) (1). Fast decompositions 
of these materials could conceivably initiate involving ionic 
species, excited states or free-radicals which could cause buildup of 
uncontrolled chain reactions. Furthermore, looking from the scien
tific view point, nitroaromatics have very rich photochemistry in 
solution. For example, their triplets are very short-lived (Le. 
lifetimes in 1;he nanosecond time regime). Such reactive triplets of 
a variety of nitronaphthalenes have been researched and characterized 
in this laboratory (2). As will be seen from the discussion of this 
paper, these reactive excited states initially generated by light 
seem to undergo transformation, further on in the time scale, into 
transient basic radical anions or their protonated acid forms, 
depending on the acidity and/or polarity of the solvent medium. 
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Henglein et al (3) have studied electron attachment reactions of 
nitrobenzene molecule in aqueous solutions via pulse radiolysis 
technique and have observed, as transients, the nitrobenzene radical 
anion and its protonated acid form, the latter at pH's below 3.2. 
During the course of this work, we also observed in flash photolysis 
of nitrobenzene, the nitrobenzene radical anion or its acid form as 
transients in nonaqueous solvent systems and have studied their reac
tivity. Furthermore, we observed from 1- and 2-nitronaphthalenes, 
their radical anions and their acid forms of the type ArNO; 
and Ar-N02H as transients in flash photolysis of the two mononitro
naphthalenes in different nonaqueous solvents and studied their reac
tivities. This paper describes the details of these results. 

EXPERIMENTAL 

Conventional microsecond (la) and laser nanosecond flash photol
ysis (2b) apparatus used in this work have been previously described. 
Degassing of solutions was performed by inert gas bubbling through 
the experimental solutions (Ar or He gas). In conventional runs, 20 
cm pathlength photolysis quartz cells were used which were jacketed 
for the purpose of providing appropriate filter solutions. Kinetic 
plots were obtained using NOVA minicomputer as described before (2d). 
All solvents used in these experiments were spectrograde quality. 

RESULTS AND DISCUSSION 

Nitrobenzene Transients 

In this work, we observed, in nonaqueous media, the nitrobenzene 
anion· radical and its acid form. The assignment of the observed 
spectra to these species is based on the similarity of the transient 
spectra of the nitrobenzene radical anion and its acid form reported 
in the literature (3, 4). 

Figure 1, Spectrum A, shows the absorption spectrum of the radi
cal anion of nitrobenzene formed in flash photolyzed deaerated solu
tion of nitrobenzene in 20% V/V triethylamine in acetonitrile~ This 
shows two maxima, viz. at 430 and 470 nm and is in excellent agree
ment with the absorption spectrum of the nitrobenzene anion radical 
observed by previous investigators (3, 4). This anion in a,queous 
alkaline solutions is reported (3) to be rather stable with a life
time of about several seconds. The nitrobenzene anion observed in 
our laboratory in 20% Et 3N-CH3CN solution is found to decay via 
second order kinetics (table 1) with k/ d == 18 sec-I. Assuming the 
molar extinction coefficient of the 430 nm band is the same in aque
ous and in 20% Et 3N-CH3CN media and using the value reported by 
Henglein et al (3) In aqueous media, the calculated rate constant for 
this decay amounts to 1.8 x 105M-lsec -1. While this assumption is 
certainly not very accurate, nevertheless, such calculated rate con
stants will describe to us here and elsewhere the general photochemi
cal picture and transient reactivities. 
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Figure 1. Transient absorption spectra of nitrobenzene species in 
deaerated: 
A. 20% v/v Et 3N-CH3CN medium (radical anion) 
B. Cyc10hexane - 0.253M Bu3SnH (radical) 
C. Hexane - 1.44M (20% V/V) Et3N (radical) 
D. Acetone - 0.190 M Bu3SnH (radical) 

The measured pK value (by Heng1ein et a1 (3» of the equilibrium 
(in aqueous medium): 

is 3.2. Consequently, they observed the acid form, C6H -N02H, below 
pH = 3.2 in pulse radio1yzed aqueous solutions of nitro~enzene. We 
observed the same acid form in f1ashphoto1yzed solutions of nitroben
zene in nonpolar solvent systems. Thus, it is formed in air-free 
cyc10hexane containing 0.253 M Bu3SnH and in hexane - 1.44 M Et3N 
(20% V IV) solutions of nitrobenzene (fig. I, Spectra B and C). TIle 
observed maxima are the same in both solutions, viz., 418, 460 nm, 
and the observed second order decay rates are (table 1) respectively: 

5.4 x 104 and 3.1 x 107M- l sec-l 
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Table 1 • 
. - . 

Reactivities ArNOZ and ArNOZH 

NN= nitronaptha1ene 1 ZO cm in all cases 
NB = nitrobenzene All systems deaerated 

A. Second order rate constants 

Assumed E for 
(ZkIEP Zk calculation 

System Anm (sec- ) (M-1sec -1) (3,4) 

Radical Anions 

1. I-NN/CHtN/l.44 M 430* 10.0 4.4 x 105 Z18Z 
Et3N (Z % V/V) 600 15.6 4.1 x 105 1300 

660 10.9 4.4 x 105 ZOOO 

Z. NB/CH3CN/l.44M Et3N 440 18.0 1.8 x 105 500 

3. I-NN/Acetone/0.09 M 390 1.74 Z.4 x 105 6900 
Bu3SnH 

4. Z-NN/Acetone/0.19 M 400 Z.39 1.3 x 105 2807 
BU3SnH 

Protonated Neutral Radicals 

5. I-NN/Hexane/l.44 M 380 238 3.3 x 107 6900 
Et3N 

6. NB/Hexane/l.44M Et3N 4Z0 3140 3.1 x 107 500 

7. NB/Acetone/0.190 M 410 3.40 3.4 x 104 500 
Bu3SnH 

8. NB/Cyclohexane/ 420 5.4 5.4 x 104 500 
0.253 M Bu3SnH 

9. I-NN/Cyclohexane/ 390* 0.55 4.8 x 104 4364 
O.OOIM Bu3SnH 

10. 2-NN/Cyclohexane/ 390* 0.6Z 2.1 x 104 1694 
0.0095M BU3SnH 

*not Amax 
B. First order rate constants 

System Anm "& I/Z' ms k, ~lsec-l 

1. I-NN/MeOH 390 4Z 0.67 
2. 1-NN/5% MeOH-Glycerol 390 SO 1.01 
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The neutral nitrobenzene radical (i.e., the acid form) is also formed 
in deaerated acetone with 0.190 M Bu3SnH (fig. 1, Spectrum D; maxima: 
416 and 460 nm). Our observed spectra in these above-mentioned 
solvent systems are assigned to the neutral nitrobenzene radical by 
comparing them with its spectrum in aqueous solution (3) as follows. 
The absorption maximum for the radical in aqueous solution (3) is 430 
nm. The above mentioned spectra show same absorption maxima in the 
vicinity of 430 nm. The sma1l differences in "max and the shoulder 
fine structure are probably attributable to the different nature of 
the nonaqueous solvent systems. 

The nitrobenzene radical decays in aqueous medium with a fbimo
lecular) disproportionation rate constant, 2k = 6 x 108M-1sec- (3). 
The rate constant for the radical decay in deaerated hexane -Et3N 
(this work) is 3 x 107M-1sec-l which is comparable with that in 
aqueous solution. However, this value is higher (table 1), by about 
a factor of 200, than those in solvent systems containing BU3SnH as 
shown in table 1. The rate constants in systems containing BU3SnH 
seem to be anomalously low. BU3SnH, in view of its pronounced abil
ity to donate H atoms, seems to stabilize the radical in these sol-
vent systems. 
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Figure 2. Transient absorption spectra of I-nitronaphthalene in 
deaerated: 
A. 20% V/V Et3N - CH3CN (radical anion); B. Methanol (radical); 
C. Ethanol (radical); (Inset) Radical anion as stable species in 
4.67 mM NaOH in ethanol (generated by flash photolysis). 
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Nitronaphthalene Transients 

In dearated solution of CH3CN containing 20% V/V Et 3N, I-nitro
naphthalene produces a transient species which has an absorption 
maximum at 400 nm in the UV and two maxima, 600 and 660 nm, in the 
visible regions (fig. 2, Spectrum A). In the inset in fig. 2, a 
spectrum of the stable product forme_~ by flash photolyzing I-nitro
naphthalene in ethanol with 4.67 x 10 M NaOH is shown. In the latter 
case, the radical anion of I-nitronaphthalene is formed and is 
stabilized by the alkaline condition. The radical anion thus formed 
has two absorption maxima, viz. 580 and 630 nm (see fig. 2, inset). 
This compares quite well with the absorption maxima of the electro
lytically formed radical anion of I-nitronaphthalene (4) and of the 
species produced in 20% Et3N-CH3CN solutions. On the basis of this 
spectroscopic evidence and the kInetic data presented in table I, the 
above species in CH3CN medium is assigned to the radical anion of 1-
nitronaphthalene. This radical anion is not formed in presence of 
air or in pure CH3CN. Triethylamine is necessary for its formation. 
Figure 3 shows the yield of this anion as a function of triethylamine 
concentration. 
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Figure 3. Dependence of the yield of I-nitronaphthalene radical 
anion as a function of Et3N concentration in CH3CN (dearated). 
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This species is also formed in dearated solutions of I-nitro
naphthalene in alcohols, isopropanol and ethanol, containing 0.1 to 
0.5 mM NaOR. In these solutions the species behaves as a transient 
while in about 5 mM NaOR solution it is stabilized to a nontransient. 

In dearated solutions of I-nitronaphthalene in pure alcohols and 
in nonpolar media (Le., hydrocarbon solvent systems with triethyla
mine) the radical anion is not formed. Instead, the protonated form 

• '" OR 
of the anion, viz. the neutral radical, l-ClOR7-N~ , is formed. 

o 
The absorption spectra of this species is shown in fig. 2 (Spectra B 
and C) and in fig. 4 (Spectrum A). In hydrocarbon media with tri
ethylamine, the neutral radical of the above type was also observed 
for 2-nitronaphthalene (fig. 4, Spectrum B). 
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Figure 4. Transient absorption spectra from nitronaphthalenes 
A. I-Nitronaphthalene radical in deaerated 20% Et3N-hexane 
B. 2-Nitronaphthalene radical in deaerated 5% Et 3N-hexane 

The I-nitronaphthalene anion and the neutral radical in hydro
carbon solvent systems with the exception of pure alcohols decay via 
second order kinetics (table 1). In deaerated 20% Et 3N-CH3CN solvent 
system, the radical anion decays with the same rate constant at wave
lengths of all the three bands which shows that all the three bands 
ar3 2pe ':.01 the same species. The observed rate constant 4.1-4.4 x 
10 M sec is similar to the reactivity of the nitrobenzene radical 
anion. Similarly, the observed second order rate constants for the 
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radical decay in 20% Et 3N-hexane are same for the cases of both 
nitrobenzene and 1-nitronaphtha1ene. 

In pure alcohols, the free radical decays via first order 
kinetics by reaction with the sol vent. It is conceivable that the 
radical could abstract a hydrogtQYI atom from the alcohol molecule to 

" yield the species 1-C 10H7-N" • The hydrogen abstraction rate 

constant is observed to be in tfileH range 0.7 to 1M-1sec-1 in methanol 
and glycerol (table 1). The reaction was studied in highly viscous 
glycerol to confirm that the radical does actually decay via first 
order kinetics. In flash photolysis of deaerated alcohol solutions 
with 0.005 mM H2S04 , we observed I-nitronaphtha1ene to generate the 

• OH 
free radical 1-C10H7-N~ 0. This indicates the acid-base nature of 

the free radical and the radical anion. Furthermore, this phenomenon 
is similar to the behavior of the analogous nitrobenzene species 
observed by Heng1ein et a1 (3) in aqueous solutions. 

The biphotonic mechanism for the formation of the radical anion 
in all cases is excluded on the basis of experimental evidence show
ing the optical density of the transient species at the end of the 
flash is linearly proportional to the square of the charging voltage 
applied across the terminals of the flash lamps. This implies that 
the transient yield is linearly proportional to the intensity of the 
excitation light. 
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Figure 5. Transient absorption spectra from nitronaphtha1enes. 
A. 1- and 2-nitronaphtha1enes show the same spectrum, in deaerated 
cyc10hexane with 9.5 mM BU3SnH (radicals); B. 1-Nitronaphtha1ene 
radical anion in deaerated acetone with 90 mM Bu3SnH; C. 2-Nitro
naphthalene radical anion in deaerated acetone with 190 mM BU3SnH. 
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Nitronaphthalenes in Solvent Systems Containing BU3SnH 

Figure S shows the spectra of transient species produced from l
and 2-nitronaphthalenes in deaerated acetone and cyclohexane contain
ing Bu3SnH. In contrast to nitrobenzene, 1- and 2-nitronaphthalenes 
yield the rad:kal anion in acetone with Bu3SnH. Nitrobenzene yields 

• ....,0 
the neutral radical, C6HSN.... • (See discussion above.) In deaerated 

OH 
cyclohexane containing Bu3SnH, nitrobenzene and nitronaphthalenes 
give the neutral radicals. The difference between nitrobenzene and 
nitronaphthalenes in acetone mediumomight be due to the difference in 

the pK value of the radical Ar-~. In acetone, in the case of 

nitronaphthalenes, when the anion PJI formed, it seems to decay with 
rate constants which are similar in value to those for the 
nitronaphthalene and nitrobenzene anion radicals formed in 20% Et3N
CH3CN media. 

The rate constants for nitronaphthalenes' radical decay in 
cyclohexane-Bu3SnH medium is reminiscent of the nitrob~nzene case and 
indicates stabilization of the radicals by the strong H donating 
ability of Bu3SnH. 

Mechanism of Transient Generation 

The transient species ArNO H or ArNO; arising photochemically, 
depending on the conditions of2 the solvent system, probably comes 
from the first excited triplet state of the nitroaromatic molecule. 
This is consistent with ruby laser nanos~)ond flash photolysis exper
iments of alkaline solutions (4.67 x 10 M NaOH) of 1-nitronaphtha
lene in ethanol which showed the triplet excited state of 1-nitro
naphthalene being quenched via electron transfer by NaOH with a rate 
constant equal to 1.73 x 108M-1sec-1 to form the 1-nitronaphthalene 
radical anion (2a). Other preliminary studies (S) in our laboratory 
on nanosecond quenching experiments provide as well some evidence for 
this suggestion. Thus, in deaerated polar solvents, an excited state 
complex between 1-nitronaphthalene and dimethylaniline was observed 
to form by light excitation (347 nm laser pulse). The complex was 
further observed to decay to ground state 1-C H7NO - and the posi
tive ion of dim~t!:!ylaniline, viz., Me2-~-( C6 H~~. ;oth the complex 
and the 1-C OH7N02 have absorption maxima around 410 nm; however, 
the complex ~as hrgher extinction coefficient than the radical anion. 
They had different lifetimes (complex shorter-lived) and thus the 
absorptions were separated. 

In acetonitrile solutions containing Et)N the radical anion is 
presumably formed by electron transfer (probably to triplet) from 
Et3N (6). In nonpolar media containing Et 3N, the anion radical 
formed initially picks up a proton from the hydrocarbon solvent 
yielding the neutral radical. In alcohols and other solvent systems, 
the triplet state could pick up a hydrogen atom thus yielding the 
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neutral radical. This radical might dissociate into its basic form 
in acetone, when formed from the triplet picking up a H from BU3SnH • 

• ,,0 .~O 
The pK value of the equilibrium C6HSN .... 0- + H+ : C6HSN 'OH 

has been reported in aqueous solutions to be 3.2. Experiments are in 
progress to determine the pK values of the analogous equilibria in 
aqueous media for nitronaphthalenes. 
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DYNAMICS OF THE COLLISION FREE UNIMOLECULAR FRAGMENTATION OF PRIMARY 
ALKYL EPOXIDES 

T. E. Adams, M. B. Knickelbein, D. A. Webb, and E. R. Grant 
Department of Ch ani stry 
Cornell University 
Ithaca, New York 14853 

I NTRODUCT ION 

Virtually all reactive energetic processes begin with the elanen
tary chemical step of unimolecular decomposition. The early kinetics 
of even canpl ex detonation reactions depend critically on the nature of 
initiating and propogating dissociative events. 1 It follows that the 
construction of accurate rate models for chanically evolving energetic 
systems with widely and rapidly varying conditions of local temperature 
and pressure, demands a thorough theoretical understandi ng of key 
dissociative steps. 

Our laboratory has made advances in the development of methods for 
the study of fundamental unimolecul ar reaction dync1llics. 2- 6 These 
methods initiate decomposition under collision-free conditions in a 
molecular bec1ll by infrared laser induced multi photon excitation. Pro
ducts are detected in real-time by state resolved laser induced fluor
escence and multiphoton ionization. A set of systans that perhaps best 
illustrates the power of this approach, as well as its limitations, is 
that of the primary alkyl epoxides. These are important strained ring 
heterolyt ic systems, which are widely used as monomers 7 and have 
recently been introduced as wide-overhead explosive agents effective in 
clearing mine fields. 8 

We have established that the principal channel for decomposition of 
the isolated molecule is methylene elimination: 

o 
1\ 

R-CH-CH 2 -- RCHO + 1: CH 2 

Both products are detected by laser spectroscopy. We use multiqhoton 
ionization for the aldehyde and laser induced fluorescence for CH 2 • 

From the data we obtain information on dynamics in the form of internal 
state and recoil velocity distributions, and kinetics in directly meas
ured unimolecular lifetimes. Our results paint a revealing picture of 
the nature of the unimolecular bond breaking process, but leave in-
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triguing questions about the dynanics of infrared photoexcitation 
unanswered. 

EXPERIMENTAL 

Experiments are conducted in a 1 aser-crossed pul sed molecul ar beam 
apparatus which is di agranmed below: 
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The experiment uses a pulsed supersonic jet of He, in which is 
seeded alkyl epoxide (R = CH 3, Ctis or CEti13) at a partial density of 
less than 0.1 percent. This jet is crossed by the focussed output of a 
specially designed fast-discharge CO 2 TEA laser, which produces up to 
one Jou 1 e per shot at 30 Hz with more th an 90 percent of the out put 
energy concentrated within a gain-switched pulse of 50 nsec fwhm. A 
tunable pul sed dye 1 aser probe is al igned to counterpropagate with the 
IR punp. For L1F, fluorescent emi ssion is collected by an F.1 lens
mirror combination and dispersed by a 0.125 M monochromator for photo
multiplier detection. For WI, the probe laser is focussed. Ions are 
collected by an electrostatic lens system (which is polished to serve 
as the LIF-mirror noted above) and detected by a particle multiplier. 
A laboratory microcomputer acquires the individual signal (LIF or MPI) 
and measured punp-probe delay for each pair of laser pulses. 
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RESULTS AND DISCUSSION 

That the reaction observed is really CH 2 elimi nation from the pri
mary position on the heter01(cle is confirmed by isotopic substitution; 
CH 3CHCD 20 yields only lC0 2 • Isotope specificity; however, fails to 
answer the question of dynamical pathway. To help decide whether lCH2 
elimination is concerted or the sequential product of ring opening fol
lowed by C-C (or C-O) scission, we have looked carefully at the spec
trum of product states produced by this reaction. 

Typical LIF excitation spectra for propylene oxide are shown below. 
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Those found for butyl and octyl epoxide are very similar. Rota
tional lines in the top frame are labeled with reference to a progres
sion of initial state rotational quantLUTl numbers Ka = 0; J, Kc = 0, 
1,2,3,4,5, where J refers to total angular momentLITI and Kc its 
projection on the perpendicular axis. These transition intensities 
thus reflect the population distribution in what might be termed a 
boomerang mode of rotation. 
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At lONer signal to noise, the bottom frcme shows the scme rota
tional sequence for a transition originating from the first excited 
bending vibration. In both cases spectra are completely unsaturated so 
that intensities are well related to populations by available Hanl
London factors. 9 

A plot of popul ation per state versus rotational energy for the top 
spectrum above is shown below. 
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As a matter of convenience, note that the relative populations are 
approximately described by a Boltzmann distribution at approximately 
200 K. This behavior, including both the approximate temperature and 
the devi ation upward of the 10ttiest rotational state, is canmon to all 
side-chain carbon numbers we have studied and virtually independent of 
CO 2 laser pulse energy. These results suggest that the decanposition 
dynamics are a local function of the properties of the heterocycle, and 
that in the exit channel, these local dyncmics favor little CH 2 rota
tional motion perpendicular to the COC plane. This is most consistent 
with concerted molecular elimination. 
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Data reflecting the time-of-flight distribution of recoiling CH 2 
and CH 3CHO fragments of propylene oxide decomposition are presented 
belcp«. 
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These curves show the spatial distribution of CH 2 along the a~is of 
the bean at various delay times after the CO 2 laser pulse. The l~est 
curve. at 37 nsec. was taken while the CO? laser was still on. It 
gives a snapshot of the spatial distributlon of CH 2 as a convolution of 
the CO 2 focal diameter (0.1 mm) and the finite width of the probe (0.5 
mm). With increasing time. this instantaneous profile moves d~nstrean 
with the beam velocity. and broadens due to the distribution of parent 
initial velocities combined with the vectorial distribution of recoil 
velocities. By knowing the initial velocity distribution for our ex
pansion conditions we can estimate the kinetic energy added by fragment 
recoil. 

The same technique can be applied to the CH 3CHO fragment using 
MPI for detection. This provides a confinnation which has even higher 
resolution because the probe diameter is smaller (focussed to 30 pm). 
We have done this. and the laboratory velocities measured for CH2 and 
heavie~ CH 3CHO are mutually consistent with momentum conservation. 
yielding a confinned estimate of the energy deposited in center-of-mass 
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fragrrent recoil. The results obtained, as slJllmarized below together 
with numbers characterizing the other sampled dynamical degrees of 
freedom, show an average recoil energy that is a mild function of IR 
laser fluence, but small compared with the energy of an IR photon. 

TABLE I. Overview of energy disposal dynamics in the infrared laser 
induced unimo lecul ar decompos ition of primary alkyl epoxides 

Fr agrre nt Parent 
[transition] ~ro~,ll- but,ll- oct,ll-

Rotational 
dyn ani cs CH2[2~6] 206 209 (247) 
(tanp, K) 229 

Vibrational CH 2[ "f] N/N o = 0.25 
(1424 

Translational 
ve 1 ocit ies 
(1 ab, cm sec- 1) 

CH2[2q~ Fluence 630 mJ 5.9 x 101+ 5.2 X 101+ 
230 mJ CHi2 0 ~ 3.2 X 101+ 

CH 3CHO 3.4 x 101+ 

Recoil Energy 0.8 0.6 
(com, kcal mole-I) 0.2 

Taken together these results suggest the picture normally asso
ciated with infrared multiphoton dissociation. 10 An ensanble of mole
cules is excited by sequential photon absorption to levels at some 
small energy above the lowest dissociation threshold. There decomposi
tion takes place at a rate well determined by RRKM theory. 11 At high 
plJllping intensities the process is characterized by a dynanic competi
tion between dissociation and further up-pumping. Though the point in 
energy at which these processes become competitive depends on the cross 
section for photon absorption and molecular complexity (as it effects 
unimolecular decay rate), the natural asslJllption seans to have devel
oped that IRMPD is a near-threshold process. 

This question of the precise energy distribution of the reacting 
molecules presents difficulties for the interpretation of IRMPD results 
for unimolecular kinetics purpose: The confirmation of rate models and 
even the ordering of thresholds for observed reactions requires some 
knowledge of the distribution of energy in the field driven ensemble. 
The fullest understanding of the observed energy disposal dynanics also 
requires an idea of the average excess energy available in the excited 
parent. Experiments to date give only indirect information on this 
distribution. Purely spectroscopic pump-probe investigations measure 
internal populations in small-molecule fragrrent degrees of freedom. 12 



COLLISION FREE UNIMOLECULAR FRAGMENTATION OF ALKYL EPOXIDES 421 

Molecular beam scatterin% experiments infer internal energy from recoil 
velocity distributions. 1 

By both of these conventional measures our alkyl epoxide systems 
appear to be excited little above threshold. However, this not-uncon
ventional view of the excitation distribution differs substantially 
from that provided by another more di rect measure of the vi brational 
energy content of our reacting molecules, the unimolecular decay life
time. The figure below shows a waveform for lCH2 production from 
propylene oxide, which is measured by scanning the delay of the fluor
escence probe relative to a t=O mark furnished by the leading edge of 
the IR pump pulse. 

o 
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These measuranents are jitter-free; a time interval counter meas
ures the precise delay for every pair of pump/probe pulses. The pump 
pulsewidth is 50 nsec with a rise time of about 20 nsec. The formation 
rate of CH 2 product appears to fall in this same range. Thus. limited 
by our instrumental resolution, the 1 ifetime of propyl ene oxide under 
these conditions is 20 nsec or less. On the basis of RRKM theory. for 
a molecule of this size to have a lifetime this short requires an 
excess energy of 90 kcal mole- 1 or 30 IR photons. 11 
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A similar risetime is shown bel(7jol for butyl epoxide. 

1,2-EPOXYBUTANE #46 
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In this case, by conventional application of statistical rate theory, 
the rise time observed requires at least 120 kcal mole- l above thres
hold. 

These waveforms were recorded under laser power conditions iden
tical to those which produced the spectra and velocity distributions 
described above. Apparently, either the lifetime of laser prepared 
alkyl epoxide is anomolously short, or the cold rotational and trans
lational CH 2 product distributions observed issue from very hot mole
cules. 

The standard theoretical models are not much help in resolving 
these two possibil ities. The fragments are colder than \tK)ul d be ex
pected from phase space theory app-lied to reactants with the excess 
energy required by R~M theory.Sll3 These are large molecules, how
ever, and such estimates depend precisely on how one counts states. 
This level of excitation can be made consistent with the usual rate
equations description of the pumping dynamics, but only by invoking a 
very large IR absorption cross section. 

At this point the data appear to support either of two conclusions: 

1) Infrared excitation and unimolecular decomposition proceed 
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statistically to produce CH 2, on the timescale observed, from a very 
hot reactant distribution. Dynamical effects in the exit channel con
tribute, perhaps, to cool the measured rotational and transl ational 
prod.uct state d i stri but ions. Cross sect ions for infrared absorpt i on by 
vibrationally excited molecules must be as large as optical cross sec
tions to support this high level of excitation. Or: 

2) Infrared cross sections are more normal (like small-signal IR 
cross sections or smaller), producing a parent excitation distribution 
more consistent with observed small fragment rotational and transla
tional energies, but parent molecules decompose much faster than sta
tistically predicted. 

To resolve these possibilities we must know directly the total 
energy absorbed per molecule. A more complete census of the energy in 
the products would give us this information. By far the greatest num
ber of unsampled degrees of freedom lie in the aldehyde product. Reso
nant multiphoton ionization spectra give some information, and work to 
refine these diagnostics is continuing. 
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COHERENT AND SPONTANEOUS RAMAN SPECTROSCOPY IN SHOCKED AND UNSHOCKED 
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ABSTRACT. Coherent and non-coherent Raman spectroscopy is being used to 
study the structure and energy transfer in molecular liquids at high 
pressures. Stimulated Raman scattering, coherent anti-Stokes Raman 
scattering, and Raman induced Kerr effect scattering measurements have 
been performed in liquid benzene and liquid nitromethane shocked to 
pressuris up to 11 GPa. Frequency shifts were ob!erved for the 
992 cm- ring stretching mode of benzene and the 920 cm- CN stretching 
mode of nitromethane. Results of these dynamic experiments are com
pared to spontaneous Raman scattering measurements made in a high 
temperature diamond anvil cell. Also, a picosecond infrared 
pump/spontaneous anti-Stokes Raman probe experiment is being used to 
measure CH stretch vibrational relaxation times in liquid halogenated 
methanes statically compressed to a few tenths GPa. 

1. INTRODUCTION AND OBJECTIVES 

Presently most models of explosive and ~hock induced chemical 
behavior trea~ the medium as a continuum1, that chemically reacts 
according to either a pressure dependent or Arrhenius kinetics rate 
law. One or more parameters are used to incorporate the global chemi
cal behavior, hydrodynamic phenomenology and effe~t! of material heter
ogeneity. In the past few years, several studies - 0 have been started 
that attempt to improve the methodology by defining the continuum, not 
as a single component, but as one that incorporates ideas such as hot 
spots, voids or multicomponents. However, in all of these studies es
sentially no effort is made to incorporate any of the microscopic 
details of the shock-compression/energy transfer and release 
phenomenology that constitutes the detonation or reactive process. 

* Work supported by the United States Department of Energy. 
** Laboratory of Molecular Interactions and High Pressure, C.N.R.S., 

Villetaneuse, France. 
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Ideally, for descriptions of reactive processes, we would like to 
treat the continuum as a mixture of pure components and incorporate 
changes in molecular structure resulting from shock compression, 
disequlibria due to shock compression, energy transfer from the hydro
dynamic mode into the molecular internal degrees of freedom and the 
subsequent microscopic reaction history, energy release, and product 
formation. While such a goal may appear overly ambitious we feel that 
by using some of the diagnostics, particularly fast optical techniques, 
that have become available in the past few years, progress can be made 
toward understanding certain facets of this objective. For example, 
spontaneous Raman spectroscopy has already been used to make 
temperature estimates of shocked eXj!~t3vesll-13 and examine the struc
ture of shock-com~ressed materials. In our own work, coherent 
Raman scattering techniques have been used to measure vibrational 
frequency shifts in benzene and nitromethane shock-compressed to 
pressures just below those where chemical reaction is 
expected. 16-2Z Initial indications suggest the prospects for extending 
these measurements into the pressure regions where chemical reaction 
occurs are good. 

Figure 1 depicts some of the consequences of the shock-compression 

Electronic 
Excitation 
(Equilibriuml 
Nonequi librium) 

ALTERED 
MATERIAL 

Vibrational 
Excitation 
(Equilibrium! 
Nonequilibrium) 

Altered Structure 
Molecular Rearrangement 
Phase Change 

SHOCKWAVE MATERIAL 
Density 
Temperature 
Mechanical Deformat ion 
Hydrodynamic Effects 
Radiat ion 

INITIAL 
MECHANISM 

Bond 
Breakage 

Vibrationally 
Excited-State 
React ion 

Dissociation 

Photochemical 
Reaction 

Molecular 
Abstraction 

Bond 
Format ion 

Fig. 1. Condensed-phase molecular energy transfer. 
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of molecular materials. In addition to the macroscopic continuum 
effects expected (e.g. hydrodynamic flow, density and temperature in
creases), molecular systems, because of vibrational and electronic 
energy levels that possibly lie close to the ground state, are expected 
to readily undergo a shock induced transfer of energy to these internal 
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degrees of freedom. Under shock-compression, the molecular structure 
and hence the intramolecular and intermolecular forces will be altered 
considerably, consequently the energy transfer rates and mechanisms may 
be dramatically different from those expected on the basis of either 
extrapolation from ambient conditions or thermodynamic equilibrium. 
Depending on the vibrational and electronic relaxation rates and 
mechanisms in the high density/high temperature fluid, the excited 
states co~ld have a nonequilibrium population density. Different 
authors 2J- l5 have proposed different initial steps for the chemical re
action schemes in detonating explosives. However, definitive 
supporting experiments have not been performed. The ensuing 
microscopic chemical reactions involving energy release and product 
formation also require experimental study. 

The objective of our work has been two fold; (1) to determine the 
molecular structure and identify chemical species in unreacting and 
reacting shock-compressed molecular systems and (2) to study the effect 
of pressure and temperature on condensed phase energy transfer. Also, 
we would like to identify the unique features of a shock wave which 
contribute to the energy transfer processes. Achievement of these 
goals would contribute significantly to understanding the initial 
mechanisms governing shock-induced chemically reacting molecular 
systems and possibly to the steps controlling product formation. Two 
experiments are being employed in the pursuit of these objectives. A 
two-stage light gas gun is being used to dynamically shock-compress 
molecular liquids to pressures where chemical reaction occurs. The 
high density/high temperature fluid is then probed using coherent Raman 
scattering techniques. In the second effort which is still in the con
struction phase, a picosecond pump/spontaneous anti-Stokes Raman scat
tering probe experiment will be used to measure vibrational relaxation 
rates in liquids statically compressed using high pressure cells. 

2. EXPERIMENTAL CONSIDERATIONS 

Prior to discussing our experimental studies and results to date, 
several problems associated with conducting condensed-phase shock-wave 
experiments will be reviewed. These difficulties have historically 
limited the ability to conduct experiments in the adverse conditions 
through and immediately behind the shock-front and for our studies 
strongly governed the experimental techniques used. 

For many materials s~gc~ waves are believed to be of the order of 
1 ~ or less in thickness. - 8 The passage time through the front of 
a 1 ~-thick shock whose velocity is 5 km/s is thus of the order of 
200 ps or less. Hence, if we desire to temporally and spatially 
resolve a measurement through a shock-front (5 data points), the diag
nostic technique selected must be capable of spatial and temporal 
resolutions of 0.2 ~m and 40 ps, respectively. Condensed-phase chemi
cal reaction times could be of the order of 1 ps, thus necessitating 
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Fig. 2. Refractive effects of shock wave on optical beam. 

even better temporal resolution. However, if all that is desired is to 
resolve features in the few mm long region behind the shock-front where 
relaxation and reaction processes may occur, then these requirements 
are drastically reduced. 



RAMAN SPECTROSCOPY IN SHOCKED AND UNSHOCKED LIQUIDS 429 

Optical techniques offer some potential for achieving measurements 
within these stated limitations. However, with such methods some addi
tional complications arise. Many materials are opaque or become opaque 
when shock-compressed. Consequently, the use of optical diagnostic 
techniques is limited to a few select materials primarily for 
phenomenological studies. Such studies may, however, have tremendous 
potential when used in conjunction with other techniques for determin
ing phenomenology of shock-compressed materials. Two other difficul
ties inherent in optical shock-wave diagnostic techniques are the 
changes in material refractive index that accompany the density changes 
characteristic of shock waves and the possibility of photochemistry 
induced by the optical probes. Figure 2 shows the path deviation that 
occurs when an optical beam is passed through a hypothetical shock-com
pressed system. The trailing shock wave near the sample boundaries 
tends to bend the optical beam away from the shock-front thus making 
prediction of the expected optical path difficult. Any shock-front 
curvature will compound this difficulty. If the shock velocity in the 

REFLECTED SHOCK 

CAMERA (30ns exposure) ..l. --1 ~ 2mm 

GLASS T 5° 

BRASS 

FROM DAVIS 
80% ;';lTROMETHA;';E. 20% ACETO:'JE 

Fig. 3. Detonation wave microstructure for nitromethane and a 
nitromethane/acetone mixture. 29 

windows is greater than in the sample, additional complications could 
arise from the effect of the more complex wave structure on window 
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transmission. Many molecules undergo photochemical reactions when 
exposed to light, particularly that in the ultraviolet region of the 
spectrum. If these reactions are fast compared to the characteristic 
time of the optical diagnostic, measurements could include the effects 
of both the shock stimulus and the photochemical reaction. 

Measurements made using inhomogeneous samples often are averages 
over the nonuniformities and consequently do not reflect the details of 
the microstructure. For materials like granular explosives, the inho
mogeneous nature is readily apparent and experiments are interpreted 
accordingly. For samples thought to be homogeneous, ambiguities can 
arise. ~~r example, Fig. 3 depicts two image-intensifier-camera 
pictures of the shock-front of detonating nitromethane and an 80% 
nitromethane/20% acetone mixture. These pictures show that microstruc
ture exists in the vicinity of the shock front even in liquids, which 
are often thought to be homogeneous. Also, nothing is known about mi
crostructure in the region immediately behind the shock front. When 
performing experiments on nitromethane or similar substances, especial
ly experiments utilizing optical techniques where a spatial resolution 
of tens of microns is desired, one must be aware that results may 
actually reflect an average over a smaller characteristic microstruc
ture. Conversely, a single measurement with spatial resolution smaller 
than the microstructure may be misinterpreted as representative of the 
average material. 

Shock recovery experiments are often used to observe chemical and 
physical changes through and immediately behind the shock-front. How
ever, these changes occur not only in the high pressure and temperature 
region at the shock front, but also in the somewhat lower pressures and 
temperatures of the expansion region. The inability to separate these 
two effects makes the interpretation of these experiments difficult. 

3. COHERENT RAMAN SCATTERING IN SHOCK-COMPRESSED LIQUIDS 

Three coherent Raman scattering techniques have been attempted in 
shock compressed liquid samples. Advantages of these techniques, 
primarily because of large scattering intensities and the beam~iike na
ture of the scattered signal, are increased detection sensitivity, 
temporal resolution limits approaching laser pulse lengths, and possi
ble spatial resolution approaching the diffraction limit of the-optical 
components. As with all optical methods in shock-wave applications, 
optical accessibility because of material opacity or particulate scat
tering remains a major difficulty with coherent Raman scattering. 

Backward-stimulated Raman scattering (BSRS) hay been observed in 
shock-compr~8s~y benzene up to pressures of 1.2 GPa. 7 Stimulated Raman 
scattering , (Fig. 4) occurs when the incident laser intensity in a 
medium exceeds a threshold level and generates a strong, stimulated 
Stokes beam. The threshold level is determined by the Raman cross-sec-
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tion and 1inewidth of the transition and by the focusing parameters of 
the incident beam. Typical threshold intensities are ~ 10-100 GW/cm2• 
Figure S illustrates the arrangement used for the backward stimulated 
Raman scattering experiment. 

An aluminum projectile of known velocity from a 51-mm-diam, 3.3-m-long 
gas gun impacted an aluminum target plate producing a shock wave which 
ran forward into a 7.S to 8-mm-thick reagent grade benz~~e sample 
(Ma11ickrodt, Inc.). Standard data reduction techniques using 
published shock-ve1ocity/partic1e-ve1ocity data33 were used to deter
mine the state of the shock-compressed benzene. Experiment design was 
greatly facilitated using the MACRAME one-dimensiona1-wave propagation 
computer code. 34 

A single 6-ns-1ong frequency-doubled Nd-doped yttrium aluminum 
garnet (Nd:YAG) laser pulse was focused using a lS0-mm focal length 
lens through the quartz window to a point in the benzene 2 to 6 mm in 
front of the rear sample wall. The high intensity of the laser at the 
focus, coupled with the presence of a large cross-section Raman active 
vibrational mode in the sample, produces gain in the forward and back
ward directions along the beam at a frequency that is different from 
the Nd:YAG frequency by the frequency of the active mode. The timing 
sequence was determined by the incoming projectile. Interruption of a 
ReNe laser beam, in conjunction with an appropriate time delay, 
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triggered the laser flash lamp approximately 300 ~s prior to impact. A 
time-of-arrival pin activated just before impact and the appropriate 
time delay served to Q-switch the laser just prior to the shock wave 
striking the quartz window and after it was past the focal point of the 
incident laser light. 

In liquid benzene, the VI symmetric stretching mode35 at 992 cm-I 
has the lowest threshold for stimulated Raman scattering induced by 
532-nm light, and was the transition observed in these experiments. As 
depicted in Fig. 5, the backward stimulated Raman beam was separated 
from the incident laser by means of a dichroic filter and was then 
focused onto the IO-~m-wide entrance slit of a I-m Czerny-Turner 
spectrograph equipped with a 1200-grooves/mm grating blazed at 500 nm 
and used in first order. Figure 6 shows the resulting spectrogram for 
benzene shock-compressed to 0.92 GPa. The reflected incident laser 
line and the backward stimulated Brillouin-scattering line at 532 nm 
are observable, as are the backward stimulated Raman-scattering line 
from ambient benzene. The latter feature resulted as a consequence of 
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Fig. 6. Scattered light spectrogram for shock-compressed benzene. 

the shock wave having passed only about two-thirds of the way through 
the sample, and hence a stimulated Raman signal was also obtained from 
the unshocked liquid. 

The frequency shift of the Raman line has small contributions of 
approximately 0.1 cm-1 because the light crosses the moving interface 
between two media of different refractive indices and because of the 
material motion behind the shock wave. 36 Since these errors_ire consid
erably less than the experimental uncertainty of ± 0.5 cm for the 
measured frequency shifts and are a small fraction of the shift due to 
compression, no attempt was made to correct the data for these effects. 

Figure 7 gives the measured shift of the v. I ring-stretching mode 
vibrational wavenumber versus pressure of the shocked benzene. Obser
vation of the ring-stretching mode at 1.2 GPa strongly suggests that 
benzene molecules still exist several millimeters behind the shock wave 
at thi, s,e~~ure, but does not, however, exclude some decomposi
tion. 2 , , 

Also depicted in Fig. 7 is the ring-stretching mode vibrational 
wavenumber shift measured for benzene isothermally compressed at 
temperatures between 240 c and 2090 C with a diamond-anvil cell and tech
niques previously described. 39 Measurements of the phonon spectrum in 
the region 40-200 cm-1 were used to distinguish between benzene I, 
benzene II, and liquid benzene. The vibrational frequencies obtained 
from spontaneous-Raman-scattering measurements at 240 C with use of the 
568.2-nm line of a krypton laser agree well with previous results for 
benzene. 35 
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Fig. 7. Benzene ring-ttretching mode vibrational frequency shifts 
(with respect to 992 cm- ) vs pressure. The solid circles represent 
data obtained up to pressures of 1.2 GPa using the single stage gas gun 
and the open circles represent data obtained using the two stage light 
gas gun. The straight line is a fit of the shock-compressed data at 
pressures less than 1.2 GPa. The phase of the benzene during the 
diamond-anvil cell compression has been determined from phonon spectrum 
measurements. At 24 C benzene I was observed as a metastable phase 
above 1.2 GPa and benzene II was observed as a metastable phase below 
this pressure. Both spectrometers were calibrated with liquid benzene 
at room temperature. 

At fixed pressure, no temperature shift was observed in these 
static measurements. The wavenumber shifts for the dynamic experiments 
agree well with the static data for either liquid benzene or 
benzene II, but differ substantially from those for benzeue I. At 
pressures below the I-II-liquid triple point near 1.2 GPa,4U,41 the 
shocked benzene is therefore probably at temperatures high enough for 
it to be in the liquid state. At pressures near 1.2 GPa, the shock
compressed material could be either liquid or benzene II since both 
phases exhibit about the same magnitude of wavenumber shift for the 
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ring-stretching mode, and the Hugoniot lies close to the phase 
boundary. 

Beam intensities using BSRS are sufficiently large that film can 
be used as a detector. The large incident intensities required, howev
er, can cause damage to optical components near focal points. Spatial 
and temporal resolution are determined by the confocal parameter of the 
focusing lens and the incident laser pulse duration. The BSRS tech
nique also suffers because only certain molecules produce stimulated 
Raman scattering and of those molecules only the lowest threshold tran
sition can be observed. Because of these limitations other coherent 
Raman scattering processes affording more experimental flexibility were 
attempted. 

Coherent anti-Stokes Raman scattering (CARS)42-45 (Fig. 4) occurs 
as four-wave parametric process in which three waves, two at a pump 
frequency, wP' and one at a Stokes frequency, ws ' are mixed in a sample 
to produce a coherent beam at the anti-Stokes frequency, 
was = 2wp - ws. The efficiency of this mixing is greatly enhanced if 
the frequency difference w - Ws coincides with the frequency of a 
Raman active mode of the sampfe. An advantage of CARS is that it can 
be generated at incident power levels considerably below those required 
for stimulated Raman scattering. However, since phase matching is 
required, possible geometrical arrangements are limited. 

A schematic of the experimental apparatus used to perform 
reflected broadband coherent anti-Stokes Raman scattering (RBBCARS) in 
shock-compressed benzene and nitromethane is shown in Fig. 8. For 
pressures greater than 2 GPa, a two-stage light gas gun was used to ac
celerate a polycarbonate projectile with 4-mm-thick AZ31B magnesium or 
2024 aluminum impactors to a desired velocity. The projectile struck 
an approximately 2.4-mm-thick 304-stainless-steel target plate 
producing a shock wave which ran forward into a 2.7-mm to 3.3-mm-thick 
benzene (or nitromethane) sample. Lower pressures were achieved using 
the previously described technique for backward stimulated Raman scat
tering. Stainless steel was chosen as the target plate because of 
previous experience and a series of reflectivity measurements which 
showed that polished steel would retain approximately 20 percent of its 
original reflectivity under shock compression at 11 GPa in the liquid 
sample (approximately 70 GPa in the stainless steel). This was neces
sary to reflect the CARS signal back out of the shock-compressed 
liquid. Reagent grade benzene (Mallinckrodt, Inc.) and commercial 
grade (Angus Chemical Co.) nitromethane were used. The state of the 
shock compressed material was determined as described above. 

The timing sequence for the RBBCARS experiment was determined by 
the incoming projectile. A signal from three HeNe laser/photodiode de
tectors located in the barrel approximately 2.2, 1.2 and 0.7 m from the 
target, in conjunction with an appropriate time delay, triggered the 
laser flash lamps approximately 300 us prior to impact. A time-of-ar-
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rival pin activated just after the shock entered the liquid and another 
time delay served to Q-switch the laser approximately when the shock 
wave arrived at the quartz window. 

Since the Raman frequencies of the shock-compressed materials are 
not precisely known, and since we wish to produce CARS signals from 
more than one mode or species, a broadband dye laser, with a bandwidth 
equivt~ent to the gain profile of the dye, was used as the Stokes 
beam. A portion of the 6-ns-long frequency-doubled Nd:YAG laser 
pulse was used to pump the dye laser. The dye laser beam was passed 
through a Galilean telescope and sent along a path parallel to the 
remaining pump laser towards the sample. The beams were focused and 
crossed (with approximately I-mm length of overlap) at a point 
approximat~,y 1 mm in front of the window using a previously described 
technique. The beam crossing angle (phase-matching angle) was tuned 
by adjusting the distance between the parallel beams using a turning 
mirror on the pump laser beam. The CARS beam was reflected out of the 
shocked sample by the highly polished front surface of the target plate 
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and along a path parallel to the two incoming beams. After being 
separated from the pump and Stokes beams using a long-wave length-pass 
dichroic filter, the beam was focused onto the 100 ~m-wide entrance 
slit of a 1-m spectrometer equipped with a I200-grooves/mm grating 
blazed at 500 nm and used in first order. The signals were detected at 
the exit of the spectrometer using an intensified diode array (Tracor 
Northern Model TN-6I33) coupled to an optical multichannel analyzer 
(OMA) (Tracor Northern Model TN-I7IO). The instrument spectral 
resolution was approximately 4.2 em-I. 

Figure 9 shows the OMA recorded RBBCARS signals for the 
ring-stretching mode of benzene at pressures from ambient to 10.6 GPa 
(approximately 1000 °K).48 Spectral positions were measured relative 
to the 253.652-nm Hg emission line in second order. 

A44preliminary analysis 
using: 

of the spectral lines was performed 

(1) 

where las and Is are the intensities of the anti-Stokes and Stokes 
beams respectively. For this calculation, Is was chosen to be a 
Gaussian that approximately fit the broad band dye laser profile. In 
future experiments, because of shot-to-shot variations and noise in the 
dye laser profile, a spectrographic record will be made of the profile 
for each shot and used directt3)to calculate the synthetic spectra. 
The third order susceptibility, X , is given by 

" XNR + L Xj + i L Xj (2) 

j j 

where XNR is the contribution from the n09resonant backgroun~ and j is 
the sum over spectral lines. The real, Xj' and imaginary, Xj' parts of 
the CARS susceptibility are 

and 

X· = J 
(3) 
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" (4) 

respectively. w., r. and X are the frequency, half amplitude half 
width (HWHM) artd ~he peaJ amplitude of the corresponding spontaneous 
Raman scattered line. For this work no attempt was made to derive 
population densities (or temper~tures) from Xi using known Raman 
cross-sections. In fact, it may be necessary to r~-determine the Raman 
cross-sections for the high densities characteristic of shock
compression • 
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Fig. 10. Spectral fit of 7.4 GPa ring stretching mode of benzene. 
Wavelength calibration is with respect to the 253.652 nm Hg line in 
second order and the spectral slit width is 4.2 cm-1 

Figure 10 depicts the experimentally measured and calculated 
spectra for the benzene ring stretching mode at 7.4 GPa. The intensity 
of both spectra has been normalized to a peak amplitude of 0.95. The 
structural features that appear in the measured spectra are thought to 
result from the noise in the broad band dye laser. An initial analysis 
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of the spectral shape at 10.6 GPa is dramatically different and re
quires two spectral lines to fit the measured profile. It is also 
possible that a better fit may be obtained using an inhomogeneous 
broadening component. These will be discussed in a future publication. 

The frequency shifts estimated for the 7.4 GPa line and the lines 
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Fig. 11. RBBCARS spectra of ambient ayd shock-compressed 
nitromethane. The ambient peak position is 920 cm-. Shock pressures 
are indicated. Wavelength calibration was done with respect to the 
253.652 om Hg line in second order. 
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at other pressures are depicted in Fig. 7 along with the frequency 
shifts determined from BSRS measurements discussed previously. The 
results show an initial linear change of the frequency shift with 
pressure and then a weakening of this de~endence as the region near 
13 GPa is approached. Previous work27 ,37,38,49,5U suggests chemical 
reaction occurs at these pressures. A plot of frequency shift versus 
volume change shows a nonlinear dependence at all pressures. 

The RBBCARS spectra for the CN stretching mode of nitromethane at 
pressures from ambient to 7.6 GPa (approximately 950 °K)51 are shown in 
Fig. 11. The existence of the CN mode at microsecond times after 
shocking implies that decomposition of the nitromethane has not oc
curred as has been observed for times of tens of mi~rOSeconds52 and in 
static high temperature/high pressure studies. 5 Measurements are 
presently being extended to higher pressures where nitro~ethane is 
thought to be reactive for very short shock run distances. 12 ,48,54-56 

Synthetic spectra were obtained for the nitromethane CN stretch 
mode using the procedure previously described for benzene. Figure 12 
shows the experimentally measured and calculated spectra for 5.5 GPa 
normalized to a peak intensity of 0.95. At 5.5 GPa and for the lower 
pressure nitromethane spectra, this preliminary analysis suggests that 
the spectral signatures are much better matched using two spectral 
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Fig. 12. Spectral fit of 5.5 GPa CN stretching mode of 
nitromethane. Wavelength calibration is with respect to the 2j3.652 nm 
Hg line in second order and the spectral slit width is 4.2 cm- • 
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lines separated by approximately 10 cm-1• This second line ha, been 
observed previously in static high pressure Raman spectra. 5 The 
fitting at 7.6 GPa required a minimum of four or five spectral lines to 
represent the measured data. Discussion of these results will be 
withheld for a future publication when more accurate synthetic spectra 
can be calculated using measured dye laser profiles. 

Figure 13 shows the estimates for the Raman frequency shifts of 
the more intense spectral feature versus pressure using ·the analysis 
indicated above. Also depicted are the frequency shifts measured for 
the CN stretch mode of solid nitromethane using a diamond anvil high 
pressure cel158 and the spontaneous Raman measurements for nitromethane 
shocked to pressures of 5 GPa. 12 It is noted that our results obtained 
for the shock-compressed material do not differ significantly from the 
Raman shifts obtained for solid nitromethane. At present, we do not 
have an explanation for the ~ifference between our results and those 
obtained by Delpeuch and Menil1 using spontaneous Raman scattering. 
Earlier results11 by these authors agreed more closely with our 
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Fig. 13. Nitromethane CN stretching mode vibrational frequency 
shifts (with respect to 920 cm-1) vs pressure. 

results. The plot of frequency shift versus volume change was very 
similar to that observed for benzene. 
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Raman-induced Kerr effect sfectroscopy (RlKES)59 has been discuss
ed as a diagnostic technique ~,2~,6~ for performing measurements in 
shock-compressed systems which may have a large non-resonant back
ground. RlKES requires a single frequency pump beam, a broad-band 
probe source, no phase matching and lower incident power levels than 
stimulated Raman scattering (Fig. 4). 

The effect can be described in terms similar to the above descrip
tion of CARS. A linearly polarized probe laser beam is passed through 
the rotating electric field of a circularly polarized pump beam. The 
four-wave parametric process described above induces an ellipticity on 
the probe beam whenever the frequency difference betwee~ the two lasers 
equals that of a Raman active transition in the sample. b1 ,62 Since the 
RlKES involves the use of a single frequency pump laser and a broadband 
Stokes laser, it can be performed with an apparatus very similar to the 
above described RBBCARS apparatus. The modifications necessary are 
shown in Fig. 14 and are described below. The portion of the 
frequency-doubled Nd:YAG laser beam that does not pump the dye laser is 
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Fig. 14. Schematic representation of the Raman-induced Kerr 
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Fig. 15. Raman-induced Kerr effect spectra (RlKES) of an ambient 
and two shock-compressed liquid benzene samples. The shock pressure 
was 1.17 GPa and the 557.03 nm and 556.22 nm Kr calibration lines are 
shown. All spectra are obtained at the same power levels. 
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passed through a Fresnel rhomb to produce a beam of > 99% circular po
larization. The dye laser beam (Stokes frequencies) is passed through 
a high qua~ity Glan-T~ylor (air-gap) prism to produce a beam of ~ 1 
part in 10 linear polarization. The two beams are focused and crossed 
in the samp~e using alSO mm focal length, 50 mm diameter lens. The 
crossing angle is near 6 degrees, giving an overlap length of ~ 150 lim 
at the focus. The Stokes beam is then reflected by the highly polished 
front surface of the target plate back through the sample and along a 
path parallel to the incoming beams. A mirror separates the reflected 
dye laser beam from the other beams and directs it first through a 
Babinet-Soliel polarization compensator and then through a Glan-Taylor 
polarization analyzer. The compensator was found to be necessary to 
remove the ellipticity introduced into the linearly polarized Stokes 
laser beam by the birefringence inherent in the optical components 
located between the polarizers, including the ambient sample. When the 
two Glan-Taylor prisms are crossed, the dye laser beam is blocked 
except at frequencies corresponding to Raman resonances, where the 
RIKES signals are passed. These signals are directed through a dove 
prism, focused into the entrance slits of the 1 m spectrometer and 
detected by the OMA system. 

and 
was 

Figure 15 shows two RIKES 992 cm-1 region 
two shock-compressed liquid benzene samples. 

1.17 GPa and the 557.03 nm and 556.22 nm Kr 

spectra of an ambient 
The shock pressure 

calibration lines are 
shown. All spectra are obtained at the same power levels. Both traces 
have spectral features, however they are not consistent and do not 
exhibit the pressure-induced frequency shift expected for the benzene 
ring stretching mode based on previous BSRS and RBBCARS experiments. 
In a polarization sensitive coherent Raman experiment, such as RlKES, 
the possihility exists that shock-induced changes in a material would 
perturb the probe laser polarization sufficiently to obscure the 
desired signals. Therefore, the sensitivity of the RlKES apparatus to 
minor rotations of the dye laser polarization was investigated. The 
figure of merit used was the polarization analyzer rotation angle nec
essary to saturate the detector with unblocked dye laser'. It was found 
that the detector could be driven from zero signal to saturation with a 
polarization rotation angle of ~ 20 arc minutes (20') (using 50 lim 
slits and 50 lJJ dye laser energy). The RIKES signal found for the 
ring-stretching mode of ambient liquid benzene nearly saturated the de
tector through 25 lJm slits (using ~ 200 lIJ pump laser energy and 60 

beam crossing-angle). These data suggest that, if the shock-compressed 
sample induced a rotation of the probe laser polarization ) 20', the 
signal would be masked by the broad dye laser background passed by the 
analyzer. The RIKES spectra (Fig. 15) obtained in shocked samples show 
only broadband dye laser which has been passed by the polarization 
analyzer. These results indicate that the shock-compressed sample 
induces a rotation of at least 20' on the dye laser polarization. They 
also lead to the conclusion that, while it may be possible to perform 
RIKES experiments in shock-compressed materials in spite of our 
failure, the experiment is considerably more difficult than techniques 
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not sensitive to the absolute polarization of the laser beam (such as 
BSRS and RBBCARS). 

VIBRATIONAL MODES AND INFRARED SPECTRA 
(from Graener and Laubereau) 
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Fig. 16. Vibrational energy levels, some overtones and combina
tions and infrared spectra: CH2Cl2, CH2Br2 and CH212• The vibrational 
relaxation times, Tl' shown with the infrared absorption spectra are 
the measured energy decay times of the CH stretching modes. 
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4. ENERGY TRANSFER IN HIGH PRESSURE LIQUIDS 

Although an abundance of literature63- 80 exists describing con
densed phase energy transfer and relaxation phenomenology at ambient 
pressures and various temperatures, there is a d~~rth of studies 
showing behavior as a result of high pressure,81- of large stress 
gradients, and of temperatures typical in shock-wave environments. 
Since understanding condensed phase molecular energy transfer is funda
mental to understanding shock-induced chemical reactions and detona
tion, we have initiated an experiment to study the effects of pressure 
and temperature on condensed phase energy transfer. The experimenfi h~ 
based on the picggecond relaxation experiments of Laubereau ~t al. 4, 
and Fendt et al. and ultrasonic studies of Takagi et al. 7 ,75 which 
study the vibrational energy transfer in substituted methanes. These 
materials were chosen because they have a simple molecular structure 
and have relaxation times comparable to those expected in shock com
pressed hydrocarbons. The lower vibrational energy levels and some 
overtone and combination levels in the vicinity of the CH stretch 
levels near 3000 cm-1 are shown in Fig. 16 for dichloromethane, 
dibromomethane and diiodomethane. The results of the studies for di
chloromethane show that after populating the CH stretch modes using a 
picosecond infrared laser pulse (equilibration between the two modes is 
very rapid) these levels decay through a weak Fermi resonance to an 
overtone level of the bending modes. The presence of the Fermi 
resonance is deduced from a line in the infrared spectrum at 2832 cm-1 
due to the first overtone of the 2 bending mode (Fig. 16). vI and V6 
are the two CH stretching modes and the peak at 2832 cm- is from 2v2• 
We believe that an important aspect of energy transfer during shock 
compression and shock-compression chemistry is how the energy flows 
through the vibrational degrees of freedom, i.e., how they are 
populated from the translational energy of the shock wave and if they 
are in equilibrium. In the case of the above system, compression 
either using shock-wave techniques or statically using a diamond-anvil 
cell, will induce a relative shift in the vI' v6 and v2 levels that 
should change the resonant coupling of the CH fundamental levels and 
the v2 overtone. The relaxation time should change accordingly. 

Figure 17 schematically shows an experiment to measure the change 
in the CH stretch mode energy relaxation time at high pressure and 
temperature. 89ub-picosecond pulses from a colliding-pulse-mode-Iocked 
ring dye laser will be amplified using an excimer laser driven four 
stage amplifier and then used to generate picosecond infrared pulses 
which will vibrationally excite, by infrared absorption, the CH stretch 
levels of the substituted methanes. Part of the original amplified 
pulse will be optically delayed and used to probe the population densi
ty of the excited state by spontaneous anti-Stokes Raman scattering. 
Experiment repetition rate is 100 Hz. 
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Fig. 17. Pressure dependent vibrational relaxation time experi-
mente 

The Raman scattering signals will be detected by either a high 
quantum efficiency photo multiplier tube equipped with suitable filters 
or in a spectrograph using an optical multichannel analyzer. Compres
sion of the sample to several GPa will be accomplished using a diamond 
anvil or other high pressure cell. 

Experiment details and ~esults will be described in a future 
publication. It is hoped that this experiment can be used to study the 
intra- or inter-molecular relaxation phenomenology at densities similar 
to those existing during shock compression. At pressures of several 
GPa, the molecules may not exist individually but as some other type of 
structure with radically shifted energy levels. Interpretation would 
require a theoretical approach which differs significantly from the 
frequently use~ bimolecular collision model. 

5. SUMMARY 

Fundamental understanding of the detailed microscopic 
phenomenology of shock-induced chemical reaction and detonation waves 
is being sought by using pulsed coherent optical scattering experiments 
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to determine the molecular structure, constituents and energy transfer 
mechanisms in both shock-compressed and static, high pressure/high 
temperature fluids. To date measurements of the ring stretching mode 
of benzene and the CN stretching mode of nitromethane up to 
shock-induced pressures just below those for which reaction is 
suspected to occur have shown both a shift in the vibrational 
frequencies and a definite change in the spectral profile. These 
results have confirmed that these molecules still exist on the micro
second time scale behind the shock front, but that some form of energy 
transfer is occurring from the hydrodynamic mode to the molecular in
ternal degrees of freedom. Future experiments, both static high 
pressure picosecond vibrational relaxation and dynamic coherent Raman 
scattering at shock-compression pressures in the region where reaction 
is expected, should yield significant insight toward under~tanding the 
very complex and rapid processes that prevail in the shock environment. 
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REACTION PRODUCTS OF ENERGETIC MATERIALS HEATED BY SHORT LASER PULSES 
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ABSTRACT. Foccussed laser pulses were employed to pyrolyze nitrated 
cellulose and nitrocellulose containing propellants. The main 
products characterized by time-of-flight spectroscopy were oxohydro
carbons having C to C6 chains with masses up to 90 amu. Metal 
salts like cu-B-~eSorcYlate strongly affect the pyrolysis process 
and products with markedly higher masses were observed. 

1. INTRODUCTION 

The use of laser pulses to pyrolyze energetic materials provides 
the following advantages: The heating rate is comparable to that 
present in the combustion process and the products obtained can be 
readily detected by TOF mass spectroscopy. Furthermore, these 
species are thermally highly excited and generated at a primary step 
of the pyrolysis process. Species of this kind, in contrast, are 
difficult to detect in the combustion process since the reaction 
path ways overlap and the primary, secondary and final products form 
a complex mixture. 

We used laser pulses to pyrolyze nitrocellulose (NC) in different 
environments. The objectives were to get information on the pyrolysis 
products and on the effect of metal salts on this process. 

2. EXPER IMENT 

The samples consisted of pellets of neat NC (13% N) and a mixture of 
NC with 8% Cu-B-Resorcylate (CuBR). A CuBR containing solid propellant 
having NC as the main component was also investigated. CuBR catalyses 
the thermal decomposition of NC and strongly influences the burning 
rate of this propellant. 

The pellets were irradiated by the foccussed 10 nsec pulse of a 
Nd/YAG laser (532 nm, 0.25 mJ). The power density was kept close to 
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the ionisation threshold of the sample (108 W/cm2). The focal 
diameter was about 200 urn. A typical crater produced by irridiation 
on NC is shown in Fig. 1. 

Fig. 1 Crater produced by pulse irridiation on NC, 
enl arged 1000x . 

The evolved species were detected at right angle by our spectrometer 
(drift length 2,26 m, EM! 9643 detector). The mass detection limit 
was 500 amu. 

3. RESULTS AND DISCUSSION 

The cation spectra were identical for all samples. In prin~ipal, 
they showed plasma-type products li~e the+atomic+species H , C , N+ , 0+ 
and small molecular species like CH , CH2 or NH , OH 
and OH2 . 

On high amplification, however, weak signals of products appeared 
which, in the literature, are classified+as ~ypic~l pri~ary sp~cies 
of the co~bustion process. These were C2 ,C4 ' CO , HCO , H2CO 
and/or NO . 

Cul3R did not effect the spectra. 

A different situation was encountered in the anion spectra. Intensive 
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signals of molecular species with masses between 48 and 90 amu could 
be detected •• A good resolution of these signals is shown in Fig. 2. We 
assign~d these ~ignals to C4Hn-, C3HnO-, CSHn-, C4HnO-,CSHnO-, 
C4Hn02 ' CSHn02 ' with n = 0 ~o 4. 
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Fig. 2 Anion mass spectrum of NC. 

As a result, the primary species of laser pyrolyzed NC appear to be 
oxohydrocarbons having C3 to C6 chains. 

In contrast, the CuBR catalyzed samples clearly exhibit different 
spectra. Fig. 3 and 4 depict species which appear over the whole amu 
range up to the detection limit of our instrument. The signals above 
90 amu must be attributed to segments of the NC chain. The most 
interesting signals are located at 130 amu (a denitrated NC seg
ment) and at 292 amu (one NC segment). 

It appears that the addition of CuBR causes the pyrolysis of the 
NC chain to be less severe so that larger fragments are generated. 
This is in accordance with the results obtained from comustion 
studies in visual bombs on catalyzed propellants (1). Carbonaceous 
residues (fibers) appear on the burning surface which is not observed 
for the uncatalyzed samples. 
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SPECTROSCOPY AS A TOOL TO PROBE LASER INITIATION OF PRIMARY EXPLOSIVES 
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2280 AA Rijswijk 
The Netherlands 

ABSTRACT. Emission spectroscopy is used to moni tor the emission of 
decomposition products of primary explosives after initiation with an 
excimer laser pulse. Using a gated optical multichannel analyser 
spectra can be obtained in the microsecond time domain. 

These spectra provide detailed information about the decompo
sition reactions in the first stage of the initiation process. In this 
paper spectra obtained after initiation of mercury fulminate and lead 
styphnate are presented. 

Among the reaction products of mercury fulminate atomic mercury, 
CN, C2 and OR have been identified so far. 

In the emission spectrum of lead styphnate atomic lead and lead 
oxide have been observed. The amount of lead oxide increases relative 
to the amount of lead as the emission farther away from ini tia tion 
spot is monitored. 

1. INTRODUCTION 

For a better understanding of the explosive properties of explosive 
compounds it is of the utmost importance to know the kinetics of the 
decomposition reactions during and immediately after the initiation 
pulse. However, although extensive literature is available on the 
decomposition reactions of explosives, experimental data with respect 
to the first stages of the initiation process are scarce. In most 
experiments either the initiation techniques used, for example the 
drop hammer or the friction apparatus. or the detection techniques 
employed are too slow as compared to the rate at which explosives 
decompose in detonation- or deflagration-like reactions. In this paper 
it will be shown. that it is possible to obtain detailed information 
on the decomposition reactions in the microsecond time domain using a 
laser as an initiation source and using emission spectroscopy to moni
tor the reaction intermediates. 

In recent years a number of techniques have been developed to 
initiate explosive compounds in a very short time interval. For in
stance. in our laboratory the Thermal Step Test (TST) is used to study 
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the high temperature kinetics of explosive compounds (1). With the TST 
explosives can be heated to temperatures up to 1400 K in about 30 ~s. 
Subsequently, induction times which can be as short as 50 ~s can be 
measured. 

The laser is another energy source which can deposita large 
amount of energy in an explosive in a very short time. Therefore 
lasers have been used since the mid-sixties to initiate explosieves. 
Brish [g) was the first to report on laser initiation in a study on 
the initiation of lead azide using a Nd glass laser. Since, a limited 
number of papers on this subject have been published' [l,~,2.). 

The laser as an initiation source has two major advantages: 
- Firstly, a well-defined amount of energy can be delivered to the 
explosive in a time interval which can be as short as 20 ns. In con
trast, using most other initiation techniques the energy transfer to 
the explosive may not be clear at all and the interaction times are 
generally much longer. 
- Secondly, the wavelength of the laser can be selected to coincide 
wi th an absorption band of an explosive, thus optimizing the inter
action between the explosive and the radiation field. Furthermore, by 
changing the wavelength of the laser one can excite different elec
tronic states of the explosive. 

Most explosive compounds have absorption bands in the ultraviolet 
part of the spectrum. Therefore we have selected an excimer laser as 
an initiation source', since this kind of laser can emit high energy 
pulses in the ultraviolet. 

With unconfined pellets of primary explosives induction times 
-the time lapse between the laser pulse and the moment the light in
tensity emitted by the sample is at a maximum - ranging from 500 ns 
(lead azide) up to 3.5 ms (mercury fulminate) have been observed [~). 

Although these experiments provide valuable information on the 
kinetics of the initiation process, they do not provide information 
about what intermediates are formed. Therefore the experimental set-up 
has been extended with a spectrograph and an optical multichannel 
analyser to record the emission spectrum of the sample and to obtain 
this kind of information (1). 

In this paper the emission spectra obtained the initiation of 
lead styphnate and mercury fulminate are presented and discussed. 

2. EXPERIMENTAL 

A block diagram of the experimental set-up is given in Figure 1. 
About 40 mg of the explosive (with a purity better than 99') is 

pressed to a pellet with a diameter of 5 mm and a thickness of about 
0.5 mm. The densi ty of the explosive can be varied by pressing the 
pellet with a force up to 0.15 HR. The pellet is placed on a hardened 
steel pin in a sample holder (S) and the laser beam is focussed di
rectly on the sample. The pulse is delivered by a Lambda Physik EMG200 
excimer laser. The laser can output up to 1.2 J at A = 248 nm (KrF 
line); the pulse width is 15 ns. By means of a beam splitter CBS) part 
of the laser pulse is directed to a Joule meter CGentech PRJ-A) to 
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monitor the output of the laser system. The beam is focussed to a spot 
of about 1 x 2 mm2• In that case the energy density is about 
100 kJ/m2• 
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Figure 1. Block diagram of the experimental set-up. 

The light emitted in the course of the initiation process is 
detected in several ways. Firstly. to obtain induction times a photo
diode (P) placed a few centimeters above the sample holder is used to 
monitor the total emission emitted by the decomposition products as a 
function of time. The output of the photodiode is fed into a 100 MHz 
transient recorder (LeCroy TR8818) or in a 20 MHz transie·nt recorder 
(Nicolet Explorer). 

Simul taneously. 'using two lenses a spot in front of the sample 
holder is focussed onto the entrance slit of a 0.6 m spectrograph 
(Jobin Yvon. HRS-2. grid 1200 lines/am). The dispersed light is de
tected by a microchannel plate intensified optical multichannel 
analyser (Spectroscopy Instruments. IRY1024) connected to the side 
exit slit of the spectrograph. The spectral resolution of the de
tection set-up is better than 0.1 nm. 

The optical multichannel analyser is activated by a gate pulser 
triggered by the laser. With the pulser an initial delay relative to 
the laser pulse from 270 ns up to 6 ms can be set. The gate width can 
be varied from 180 ns up to 6 ms. 

Finally. a photomultiplier tube (EMI 9558 CB) is connected to the 
other exit slit of the spectrograph to monitor the spectrally-resolved 
light as a function of time. The output of the photomultiplier is fed 
into one of the tranSient recorders as well. 
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The control unit of the optical multichannel analyser. the tran
sient recorders and the command unit of the spectrograph are all con
nected to a microcomputer (DEC Professional 350). The microcomputer is 
used to the control equipment. to store data. to perform data handling 
and to plot the data. 

3. RESULTS AND DISCUSSION 

When a pellet of mercury fulminate is irradiated with a focussed laser 
pulse of the KrF line the explosive ignites with a subdued report 
emitting a flame of about 30 cm. The induction time of unpressed and 
unconfined mercury fulminate is around 8 ms [1]. Furthermore the total 
light intenSity of the sample is less than for other primary explos
ives. So it appears that in mercury fulminate the initiation only 
leads to a deflagration as contrasted to other primary explosives 
where laser initiation leads to a detonation. 
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Figure 2. Emission spectrum obtained after the initiation of mercury 
fulminate. 

The emission spectrum obtained after the laser initiation of 
mercury fulminate is shown in Figure 2; the parts of the spectrum 
between 370 and 400 nm and between 565 and 595 nm are attenuated 10 
times with respect to the remainder of the spectrum. In Figures 3 and 
4 more detailed parts of the emission spectra are proesented. The spec
trum has been recorded with the time window set between 5 and 11 ms 
relative to the laser pulse and by focussing the light originating 
from a spot around 1 em in front of the sample holder. The spectral 
resolution is about 0.1 nm. 

As can be seen the spectrum consists of a large number of more o~ 
less resolved band systems. Unfortunately. at the time of writing not 
all band systems had been assigned yet. 
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A number of lines in the emission spectrum can be assigned to 
atomic mercury. Rather prominent in the spectrum are the mercury lines 
[~.~] at 253.6. 435.8 and 546.0 nm. Less intense are the mercury lines 
at 296.7. 365.4 and 404.6 nm and the doublet at 313.1 nm. 

A number of radicals well-known in flame spectroscopy have been 
identified as well. 

Two very prominent band systems and one less intense band system 
are believed to be due to the presence of the CN radical as one of the 
reaction products of the initiation process • 
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Figure 3. Electronic orign of the B2t - X2" transition of CN. 

The band sy-stem between 375 and 390 nm shown in Figure 3 is as
signed to the B2t - X2" transition of the CN radical [~.~]. The vi
brationless transition is located at 388.3 nm. The other peaks in the 
band system are due transitions of higher vibrational levels with 
A'IJ = 0 ('IJ is the vibrational quantum number). Since the transitions 
tend to overlap as the vibrational quantum number increases. it is 
hard to make a precise assessment of the population distribution over 
the different virbrational levels. However. from the overall band 
shape it is estimated that levels with v as high as 10 are pOP~lated~ 

Other band systems which can also be ascribed to the B t - X " 
transition of CN are located between 350 and 360 nm and between 415 
and 422 nm. The first system is due to vibrational transitions with 
A'IJ = -1. whereas the second system is due to transitions with A'IJ = +1. 
The latter system is partly overlapped by a strong peak originating 
from Ca. 

The above-mentioned band systems of the CN radical all belong to 
the so-called violet system. Another extensive band system of CN. the 
so-called red system extending into the near infrared. is not observed 
in the emission spectrum due to the decomposition of mercury fulmi
nate. 

Another radical which appears to be quite prominent in the de
composition of mercury fulminate is the C2 radical. 
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Figure 4. Electronic origin of the A3 ng - x3 nu transition of C2• 

Bands of the C2 Swan (A311 - X3 n ) system are clearly visible 
between 500 and 520 nm and beAeen 46H and 475 nm. The electronic 
origin of this system is located at 516.0 nm which is in good agree
ment with our observations. The (1.1) hot band transition at 512.9 nm 
is clearly visible as well. The (2.2) transition is only observable as 
a weak feature upon the rotational contour of the other vibrational 
transitions. The band system between 460 and 475 nm is due to Av = -1 
transitions and the peaks due to the levels with v up to 4 are dis
tinguishable. The band systems corresponding to Av = +1 and Av = +2 
are present. but more or less masked by intense systems whose origins 
are not yet clear. 

Since the vibrational transitions of the Swan system overlap eaoh 
other. an exact vibrational temperature is hard to deduce. but from 
the intensity distribution of the vibrational Av = -1 transitions a 
vibrational temperature of about 11000 K is calculated. This result is 
in good agreement with the vibr.ational temperature of' the C2 radical 
created in low pressure oxyacetylene flames [11]. 

Fin~llY, w~ak emission with a maximum around 306 nm is assigned 
to the A r+ - X II transition of the hydroxyl radical. 

A number of lines are due to impurities present in the mercury 
fulminate. In all explosives studied so far sodium has been observed. 
The well-known Na doublet [§.J at 589 nm is very dominantly present in 
the emission spectrum; a weak Na line appears at 331 nm. 
In the red part of the emission spectrum two lines around 766 nm and 
770 nm can be assigned to potassium. 

Finally. calcium appears to be prominently present in the 
emiSSion spectrum as well. The following lines are attributed to Ca: 
the strong line at 422.5 nm. the lines between 428 nm and 432 nm. the 
triplet of lines between 442 nm and 446 nm. the sharp lines between 
558 and 561 nm superimposed on the broad band system emitting in that 
region and the unresolved lines between 525 and 527 nm [2,]. The lines 
at 393.4 nm and 396.8 nm are attributed to Ca+. 
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Inspecting the molecular structure of mercury fulminate one would 
expect the NCO radical to be present as one of the decomposi tion 
products. The emission of this radical is well-documented [~.ll] and 
the strongest emission occurs around 438 nm. As can be seen in Fig
ure 2 in the emission spectrum of mercury fulminate no such emission 
occurs. So the absence of this radical and the low concentration of 
atomic mercury indicates. that the breaking of the bond between the 
mercury atom and the fulminate group is not the dominant decomposition 
process in the laser initiation of mercury fulminate. 

After initiation of lead styphnate with a pulse of the KrF line 
of the excimer laser the sample ignites Violently with a very loud 
report and emits a very intense radiation. So it appears that in lead 
styphnate the detonation regime is reached. The induction time of 
unconfined. unpressed lead styphnate is 120 ~s. 

In Figure 5 emission spectra recorded after the initiation of 
lead styphnate are displayed. The time window of the optical multi
channel analyser is set up to 200 ~s. The spectral resolution is about 
1 nm. The results presented in Figure 5 prove. that despite the short 
detection time it is possible to record spectra with a reasonable 
signal to noise ratio. The top spectrum in Figure 5 is obtained by 
focussing the light 1 cm in front of the sample holder; the bottom 
spectrum is recorded by focussing the emission 8 cm in front of the 
sample holder. 

The emission spectra obtained after the initiation of lead 
styphnate consist of both sharp lines and broad bands. With the ex
ception of the peaks around 357 nm and 373.6 nm all peaks below 410 nm 
can be ascribed to transitions of atomic lead [~]. Although the, lines 
at 357.6 and 373.6 nm are not listed in [~] as being due to lead. it 
is our opinion that these lines can be attributed to lead as well. The 
shape of these two bands indicate that they are due to atomiC tran
sitions. Since at these two wavelengths emission of other elements are 
not known. it is assumed that the lines at 357.'6 nm and 373.6 nm are 
due to atomic lead as well. 

The broad ,band emission starting around 400 nm and extending 
until 650 nm is assigned to emission due to the presence of the PbO 
molecule. PbO has a number of band systems which are more or less 
intense Ii.!!]. The so-called A band system extends from 475 nm up to 
675 nm. In the bottom spectrum of Figure 5 emission bands which belong 
to this system can be clearly observed. Part of this emission is ob
scured by the strong emission of the Na doublet at 589 nm. The B 
system extends from 415 nm up to 580 nm. Bands of this system can 
also be observed in the emission of decomposi tion products of lead 
styphnate. The start of this emission is partly overlapped by the 
strong Pb emission at 405.8 nm. At the red side the B band system and 
A band system overlap. The C band system of PbO emits from 380 nm 
until 415 nm. The presence of this system is hard to establish. since 
again strong emission due to lead occurs in this region. However. the 
background under the Pb line at 405.8 nm is probably due to the C band 
system. 
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Figure 5. Emission spectra obtained after the initiation of lead 
styphnate. 
top detection 1 em in front of sample holder 
bottom: detection 8 cm in front of sample holder 

Two other band systems of PbO extending between 290 nm and 360 nm 
are known. These systems are not present in the emission spectra ob
tained after the laser initiation of lead styphnate. 

The intensity distribution over the various band system changes 
considerably in two ways as the distance of the detection spot rela
tive to the sample holder changes. 

Firstly the intensity of the various lead lines relative to each 
other changes. Relative to the lead line at 405.8 nm all other Pb 
lines decrease in intensity. This decrease is most important for the 
lines below 300 nm and is due to collisional deactivatio~ processes in 
Pb. At the start of the initiation Pb is dissociated from the 
styphnate group and free lead in various excited states is formed. Due 
to collisonal deactivation processes the higher electronic states of 
Pb are more easily depopulated resulting in a decrease in the inten
sity due to emission out of these states. 
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The emission due to PbO increases as the distance fran the in
itiation spot increases. The atomic lead formed in the course of the 
initiation process reacts subsequently with oxygen to form PbO. The 
concentration of PbO in time increases. resulting in a decrease in the 
Pb emission and an increase in the PbO emiss:l.on. 

4. CONCLUSIONS 

The results presented in this paper show that it is possible to obtain 
on a microsecond time scale detailed information about the decompo
sition products and the reaction kinetics in the first stages of the 
initiation process of primary explosives using a pulsed laser system 
as an initiation source and employing fast spectroscopic detection 
techniques. 

Atomic mercury. CN. C2 and OH have been identified among the 
reaction products of mercury filminate. 

Atomic lead and PbO are the main decompositions products observed 
in the case of lead styphnate. The atomic lead is formed right at the 
start of the initiation process and reacts further to form lead oxide. 
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ABSTRACT. The "hot spot" temperature produced during deformation by 
breakthrough of a dislocation pile-up is proportional to the ratio of 
the microstructural stress intensity and the thermal conductivity. On 
this basis, the calculated temperature rise for cyc10trimethylenetri
nitramine (RDX) is 200 times greater than that for steel. Also, a 10g
log relationship is predicted for the drop-weight impact sensitivity and 
the inverse square root of RDX crystal size. Beyond the adiabatic 
heating effect, the pile-up model allows for the possibility of breaking 
molecules and separating their fragments. 

1. ADIABATIC HEATING AT A PILE-UP AVAI,.ANCHE 

cent~!:~:;a~!~;g;i~~~r: ~~~:!::da:r;!!:~:i::dm:~~;:!;:t!~:l:oC;!!Yp~~:= 
up energy 1s due essentially to the interaction of dislocations bunched 
up at the pile-up tip.A· precipitate particle or chemical inclusion 
would be a suitable obstacle. The interaction energy can be built up 
isothermally during the very earliest stages of material deformation. 
Adiabatic dissipation of the interaction energy ·occurs if the internal 
obstacle blocking the pi1e~up collapses suddenly. The event should be 
accompanied by a ~iscontinuous load drop in the stress~strain behavior. 
Heavens and Field first reported tha.t discontinuous load drops occurred 
in the transmitted stress pulses of compressively impacted energetic 
materials which were found to be susceptible to the generation of hot 
spots. Figure 1 gives a schematic description of the successi,(e stages 
leading to pile-up collapse and sudden energy dissipation • 

. Brittle cracking at a pile-up tip should p~oduce the greatest energy 
dissipation. At the theoretic,l fracture stress, the limiting tem- . 
perature rise, 6T, is given by 
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Figure 1. Dislocation Pile-up Avalanche Model 

where ks is the pile-up stress intensity, t is the slip plane diameter, 
v is the dislocation velocity, K is the thermal conductivity, c* is the 
specific heat per unit volume, ~x1 is the dislocation separation at the 
pile-up tip, and (i = 2(1-v)/(2-v) with v being Poisson's ratio. For 
energetic crystals, ~T is particularly large due to the ratio (ks/K). A 
comparison of the stress intensity/thermal conductivity ratios for RDX 
(cyclotrimethylenetrinitramine), MgO, and steel shows that the tem-
perature rise caused by pile-up induced cracking should ~e 40 times 
greater for RDJ' relative to MgO, and 200 times greater for RDX as com
pared to steel • 

2. CRYSTAL SIZE DEPENDENCE FOR INITIATION 

The dislocation velocity, v, in Equation <n is stress dependent. 
The relationship is described on a thermal activation-strain rate analy
sis (TASRA) basis as 
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(2) 

where Vo is the reference limiting dislocation velocity, Uo is the acti
vation energy at TaO, b is the dislocation Burgers vector, A* is the 
dislocation activation area, TTh ~s the thermal component of shear 
stress, and R is the gas constant. The TASRA relationship has been 
employed in combination with Equation (n to describe the dependence on 
crystal size (1) of the drop-height for 50% probab!lity of initiation, 
H50, of a loose pile of crystals in an impact test. Figure 2 shows 
experimental results for RDX. 
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Figure 2. Crystal Size Dependence for Drop-Weight Impact Initiation 

In accordance with other TASRA resu1ts 6, (bA*) ~ wo/TTh' Based on 
1/n 

the reasonable assumption that TTh « HSO , 

where m* - (wo/RT) is known as the velocity-stress exponent and B -
1n(2K/c*vAX)). Supposing that HSO is obtained for an ~Rproximate1y 
constant value of AT, a log-log plot of HSO against 1- U2 should give a 
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straight line with slope (n/m*). The predicted behavior is obeyed in 
Figure 2 with (n/m*) ~ 1.2. The drop-height for initiation in Equation 
(3) increases with the following trends: increasing thermal conduc
tivity (K); increasing temperature rise for initiation (~T); decreasing 
stress intensity for the strength of the obstacle (ks ); and decreasing 
temperature-modified reference dislocation velocity (voexp{-Uo/RT}). 

3. DISLOCATION PROPERTIES IN THE RDX LATTICE 

The preceding model description gives emphasis to the microstruc
tural parameters affecting initiation in energetic crystals, par
ticularly, from a materials science viewpoint which necessarily deals 
with the properties of crystal dislocations. Dislocations have been 
observed in ~X crystals during pioneering stugies involving chemical 
etch pitting and x-ra9 diffraction topography. Recent studies on RDX 
by Elban and Armstrong have dealt with the deformation and cracking 
behavior at microindentation sites. Halfpenny, Roberts and Sherwood 10 
have investigated the grown-in dislocation structures and the microin
dentation hardness properties of relatively perfect crystals. Extremely 
localized plastic deformation has been observed at the microindentation 

Figure ~Orthorhombic RDX Unit Cell 
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sites in RDX. To some extent, the result must be explained by the rela
tively large self-energies of dislocations in RDX based on the large 
Burgers vectors characteristic of the orthorhombic unit cell containing 
8 C3H6N606 molecules. The unit cell for RDX is shown iY1Figure 3 in 
accordance with the description given by Choi and Prince • 12 

Using the RDX unit cell, Elban, aoffsommer and Armstrong have 
reasoned that the relatively large energy of the primary dislocation 
with Burgers vector a[lOO] on an (021) slip plane can be reduced by a 
dislocation decomposition reaction. The result is 4 partial disloca
tions, involving molecules on interleaved planes, given in the reaction: 

a[lOO] + (a/6) [Z12] + (a/6) [100] + (a/6)[212] + (a/6) [100] • 

- 7 Dislocation movement by slip for the primary [100](010) system would 
seem to involve the interaction of specific oxygen and hydrogen atoms 
between certain neighboring molecules, for example, across the (040) 
plane in Figure 3. An interesting conjecture is that planar (or indivi
dual) molecular defects might produce out-of-place molecules which could 
serve as the obstacles to be broken by dislocation pile-ups. In this 
way, breaking and adiabatic heating of molecules (as per Figure 1) would 
occur sequentially at the same site during the deformation and frac
turing of an energetic crystal13 This conjecture is not out of line with 
the discussion given by Eyring to the effect that initiation in the 
solid state must involve an effective space associated with holes, 
dislocations, or the separation of grains where the breaking up of a 
molecule can occur with respect to some strong bond in the gas phase. 
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LASER EMISSION AT 502nm INDUCED BY KrF 
LASER MULTI PHOTON DISSOCIATION OF HgBr 2 

P. Papagiannakopoulos* and D. Zevgolis** 
Research Center of Crete 
Institute of Electronic Structure and Laser 
Heraklion, Crete, Greece 

ABSTRACT: Emission resulting from KrF laser (248 nm) 
multiphoton dissociation of HgBr2 was resolved in the 
460-510 nm region. Vibrational analysis of the 
HgBr(B2~-X2~) transition was also determined. The 
formation of electronically excited HgBr(B2~) radicals was 
induced by two-photon dissociation of HgBr 2 via a real 
intermediate state. The role of added inert gas on the 
observed emission was also examined, and the following 
order of efficiency was found N2 , Ar, Xe and Ne. 

1. INTRODUCTION 

The photophysics and photochemistry of molecular 
systems above 6eV to highly excited electronic levels 
(mainly of Rydberg nature), and below ionization has been 
examined in the past with the classical methods of vacuum 
ultraviolet photolysis and electron discharge. The first 
technique presents many experimental difficulties and also 
the problem of reaching certain states due to strong 
selection rules. The second technique provides a quite 
efficient method to achieve excitation of many states but 
the process is not selective due to the wide distribution 
of electron energies. The advent of high power excimer 
lasers enhanced the multiphoton excitation processes in 
molecules, and therefore the possibility of reaching 
selectively highly excited electronic levels, many of which 
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**Also Physics Department, University of Crete, Heraklion 
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are prohibitted by single photon selection rules. Once the 
molecules acquire this level of excitation can undergo 
fragmentation, to electronically excited free radicals [1], 
or ionization with absorption of additional photons. The 
first process of photodissociation results to population 
inversion in one of the fragments and therefore to possible 
laser action. The first photodissociation laser was 
demonstrated in atomic Iodine at 1.315~m by dissociating 
CH 31 or CF3 I [2]. 

In this work we study the KrF laser (248nm) 
multiphoton excitation and dissociation of HgBr2 vapors, 
which provides the possibility of achieving laser action on 
the vl=O + Vii =17-22 transitions, of the resulting 
B22 + X22 emission band of HgBr radical. Laser emission 
from the above transitions in the green has been 
succesfully reported in the past either by electron-beam 
pumping [3] or by ArF laser pumping at 193 nm [4,5] of 
HgBr2 vapors, and is very important in the development of 
blue-green lasers. 

Moreover, we examine the vibrational analysis of the 
B22 + X2~ transition of HgBr radical in the spectral 
region between 460-510nm. Finally we study the dependence 
of the above transition on the addition of an inert buffer 
gas, and in particular the dependence on the nature of 
added inert gas. 

2. EXPERIMENTAL 

The experimental setup has been described previously 
[6] and briefly consists of a KrF laser (Lambda Physik EMG 
150) whose beam is collimated through a gross-shape 
metallic cell with 3 cm diameter and 18 cm long. The 
metallic cell was heated up to 100 0 C and the sample was 
effused into the centre of the cell through an orifice. A 
much higher pressure of inert buffer gas was initially 
introduced in the cell to prevent condensation on the 
windows. The fluorescence emission perpendicular to the 
laser beam was focused onto a 1m spectrometer (Jobin-Yvon 
HRIOOO) with a EMI (9683QR) photomultiplier. The 
photomultiplier signal was fed into a boxcar averager (PAR 
162/165), where was sampled with a gate width 5-10 ns, and 
the output was then plotted into a chart recorder. 

The mercury d~bromide (Merck, 99,5% purity) was gently 
heated up to 100 0 C, resulting in a vapor pressure of 
approximately 100 mTorr. The pressure of added inert gases 
was measured with a capacitance manometer (MKS Baratron) 
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before heating up the cell. 

3. RESULTS AND DISCUSSION 

The photolysis of HgBrz v~pors with an unfocused KrF 
excimer laser beam (I~30MW/cm ) gave a strong fluorescence 
emission in the visible region below 510 nm, Fig.l. This 
emission band shows a clear vibrational structure and can 
be easily identified as the BZI + XZI transition of HgBr 
radicals [7]. A vibrational analysis of the band gave the 
following assignments: the lines between 485-502 nm 
correspond to the single transitions vl=O + V'I =17-22, the 
lines between 503-510 nm correspond to a mixture of v'=0,3 
4,5+V " =23-29 transitions, and the lines between 465-482 

0;1' 0.20 0." 

~------~v~------------~ 
, . 

Y . 1,2 , 3 , . , 1IIi _ V ] U - 17 

••• .70 "0 . .. .'.s I~O 

Figure 1. Emission band BZI 
laser photolysis of HgBrz 
temperature is 1000 C. 

+ XZI of HgBr from the 
vapor and 675 Torr Ar: 

'KrF 
cell 

nm correspond also to 
transitions. The main 
small traces of HgBr 81 

from this analysis 
literature [7,8]. 

a mixture of V'=1-5+ V" =11-17 
molecular isotope was HgBr 79 , with 

The obtained molecular constants 
are in good agreement with the 
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Further, we studied the dependence of fluorescence 
intensity of the 502nm HgBr (Vi =0 + V" =22) transition upon 
the KrF laser intensity and was found to be two, Fig.2. 
This indicates that the fluorescing HgBr radical has been 
produced by a two-photon excitation process. It is known 
that excitation of the first absorption band of 

t ~ ~ 3 j 

?,~ .; ....... 
'=' '0 • c ~'? .~ 
~ 1 )~ c 

-1 ~ 
~ 

-3 -0 1 2 3 4 -Inl!nerg~ (e.u.l 

Figure 2. Logarithm of fluorescence intensity of 502 nm 
HgBrz (vl=O + V " =22) transition as a function of logarithm 
of KrF laser intensity for HgBr at 75° C and 675 Torr Ar. 

HgBrz around 5eV (a=2xlO~18cm2 [10]) does not produce yny 
fluorescence [9]. This band was later assigned as the nu 
excited state at HgBr [11], and correlates with the A 
state of HgBr which is repulsive and leads to dissociation. 
Therefore, the single photon KrF laser excitation of HgBr 
will result to atomization, i.e. 

( 1 + hv- ( 1 ) HgBr2 X Ig) + HgBr2 1 nu 

without any fluorescence. Hence, the electronically 
excited HgBr(B 2I) radical can only be formed by further 
excitation of the parent molecule HgBr2 , with the 
absorption of a second KrF photon to a highly excited 
electronic state around 10eV. Indeed, the absorption 
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spectrum of HgBrz in the near UV region, between 7.5 eVand 
ionization (10.6 eV) is rich in Rydberg states, which are 
related to both the ground and excited ionic states [12]. 
The overall KrF laser photodissociation mechanism of HgB~ 

10 

15 

o 

---------------- D 
--------------- C 

====::JJ====-------~------ B + Brl2pI 2~ j 
KrF 

KrF(248nm) 

---------'-------- X' I~ 
HgBr2 

502nm 

----__ ~_L_ ______ X 
HgBr 

Figure 3. Diagram of possible channels of 
photodissociation induced by KrF laser photolysis. 
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is presented in Fig.3, and 
excitation of HgBrz via 
state, and the subsequent 
excited HgBr(BZ~) radicals 
same dissociation from the 
Hg( IS) and Br(zp) atoms. 

includes the resonant two-photon 
a real repulsive intermediate 

dissociation to electronically 
and Br(zp) atoms. There is also 
single excitation of HgBr2 to 

For higher laser intensities (I~300MW/cmz) in a 
focused geometry, the HgBr(B ~ X) emission disappears and 
strong emission lines from highly excited Hg ato~s are 
observed. Those emission lines are characterized as the 
(6 3D + 6 3p), (73 pz + 7 3S1 ) and (73 S1 +6 3p) transitions of 
H~ atoms. All four excited Hg states 6 3D3 , 63D~#63Dland 
7 ~ are lin the same energy level of B.B eV above the 
ground So state of Hg. Further, the dependence of the 
fluorescence intensity of 3l3.2nm Hg(63Dl ~ 63Pl) 
transition upon the KrF laser intensity was determined and 
found equal to 2.5, which indicates that the formation of 
excited Hg atoms is induced by three or higher photon 
excitation processes. 
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The observed emission band B + X of HgBr has been 
found to increase with the addition of an inert gas. 
Furthermore, the fluorescence intensity has been found to 
depend on the nature of added inert gas, for the same 
experimental conditions, see Figure 4. For the four 

_5'0__ ~ ,go UlO 

510 '9Q __ ,e_o ____ <70_ 

Figure 4. Emission band HgBr(B + X) from KrF laser 
photolysis of HgBrz vapor diluted in 375 Torr of different 
inert gases M=Xe, Ar, Nz , and Ne; cell temperature is 
75°C. 

different studied mixtures, the one with nitrogen showed 
the maximum emission intensity, while the neon mixture 
showed very little emission. The addition of inert gas in 
the sample results to an increase in the number of 
collisions, and according to the accepted photodissociation 
mechanism of HgBrz , Fig.3, it can cause the following 
effects: a) decreases the up-pumping process of HgBr z 
which reduces HgBr photofragmentation and HgBr(BZ~) 
formation, b) increases the population of bound excited 
HgBr(B2~) radicals by thermalization of initially formed 
vibrationally hot HgBr(B2~), and c) increases the 
electronic quenching of excited HgBr(B2~) radicals (the 
radiative lifetime of HgBr(B) state is 23.7 ns [13]). 
Further experiments are necessary to determine the relative 
importance of those processes. 
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4. CONCLUSIONS 

The KrF laser two-photon excitation of HgBr vapor 
produces a strong emission band in the green around 502 nm, 
which is due to the B + X transition of HgBr radical. 
Vibrational analysis of the band showed a very good 
resolution for the V 1=0 + Vii =17=22 transi tions. 
Therefore, those transitions can be used to achieve lasing 
action in the green, with possible tunability over 20 nm 
range, by optical pumping HgBr2 vapors with a KrF excimer 
laser. 

The KrF laser induced emission at 502nm was also found 
to decrease with increasing laser intensity (300 MW/cm 2 ). 

Therefore, the KrF laser intensity should not exceed a 
threshold value beyond which no laser action is possible. 

The introduction of inert gas in the HgBr 2 sample 
increased the resulting emission HgBr(B + X), with 
different efficiency for the various inert gases. The 
observed order of efficiency for the used inert gases was, 
N2, Ar, Xe and Ne. More experiments are necessary to 
determine the ultimate buffer gas conditions for maximum 
emission output. 
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THE DYNAMICS OF ELECTRIC FIELD EFFECTS IN LOW POLAR SOLUTIONS: THE 
FIELD MODULATION METHOD 

A. Persoons and L. Hellemans 
Laboratory of Chemical and Biological Dynamics 
Department of Chemistry, University of Leuven 
B-3030 Leuven - Belgium 

INTRODUCTION 

The appearance of charged species and their subsequent interac
tion with the surrounding medium by long-range Coulombic forces are 
basic processes for many chemical phenomena, whether in the gas 
phase, in solution, or in the solid state. Traditionally ionic 
interactions are studied by cond'uctance techniques and an overwhelm
ing amount of data, as well as theoretical descriptions, exist on the 
conductive properties of chemical systems. Conductance measurements 
are, by their very nature, ideally suited to probe the distribution 
between conducting and nonconducting species although their exact 
chemical nature cannot be assessed by these techniques. The investi
gation of ionization mechanisms requires a knowledge of the distribu
tion of the different species present at equilibrium, but the central 
problem remains the kinetic study of the interconversion processes 
between the conducting and nonconducting entities. A complete 
mechanistic study asks for a detailed investigation of number, 
nature, and interdependence of all elementary processes. Since these 
elementary processes are often fast, usually limited by diffusion, 
their kinetic investigation became only feasible with the advent of 
fast reaction techniques -photolysis, the method of choice in gaseous 
systems, electrochemical methods particularly suited for heterogene
ous systems and chemical relaxation techniques for chemical processes 
in (aqueous) solution (1). 

All fast reaction methods rely upon the analysis of the response 
of a system upon a fast appropriate perturbation. To attain a 
reasonable accuracy this perturbation should be large e.g., photoly
sis techniques or be applied to a system which is particularly sensi
tive to the perturbation parameter. The latter is mostly the case in 
chemical relaxation measurements where an intensive variable, deter
mining the chemical equilibrium is rapidly changed. Usually an even 
distribution of products and reagents over the equilibrium state is 
required in this case for a measurement with an acceptable accuracy. 
This is a severe drawback of relaxation techniques when used in the 
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study of processes where charged species are present at very low 
concentration, but with a critical mechanistic function in the 
process. 

In this paper we review the field modulation technique, a chemi
cal relaxation technique used in the study of ionic phenomena. In 
this method the equilibrium between charged and uncharged species is 
perturbed by an electric field and the response of the systems is 
evaluated by a unique modulation method. A critical advantage of 
this modulation method is the sensitivity of the relative change in 
ionic concentration, even at exceedingly low concentrations of 
changed species (2, 3). 

We will give first a critical discussion, stressing the physical 
aspects of electric field effects in ionic equilibria since some 
knowledge of this topic is a necessary prerequisite for a proper 
understanding of the field modulation method. In the subsequent 
description of the field modulation method and the results obtained 
we will stress the potential and generalilty of these modulation 
techniques for the investigation of fast processes. 

THE FIELD DISSOCIATION EFFECT 

The conductance of electrolyte solutions increases with electric 
field strength, limiting the validity of Ohms law to low field inten
sities. For solutions of strong electrolytes this conductance 
increase, known as the first Wien effect, is due to an increase in 
ionic mobility, itself a consequence of the impossibility to form an 
ionic atmosphere. For solutions of weak electrolytes the relative 
conductance increase with electric field strength is much more pro
nounced. This conductance enhancement effect is known as the second 
Wien effect, or the field dissociation effect, indicating that the 
effect is due to an increase in ionic dissociation (4, 5). 

A purely thermodynamic treatment of the field dissociation 
effect is very difficult since an electrolyte solution is not an 
equilibrium state in the presence of an electric field. A first 
successful discription of the field dissociation effect was given by 
Onsager based on the laws of Brownian motion of the ions. Onsager's 
approach is based on the model for incomplete dissociation as put 
forward by Bjerrum; a configuration of two oppositely charged ions 
within a somewhat arbitrarily chosen distance is an ion-pair, an 
entity which does not take part in the conduction process. Onsager 
adopts the convention of Bjerrum taking for this distance 
q (= e 1e 2/2DkT, symbols with their usual meaning), i.e., the distance 
at wh1cn the Coulombic interaction of the two ions equals their 
interaction with the surroundings (6). 
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Specifying to conditions of sufficiently small ionic concentra
tion, hence a large Debye length, Onsager neglects shielding effects 
by the ionic atmosphere. Further simplifications arise from the 
assumption of point-like ions (their radius is negligible compared to 
q) and the neglect of hydrodynamic interactions. 

In summary, Onsager 's model is particularly simple: two 
oppositely charged ions are free, participate in the conduction 
process, when their separation is larger than q and are bound into an 
ion-pair at a distance smaller than q. The conceptual Simplicity of 
this model is, unfortunately, in sharp contrast with the mathematical 
treatment. For the relative increase in dissociation constant with 
electric field strength, Onsager obtained a complex expression, the 
full derivation of which was not given explicitly; the significance 
of the assumptions made, and the approximations used in the mathe
matical treatment became research topics for itself. 

The main result of Onsager's theory for the relative increase in 
dissociation constant is given as (6): 

or, as a series expansion: 

K(E)/K(E=O) 
'" (4eq)n 
n~O n! (n+l)! 

(1) 

K(E=O) is the thermodynamic dissociation constant and K(E) the dis
sociation constant under field conditions. JJ is the first order 
Bessel function and II the first order modifie Bessel function. q 
is the Bjerrum distance introduced before and 2~ is a reciprocal 
distance defined as: 

( 2) 

in which ep ui are the charges, resp. the mechanical mobilities, of 
the ions and E the external field. The dependence upon the absolute 
value of the field is a noteworthy feature of Onsager's theory. 

A simple picture of the physics involved in the dissociation 
enhancement in field conditions, and retaining the relevant features 
of Onsager's equation, may be derived from the very fact that 2~, the 
central parameter in Onsager's theory, becomes independent of the 
ionic mobilities for a symmetrical electrolyte. In this case the 
theory does not contain any parameter from transport theory and a 
thermodynamic approach becomes feasible. Specified for 8~etrical 
electrolytes a physical meaning of 2~ becomes clear: (2P)- is the 
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distance at which the two ions form a dipole for which the electro
static stabilization energy in an external field E equals kTcosa, a 
being the angle between dipole and field. 

Another dipole which is of some importance here is what we may 
call the "Bjerrum-dipole" i.e., the configuration in which the two 
ions are at the distance q. Compared with the configuration in which 
the two ions are in close contact the relative probability of the 
Bjerrum-dipole configuration is vanishingly small. Nevertheless, the 
Bjerrum-Dipole is of critical importance for the dissociation process 
since the probability for this state for collapsing into the ion-pair 
equals exactly the probability for separation into free ions. 

The enhanced dissociation under field conditions can be under
stood qualitatively from the reduction in electrostatic work needed 
to separate the ion-pair into free ions. Alternatively this can also 
be seen as a deformation of the Bjerrum-association sphere, radius q, 
in the presence of an external field. In the following discussion, 
we will show the probability for dissociation for a uni-univalent 
ion-pair increases in an external field. The electric potential of 
this ion-pair in the field E, oriented along the z-axis, is given 
(Fig. 1) by: 

2 
U (r,a) = - __ e __ - eEr cos a 

r D 
(3) 

in which (r,a are the coordinates of the negative ion, the positive 
ion being at the center of the spherical coordinate system. This 
potential has a maximum, viewed from the center, at a distance 
rmax(a) at which the potential is: 

U (r (a) e) = -2 (eD
3E cos a)112 max' , (4) 

In the absence of a field the work to separate the ion-pair into free 
ions is given by (per molecule): 

2 
W = ~ = ~GO(E=O) = -kT In K(E=O) 

a D (5) 

~GO(E=O) being the free energy change in the dissociation process and 
a the distance of closest approach for the ions in the ion-pair. 

In field conditions, the maximum work needed for ion-pair separation 
is given by the height of the energy barrier, given by U (r (a),a): max 

2 
W (E) .. ~ + U 

a D max 

2 
e -----a D (6) 
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U (r, 9 ) 
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.....L------ro 
--- - -e Er cos 8 
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Figure 1. Dissociation of an ion-pair in the presence of an external 
field E. The energy barrier and relevant distance parameters: a, 
distance of closest approach (or contact distance of the ions); r max ' 
distance at which the electric potential is maximal in an external 
field E; q, Bjerrum distance, i.e., the distance at which the inter
action energy equals 2 kT. (See text for calculations.) 

We now see that the work for ion-pair separation is lowered by 
an amount proportional to the electric field strength. At relatively 
low field strength we have a very small decrease in the separation 
work. As a result the direction at which the negative ion can escape 
from the potential well is relatively independent of e. However, at 
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increasingly higher fields the direction along 0 = 0 becomes increas
ingly favorable. This can be clearly seen if we write U (E, 0) to a 
first approximation is: 

U (E, 0) 
3 

U (E,O) + 1 (~) 1/2 02 
2 D 

(7) 

At high field strength we, therefore, write for the free energy of 
dissociation: 

=~ 
3 

1/2 lIGO(E) - 2 (e E) -kT In K(E) a D D 

and for the decrease in free energy with an external field: 

3 
1/2 lIGO(E) - lIGO(E=O) -2 (e E) - kT In K(E)/K(E=O) 

D 

or: 

K(E)/K(E=O) 
3 

2 ( e E ) 1/2 exp 
D k2T2 

1/2 exp 2(4~q) 

(8) 

(9a) 

(9b) 

This equation indicates already an increase of dissociation with 
electric field. Identifying the work to separate the ions with the 
free energy of dissociation in field-free as well as in field condi
tions introduces an error due to the change in symmetry; in fie1d
free conditions, the probability for the negative ion to escape from 
the potential well is the same in all directions while in field con
ditions the symmetry is reduced to an escape probability which is 
peaked around 0 = O. This introduces an entropy effect and since the 
width of the "gate" throug~ which the negative ion can escape scales 
with the square-root of e E/D (equation 7), we should correct our 
previous equation with this scale factor, properly adjusted dimen
sionally. We, therefore, should write for equation 9b: 

3 
K(E)/K(E=O) ~ ( e E ) -n/2 

D k2T2 

(10) 
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This expression is to be compared with the asymptotic expansion 
of Onsager's equation, given as: 

K(E)/K(E==O) ( __ 1) 1/2 (4~q) -3/4 exp 2 (4~q) 1/2 
41t 

( ll) 

We obtain here the asymptotic expansion of Onsager's equation 
since the approximations we made become valid at high field strength. 
Also, the distance for the maximum of the electric potential becomes 
equal to the Bjerrum distance at a value of 4~q equal to 4. 

Equation 10 has been derived very heuristically, but this deri
vation has the important advantage to show some of the physics 
involved in the field dissociation effect. 

THE FIELD MODULATION TECHNIQUE 

As a consequence of the field dissociation effect the concentra
tion of free ions, hence the conductance of a weak electrolyte solu
tion, will increase upon the application of an electric field of 
sufficient intensity. The relative increase of the dissociation 
constant is, according to equation 1, in the linear approximation for 
a uni-univa1ent ion-pair given by: 

K(E) - K(E==O) 
K(E==O) 

t-K == -- == 
K 

(12) 

The relative change in conductance cr, equal to the relative 
change in degree of dissociation a, is therefore: 

1 
D lEI ( 13) 

From this equation some important features of the field dissoci
ation effect emerge clearly. First, the effect is largest under 
conditions where dissociation in free ions is almost negligible, 
i.e., a + o. This situation is predominantly encountered in low
polar media, where the effect is for that matter amplified by the 
very long range of Cou1ombic interactions, the reason the field dis
sociation effect is inversely proportional with dielectric constant. 
The dependence upon the absolute value of electric field strength is 
a shortcoming of the theoretical description; even a linear depen
dence, used as a verification of his theory by Onsager, is not always 
borne out by the experimental data. It is also important to note 
that equation 13 describes the effect of d.c. fields, for which the 
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Onsager theory was made, and neglects all possible frequency-depen
dent effects. 

From the viewpoint of the experimental physicist a very impor
tant conclusion emerges from the foregoing conclusion: a solution of 
a weak electrolyte behaves as a nonlinear, field-dependent resistance 
at high field intensities. The resistance of such a field-dependent 
element, when subjected to a high a.c. voltage, can be written in a 
simplified form as: 

(14) 

where R is the frequency-independent part of the resistance, wE 
describes the frequency dependence, and toR is a measure of the non
linearity of the resistance. If we now measure the resistance R with 
another a.c. voltage V, of frequency w, applied at the same or other 
terminals of a properly designed cell, we see a current flowing in 
the measuring circuit which has frequency-components originally not 
present: 

I = V.R. = VM sin wt (R + toR sin wEt) 

fundamental intermodulation products 

These simple arguments are basic for all electronic modulation 
techniques and are at the core of the whole field of electronic com
munication. Another very important aspect of modulation techniques 
is the bandwidth of the nonlinear element. Indeed, if the nonlinear , 
element (resistance) in a IIk)dulator circuit is subjected to (very) 
high frequencies, the modulation efficiency will decrease, according 
to some dispersion law describing the frequency dependency of the 
nonlinearity (toR). 

Returning to the solution of a weak electrolyte as a field
dependent resistance, we immediately see a physical cause for the 
dispersion of the field dissociation effect with a.c. fields: the 
increase in ionic dissociation cannot be instantaneous, but is deter
mined by the relaxation time of the equilibrium between free ions and 
ion-bound states. The time dependence of the conductance change can 
be obtained from the general equation: 

dtoO' -
't dt + toO' = toO' (16) 
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't is the relaxation time for the conductance increase and t:.r:J 
represents the equilibrium conductance change, the change which would 
be measured if ionization were instantaneous, and is given by equa
tion 13. The application of equation 16 implicitly assumes that the 
relative conductance change is very small. 

Since a weak electrolyte solution behaves as a field dependent 
resistance under high field conditions, a cell containing such a 
solution subjected to electric field pulses is a nonlinear resis
tance. Such a cell can be used as the nonlinear element in a modu
lator circuit. The efficiency and frequency-dependent properties of 
such a modulator circuit are related to the field dissociation effect 
in the electrolyte solution and to its dispersion, which depends upon 
the relaxation of the ionization equilibrium. 

The schematic circuit for the modulation measurements is given 
in Fig. 2a together with the general specifications for the experi
mental set-up. In this experimental set-up high-frequency, high
voltage pulses are switched periodically on and off between the elec
trodes of a (three-electrode) cell containing a weak electrolyte 
solution. As a consequence the conductance of this solution is modu
lated with the switching repetition frequency. The degree of modula
tion is measured by an a.c. voltage signal, of small amplitude, 
applied to the high-voltage electrodes. The modulation of the cell 
resistance introduces intermodulation signals at frequencies equal to 
sum and difference of the pulse repetition frequency and the measur
ing signal frequency. These frequencies are chosen equal to that we 
obtain, as the difference term, a d.c. signal. The d.c. current 
flowing in the circuit can be used to charge a capacitor. Since the 
d.c. signal appears in a circuit in which only a.c. signals are 
present originally from the generators this d.c. signal can be 
measured very accurately, after suitable filtering of a.c. com
ponents. The d.c. intermodulation signal is a measure of the magni
tude of the field dissociation effect at low modulation frequencies 
where we have an in-phase shift of the ionic equilibrium with the 
field pulses. At higher frequencies the d.c. signal will show a 
dispersion in its amplitude, the frequency behavior of which is 
linked to the relaxation of the ionization process. 

In Fig. 2b the equivalent measuring circuit is shown from which 
the d.c. intermodulaton product and its dispersion can be derived. 
The voltage over capacitor C, at modulation frequency w, is given by 
(2): 

C 
dV a(w,t) V c V a(w,t) V sin wt 
dt + C = C w MCOS wt + C M (17) 

subject to the conditions that C «C and that we have no phase
shift between the envelope of the 1tigh-voltage, high-frequency pulses 
and the measuring voltage signal. 
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Figure 2a. Schematic circuit for the measurements of the field dis
sociation effect and its dispersion. Generator 1 is a square wave 
(0.01-30 kHz) modulated high frequency (0.1-1 MHz) high voltage (0.1-
1 kVpp) sinusoidal oscillator driving a step-up (1: 10) transformer 
with a ferrite core. Generator 2 is a low voltage (1-20 Vpp ) oscil
lator synchronously locked on the square wave modulating the high 
voltage oscillator. The sample cell contains, in a very symmetric 
arr~ngement, three electrodes, two of which (E1 and E2) are connected 
to the high voltage transformer output terminals. Electrode E3 is, 
over capacitor C (IOpF-22nF), grounded for a. c. signals. Electrode 
area is relatively uncritical while the spacing between the HV elec
trodes and the center electrode E3 is of the order of 0.2-1 mm, 
depending on particular cell design. The center tap of the high 
voltage transformer is connected., over an isolation transformer, to 
oscillator 2. 

Figure 2b. Equivalent measuring circuit used in the calculations of 
the intermodulation products. 
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Particularly difficult is the determination of cr(w, t). Indeed 
we use in this experimental set-up high-frequency fields to induce 
the field dissociation effect while Onsager's theory, and all other 
theoretical approaches, are based upon d.c. fields. We, therefore, 
must define an effective field strength Eo which is equivalent to the 
d. c. field used in the theory. Here we have taken the envelope of 
the high-frequency, high-voltage signal as the electric field with an 
effective strength given by the linear average of the absolute value 
of the high field: 

1 E =-
o THF 

T HF 

f ! ~ sin wHFt! dt = Epp/n 
o 

(18) 

where ~ is the amplitude of the high-voltage, high-frequency field, 
Epp its peak-to-peak value, and THF the high frequency period. 

Although the use of high-frequency, high-voltage pulses is 
experimentally obvious, we must be prepared for specific frequency 
effects which are neglected altogether by considering only the 
envelope of these high-frequency pulses as the effective electric 
field. Indeed we are aware that at very high frequencies in the 
pulses the external field will no longer perturb the Brownian motion 
of the ions and the field dissociation effect may vanish completely. 

With the previous discussion in mind we can write for cr(w,t): 

cr(w,t) (19) 

where cro is the equilibrium conductance measured at low field 
strength and t,cr (w, t) is the shift in conductance at the modulation 
frequency. This shift may be calculated from equation 16 with 7l(j 
given as: 

gt,cr for nT < t < (n + 1/2)T 
t,o = (20) 

o for (n + 1/2)T < t < (n + I)T 

where T is the modulation period (= 2n/w) and g is a correction fac
tor taking mainly into account the deviations from the theoretical 
predictions, deviations which are due to the use of alternating high 
fields. g is of the order of one, but the exact value, its frequency 
dependence, the possible effects of the field intensity, the effect 
of the ionic concentration ••• are unknown. 
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Solving equation 16 with fla as given by equation 20 we obtain 
for a (w,t), neglecting transient terms which disappear after suf
ficient (t »~) time: 

a w,t = a + m I: 2 2 2 ( ) - [1 m sin(2k-I)wt - (2k-I) ~COS(2k-I)wt] (21) 

k=O (2k-I) (1 + (2k-I) w ~ ) 

where a is the mean equilibrium conductance under field conditions 
("(1 .. ao + ra/2) and m equals 2gfla/1ta. Equation 17 can now be 

written as: 

d V a CcwVM OVM 
Cit + C (1 + mI:)V = -C- coswt + C (I+m I:)sinwt (22) 

I: is the summation given in Equation 20. We hence obtain a 
nonhomogeneous linear differential equation with time dependent coef
ficients. This equation can be solved by a perturbation method since 
the parameter m, measuring the modulation properties of the nonlinear 
cell resistance, is small. Writing the voltage over capacitor Cas: 

(23) 

we obtain a differential equation for VI which gives the harmonic 
components due to the modulation: 

D V -
1 a a a -- + - V - (- V.y.)sin wt - - V I: d tel C M- C 0 

(24) 

The solution of this equation is straightforward and we have as 
a solution a series in harmonic components containing a frequency
independent term which is the d.c. voltage measured over capacitor C: 

(25) 
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R is the mean equilibrium cell resistance under field conditions 
(=l/cr). In low polar media R is rather large, experimentally a 

necessary condition for the application of high electric fields, and 
with a reasonable choice for C, we see that 1fCw is much larger than 
I, even at very low values of W; normally, ~ < 1fc and we are free to 
choose Cc < C. For reasonable experimental conditions we therefore 
have: 

(26) 

The amplitude of the d.c. voltage measured over capacitor C 
shows, therefore, a simple dispersion from which the relaxation time 
of the ionization equilibrium is readily determined. The d.c. signal 
measured at frequencies much lower than the reciprocal relaxation 
time is a direct measure of the field dissociation effect in the 
experimental conditions used. The difference between this maximum 
value and the value calculated from Onsager's theory is contained in 
the correction factor g. This allows to investigate high frequency 
effects in the field dissociation effect. 

RESULTS AND DISCUSSION 

In Fig. 3 some typical measurements of the dispers ion of the 
field dissociation effect in low polar solutions of a weak electro
lyte (tetrabutylammonium picrate, TBAP) are presented. The excellent 
agreement between experimental data and equation 26 is obvious for 
all cases and the relaxation time for the relative conductance 
increase can easily be determined with very good accuracy. To obtain 
information on the ionization mechanism(s) in the systems investi
gated, this relaxation time must be linked to (the) chemical relaxa
tion time(s) of the equilibria present in solution. 

A particularly rewarding feature of the field modulation tech
nique is the relatively simple and uncritical design of the measuring 
cell. Field modulation experiments can be carried out easily at a 
wide range of temperature and hydrostatic pressure in order to obtain 
information on the activation parameters for the processes involved 
(7, 8). 

At not too low polarity of the medium and relatively low salt 
concentration, conductance data indicate a sole equilibrium be,.tween 
ion-pairs and free ions in solutions of tetraalkylammonium salts. 
Chemical relaxation theory predicts for such an equilibrium a relaxa
tion time ~: 

-1 _ kd + 2k K 1/2C 1/2 ~ 2k K 1/2c 1/2 
~ r d 0 r d 0 

2(k k ) 1/2C 112 
r d 0 

(27) 
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Figure 3. Dispersion of the field dissociation effect with the modu
lation frequency for solutions of TBAP in different solvents at 
298 K, experimental points, theoretical curves (Equation 26). 
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-5 Benzene, 8.74 10_4M, 
Benzene, 1.52 10 M, 
Benzene-chlorobenzene (70:30 v%), 6.4 
Benzene-chlorobenzene (70:30 v%), 1.95 

P = 650 atm 
Benzene-chlorobe~~ene (70:30 v%), 8.8 
Benzene, 3.60 10 M, 

"t = 8.78 
-6 "t = 2.20 

10 _5M, "t = 1.16 
10 M, 't = 5.15 

10-5M,"t 1.27 10=~ s 
"t = 2.28 10 s 

where Co is the total salt concentration and we used the fact that 
K , the ionization equilibrium constant K (=kd/k ), is very small in 
t~ese media. kd and k are the dissociatfon, reipectively recombina
tion, rate constants lor the ionization reaction. Equation 27 pre
dicts a linear relation between the reciprocal relaxation time and 
the square-root of total salt concentration. This simple relation is 
always borne out by all experiments on systems where the conductance 
data are also to be described by a unique equilibrium between ion
pairs and free ions. A knowledge of the ionization equilibrium con
stant Kd , obtained from conductance data, and the reciprocal relaxa
tion time, Equation 27, allow the determination of the ion-pair dis
sociation and ionic recombination rate constants. 
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The unique conclusion of all experimental observations in these 
simple systems is that the dissociation-recombination processes can 
be described entirely, and very successfully, by a sphere-in-con
tinuum model where association and dissociation rates are given by 
the laws of electrodiffusion and the Coulombic interaction with the 
polarisable medium determines completely the energetics and volume
effects of these processes (8). Some experimental data and the cor
responding calculated values are given in Table 1. 

Table 1. Rate and Activation Parameters for the Dissociation of TBAP 
in Benzene-Chlorobenzene (C) Mixtures at 298 K. 

Experimental 

kr/l0-11 llV */ 

D (vo1% C) M-1s-1 kd /s-1 (Ea)r (Ea)d/kJ.mol-1 llVr* cm~mol-1 
3.22 (30) 3.01 0.109 9.7 41.2 19.7 -32.3 
3.55 (40) 2.61 1.00 9.3 36.8 18.0 -30.8 
3.87 (50) 2.64 6.45 7.0 34.4 20.5 -30.6 

Calculated* 

3.22 (30) 2.56 0.089 11.3 43.3 18.9 -33.0 
3.55 (40) 2.26 0.83 11.1 40.1 18.4 -31.1 
3.87 (50) 2.02 4.75 11.0 36.3 18.0 -29.8 

*Calculated from a sphere-in-continuum approach; for details of the 
calculation and accuracy of data, see J. Everaert and A. Persoons, 
J. Ph~s. Chem. , 85 3930 (1981), ~ 546 (1982) • 

The importance of a kinetic investigation and especially the 
knowledge of the activation parameters for the elucidation of reac
tion mechanisms is clearly shown in field modulation measurements of 
solutions of fluorenyl-lithium ion-pairs in diethylether as a solvent 
(9). Although the rate constants fitted reasonably well with dif
fusion-controlled association-dissociation processes at one tempera
ture, the activation energy for the dissociation process was 
negative. This is definite proof for the intervention of a solvent
separated ion-pair in the dissociation pathway; such a species was 
postulated as an intermediate on analogy with other systems, but was 
too low in concentration to be detected spectrophotometrically in 
this system. 

At increasing concentration of salt, or at decreasing polarity 
of the solvent, the conductance of tetra-alkylammonium salt-solutions 
indicates the emergence of new species such as triple ions, dimers 



498 A. PERSOONS AND L. HELLEMANS 

(quadrupoles), and even higher aggregates, in equilibrium with free 
ions and ion-pairs. Normally one expects, therefore, the emergence 
of more relaxation processes under these experimental conditions. 
The data on the dispersion of the field dissociation effect for TBAP 
in benzene solution, presented in Fig. 3, show convincingly this is 
not the case: a simple dispersion, corresponding to a single relaxa
tion process, is observed. This is always the case and no single 
example is known of a system showing several relaxation processes in 
its dispersion. This odd behavior is intimately linked to the 
mechanisms underlying charge-separation processes in solution. The 
application of an electric field does not perturb equilibria between 
ion pairs and free ions, but rather the equilibria between conducting 
and nonconducting states, the ionization mode proper. Thi,s ioniza
tion mode is slow compared to all other processes since charge
separation is energetically very favorable compared to ion-dipole and 
dipole-dipole interactions. The perturbation of the latter interac
tions by an electric field is, on the level of the field dissociation 
effect, a second order effect. 

If higher aggregates are present in solution, e.g., triple ions 
and quadrupoles, the reaction scheme for the formation of charged 
species becomes exceedingly complex, as seen from Fig. 4. For such a 
complex scheme a single relaxation time can be calculated if all 
equilibria without charge separation (the "horizontal" equilibria in 
the scheme) are assumed to be fast and that the concentration of all 
species are negligible compared to the ion-pair concentration. The 
expression for this relaxation time, equation 4, is a very involved 
equation, with pleasing symmetrical appearances, but useless for 
experimental tests. Fortunately, depending upon the relative stabil-· 
ity of the species present in solution, according to scheme IV, this 
expression has limiting forms which clearly explains many experimen
tal observations. 

Gratifyinghy, equation 4 reduces to equation 27 at low concen
trations of ion-pairs and/or low stability of the aggregates species. 
At higher ion-pair concentration and/or high stability of both kinds 
of triple ions, and assuming that all ionic recombination rate con
stants are diffusion controlled and, therefore, of comparable magni
tude, we obtain for the recombination term in equation 4: 

recombination term 1/2 (28) 

This 3/2 power law relation is easily understood since at high 
stability of triple ions the predominant charged species under the 
assumed conditions, the main recombination process will be between 
cationic and anionic triple ions, the concentration of which depends 
on the 3/2 power of the total ion-pair concentration. 
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Figure 4. Ionization scheme of an ion-pair (AB) in the presence of 
dimerization and triple ion formation. Expression (Equation 4) for 
the reciprocal relaxation time for the equilibrium ionphores - ions. 

Assuming only the ani~nic tripl~ ion as stable, which is equiva
lent with the condition K3 < Co < K3, we find for the recombination 
term: 

K 
recombination term = 2 k; (_d) 1/2 C! 

K3 
(29) 

We see, therefore, that a linear dependence upon total ion-pair 
concentration is an indication of unilateral triple ion formation and 
the recombination process is mainly between a simple and a triple 
ion. 

Tentatively we may conclude from the foregoing discussion that 
the concentration dependence of the reciprocal relaxation time is a 
direct measure of the main ionic recombination process in solution. 
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All limiting forms of the recombination term are observed in 
different systems investigated, as can be seen in Fig. 5. In benzene 
solutions of tetra-alkylammonium salts, the reciprocal relaxation 
time is even dependent upon the square of total concentration which 
would indicate a preponderance of quintuple and triple ions in the 
recombination process. although here dimers and ion-pairs may be in 
comparable concentration. 
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Figure 5. Dependence of the reciprocal relaxation time upon concen
tration for solutions of TBA-salts in the presence of higher aggre
gates (as determined from conductance data). 

1. 

2. 

T~t-bromide i~ benzene-n~tro~'~zene (3.22 v%. D 3 2.90) at 298K: 
~ = 1.06 10 + 7.68 10 Co 
T!t-picrate i~ benzene-cglorobenzene (16 v%. D - 2.78) at 298 K: 
~ = 1.69 10 + 6.88 10 Co 
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Until now we have mainly focussed attention on the recombination 
term. The dissociation term in equation 4 poses some difficult 
problems when we compare with experimental data. At low concentra
tion of ion-pairs the dissociation term is equal to kd' hence small 
enough to be neglected. At higher concentration the dissociation 
term, as calculated, is concentration-dependent. This is in contra
diction with most experimental observations: when the concentration
dependence of the reciprocal relaxation time is higher than square
root there is always an important intercept. This intercept indi
cates the presence of a relatively important monomolecular process 
involved in the relaxation. A satisfactory explanation of this 
behavior would be the uncoupling of the aggregation processes from 
the charge-generating processes. Such an uncoupling would lead to a 
dissociation term which is simply the sum of all dissociation rate 
constants for the dissociation processes present in solution. Such 
an uncoupling is very plausible since the concentration of ions is 
very small in these media and their concentration change upon the 
application of the field is therefore negligible compared to the 
concentration of nonconducting species. This is equivalent to 
stating that the aggregation equilibria are not perturbed by the 
field and are hence not coupled to the relaxation of charge
generating reactions. This explanation is corroborated by the 
activation parameters for the intercept which identify this 
monomolecular process as linked to ionic dissociation phenomena. 

CONCLUSIONS 

The field modulation method is a very versatile tool for the 
study of the dynamics of ionization processes in solution, over a 
wide range of experimental conditions. Being a stationary technique, 
using high electric fields, the method is limited to systems of rela
tively low conductance, although a large variety of systems can still 
be investigated. The field modulation method is moreover not 
restricted to solutions and was successfully applied to the investi
gation of autoprotolysis phenomena in ice and solid acetic acid. In 
general, due to the nature of the perturbation and the response 
detection used in this method, the relaxation mode(s) of processes 
generating charge carriers, perhaps coupled to slower processes, is 
specifically detected. 

The measuring principle, using a chemical system as a modulator
element in a well-chosen circuit and taking advantage of the extreme 
sensitivity of frequency-conversion methods, can generally be 
exploited for the investigation of the dynamics of processes underly
ing nonlinear behavior in (chemical) systems. An exciting possibil
ity is the study of photo-conductive processes in liquid or solid 
phase, where a conductance modulation can be impressed by intensity 
modulated light. 

The use of (chemical) systems where an external perturbation 
modulates their optical properties in electro-optical circuits opens 
also novel ways to study the dynamics of many important phenomena. 
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HIGH ELECTRIC FIELD PERTURBATION AND RELAXATION OF DIPOLE EQUILIBRIA. 
A HAZARDOUS UNDERTAKING? 

L. Hellemans and A. Persoons 
Department of Chemistry, 
University of Leuven, 
B-3030 Heverlee, Belgium 

In physics there exists a long tradition of perturbing objects 
at rest for the purpose of learning about their dynamic properties. 
This information is disclosed by observing the rate of response to 
the perturbation. When it was realized that chemical systems in 
equilibrium or in steady state conditions could be perturbed and 
studied in much the same way, the expansion of research work in the 
field of chemical relaxation studies became explosive. 

Significant progress has been made in the elucidation of chemi
cal reaction dynamics, mainly by using pressure and temperature 
changes as external parameters. Whatever happened to the application 
of electric fields as ,perturbing factors? 

In this contribution we shall examine the conditions necessary 
for an electric field to disturb the equilibrium composition of fluid 
systems involving dipolar species. (The interaction of the field 
with ions and ionizable particles in solution is being dealt with in 
another section). We shall concentrate our attention on the case 
where high field strengths are required to achieve measurable 
equilibrium shifts; next, an original detection method will be 
described and its effectiveness will be illustrated. 

THEORETICAL 

A Condensed Introduction To Dielectrics 

The microscopic effect of a uniform electric field on a dielec
tric is to distort the distribution of the charges carried by 
electrons and nuclei. The charge density in the molecules is dis
placed over distances that are usually not larger than the molecular 
size. Particles with a permanent or field-induced asymmetry in their 
charge distribution experience a reorienting couple by the field as 
well. 
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In macroscopic terms, the excess surface charge density appear
ing at the boundary of the dielectric in a plane perpendicular to the 
field as a result of the charge movements just described, is known as 
the polarization P. The electric moment of the sample of volume V 
subjected to the field is given by M = PV. The change of the polari
zation with the field E defines a material constant, the permittiv
ity coe:. 

oP/oE = e:o(e: - 1) (1) 

with CO the permittivity of vacuum (e:o = 8.86Xl0-12C/Vm) and e: the 
relative permittivity. The quantity e:.(e: - 1) is referred to as the 
susceptibility of the material. Its variation with the change of 
external parameters allows the inspection of all kinds of charge 
displacements at the molecular level. 

In general, e: is a tensor, which becomes a scalar for isotropic 
substances. It is complex to account for eventual phase lags between 
the oscillating field and the induced polarization. The relaxation 
rates are related to the microscopic processes by which charges are 
transported in the material on a molecular scale. The Debye dipolar 
relaxation and the resonant relaxation of bound electrons are classic 
examples of such events. 

At this point, we are interested in the case where chemical 
change lies at the root of contributions to the overall polariza
tion. The dielectric relaxation then provides clues as to the extent 
and the rate of the chemical transformation. 

Chemical Perturbation And Relaxation In A Field 

If we want to use the language of chemical perturbation and 
relaxation methodology (1), we shall first have to find out how the 
polarizing field can affect the chemical equilibriumo 

The change of the Gibbs free energy G is given as 

dG = -SdT + Vdp - dw - ~ ( 2) 

with S, V, and ~ the extensive properties entropy, volume, and extent 
of reaction, while T, p, and A are the corresponding conjugate inten
sive variables temperature, pressure, and affinity; dw represnts all 
flows of work other than expansion work. At present, our interest is 
focused on the interchange of electromagnetic work (dw = -EdM), which 
through polarization enriches the free energy of the system. The 
change at constant temperature and pressure of a new state property 
G·defined by G· =G - EM can now be written as 

dG· = - ~- MdE (3) 
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from which one immediately concludes that 

(4) 

The affinity is defined as follows 

(5) 

where vi is the stoichiometric coefficient of the chemical i taking 
part in the equilibrium (with v(O for reactants, v)O for products), 
and gi is the individual chemical potential approximated by 

(6) 

when the activity coefficients are assumed to be unity. R is the gas 
constant and go i is the standard value, while ci represents the 
actual concentration. 

Taking the variation of A with E at constant composition one finds 

(oA/OE)~ = o(-Evigoi)/oE = RT(olnK/oE) (7) 

where K is the equilibrium constant. Using the identity of Equation 
4 we find an expression giving the change in composition to be 
expected when a chemically reactive system is subjected to a field. 

(0 In K/oE)T,p = ~M/RT (8) 

The driving force oM/~ = ~M is related to the difference between 
the electric moment of products and reactants. The equation reflects 
the increased stability of properly oriented polar (or polarizable) 
particles in the field over nonpolar or nonaligned molecules. 

The relation was established 25 years ago by Bergmann, Eigen, 
and DeMaeyer (2), and by Schwarz (3), although inferred earlier by 
Frank (4). The interaction of the field with the reactive system can 
now be used to perturb its composition. The rate of adaptation to 
the new external conditions will depend on the dynamics of the system 
which we are trying to explore. 

Nonlinear Dielectric Effects 

In the following we shall try to evaluate the molar change of 
the electric moment ~M. A closer look, however, at the origin of 
nonlinear behavior of the polarization is in order. For the sake of 
clarity, we choose to limit this discussion to the case of dilute 
gases, where the interaction between the particles is negligible, so 
that we can take the external field equal to the field that is 
actually experienced by the molecules. 
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The molecular moment m is given by 

m = ~ + a"E (9) 

where ~ is the permanent dipole moment and a the polarizability 
tensor. 

The polarization in the direction of the field is the average projec
tion of the molecular moment on the field direction times the 
particle density N 

(0) 

with e the unit vector along the field. 

The averages can be computed by weighting all contributions ."e 
according to their probability expressed by the appropriate Boltzmann 
factor. Thus, 

<."e> = Q-l J(."e)exp(-W/kT)d~ ( 11) 

where the integration covers all possible orientations and Q is the 
normalization factor Q = Jexp(-W/kT)d~. 

The change of the potential energy of each molecule in the field 
is given by 

(12) 

In the limit of weak fields one recovers the Debye expression 
for the molar polarization 

P(E->O) = N (~2/3kT + a) E (13) 

where a is the average (isotropic) polarizability of the particle a 
= ~ai/3 with ai one of the three principal polarizabilities defining 
the polarizabilit~ ellipsoid. We note that to first order the polar
ization varies linearly with the field. At stronger fields one is 
bound to retain more terms in the calculation so that 

P = P(E->O) + N[( Lai 2- 3a2)/15kT + 

+ 2(L~2iai - a~2)/15(kT)2 - ~4/45(kT)3]E3 + ••• (14) 

where ~i are the three components of the permanent moment along the 
principal axis of the polarizability. 

At this point, it appears that the complete polarization will be 
given by a series expression in odd powers of the field. This, of 
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course, is necessary in view of the directional character of the 
polarization which requires that P(E) = - p( -E). We recognize in 
equation 14 nonlinear contributions that are connected with (i) the 
anisotropy of polarizabili ty, and the reorientation of the polariza
bility ellipsoid by the field, (ii) the competition for interaction 
of the field with the polarizability ellipsoid and the permanent 
moment, and (iii) the saturation of dipole reorientation. The first 
two contributions are related to the Kerr effect (5); the last term 
reflects the onset of the deviation from a linear dependence of the 
dipole orientation on the field. 

We have in equations 13 and 14 the first and second terms of the 
series representing the Langevin function L, which determines the 
average <cos e > of the angle between the permanent moment and the 
field direction (6) 

L(I-LE/kT) = <cos e> = I-LE/3kT - (I-LE/kT)3/ 45 + ••• (15) 

A similar saturation behavior exists for the other modes of reorien
tation mentioned (7). 

We have found expressions for the polarization to sufficient 
accuracy; P must be written as a series P = aE + bE3 + O(E5). It is 
evident now that the value of the derivative oP/oE, which defines the 
permittivity, depends on the field strength at which it is deter
mined. This leads to the nonlinear dielectric change £.~£. It is a 
series in even powers of E. 

2 3bE + ••• (16) 

In particular, for the Langevin saturation we have a contribution 

If 3 2 
£·~£L= - N[I-L /15(kT) JE + ••• (17) 

We need to be vigilant now for extra contributions to ~£, which orig
inate under certain conditions by interaction of the field with a 
reactive system in equilibrium. 

Nonlinear Effects and Fluctuations 

Before attempting to write ~M explicitly, we shall return to the 
statistical-mechanical determination of ~£. The calculation was 
performed in the fifties by Buckingham (8), Schellman (9), and 
Kielich (10). Assuming a Taylor series expansion for P, one may 
write that 

(18) 
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with P = N<.oe>. Part of the result obtained by these authors,cor
responding to E.~E derived in equation 17, but containing interesting 
new detail is 

{ 4 2 2 4} 2 3 E.~E = N 5[<~ >. - <~ >. I - 2 <~ >. E /30(kT) + ••• (19) 

where the averages had to be taken in the limit of zero field. (The 
description of polarizability fluctuations and their coupling with 
the permanent moment is more involved. The effect is probably quite 
small in practice. Therefore we shall omit it). 

The expression tells us that, over and above normal saturation, 
fluctuations of ~2 contribute to ~E. The fluctuation is nonzero (in 
so far as we are referring to dielectric detection) for as long as 
the field recognizes each state individually by its own permanent 
moment. This is accomplished when the particular state survives for 
a time longer than its average reorientation time, so that it can 
contribute to the polarization in a unique way. Otherwise, the 
effective dipole moment would be 

~eff = 1: Xi~i (20) 

with Xi the probability (or time fraction) of finding the particle in 
a short.-lived state i, for which a charge distribution may be 
anticipated (by some other method than a dielectric experiment) lead~ 
ing to a moment ~i. 

On the other hand, fluctuations and their time course may be 
observed by following the positive contributions to the nonlinear 
part of the polarization in case the net moment is composed of the 
mole fractions X of individual moments squared, or 

(21) 

Without the fluctuation term equation 19 is identical with equation 
17. 

The competition between two rate processes with characteristic 
time contants ~, first that of chemical change (~chem ) and second, 
that of dipolar reorientation (~or), determines how the kinetics of 
the chemical equilibrium can be studied dielectrically. 

If ~or » ~chem the orientational distribution of the reaction 
partners is mainly adjusted to the pull of the electric field by 
chemical transformation (3). The molar change Mf is to be defined 
for every angle a, as is 0 In K/oE. For the simple case of an 
isomerization accompanied by a change of the dipole moment magnitude 
without change of direction, we have simply that Mf(a)=NA(1:Vi~i)cosa, 
with NA as Avogadro's number. 
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If originally, in the absence of the field, the distribution was 
purely random, there exists for every direction in space another one 
diametric to it, that it equally populated. An increase induced by 
the field in the number of large dipoles pointing in the direction e 
at the expense of species with smaller moments, will be canceled by 
n + r. The net change ~ integrated over all space is zero. 

While there is no change in the overall number of dipoles (which 
is what determines the chemical composition of the sample) the align
ment of the dipoles in the field, of course, remains assured. At 
field frequencies below 1/~chem the net polarization follows the 
oscillating field in phase; dielectric relaxation at higher frequen
cies reflects the rate of the chemical process. 

In the limit of ~or->"" neither in weak, nor in strong fields 
there would be a shift of the chemical composition. Only when this 
last conditions is relaxed, and reorientation by Brownian movement is 
allowed, the depletion of the population in the unfavorable direction 
will succeed at high fields. Both chemical and rotation diffusion 
rates define the relaxation spectrum. There is no particu1aradvan
tage in studying this type of situation at large fields. Anyway, the 
departure from the linear polarization law described by the Langevin 
saturation expresses how far at high field strength the random orien
tation distribution is modified. Eventually, a positive contribution 
to the polarization may ensue as a consequence of chemical perturba
tion, but then only as a second order effect to the already higher 
order field effect of saturation. 

The present situation is of relevance in the study of very fast 
processes such as proton (11,12) and electron transfer reactions, 
charge transfer complex formation (13), conformational change in 
general, but particularly in polymers (14). It is likely to be of 
importance in the case of solids. 

When ~or «~chem orientationa1 equilibrium is maintained for all 
reaction partners, irrespective of perturbation of the chemical 
equilibrium. On inserting the Debye expression for polarization and 
remembering that d; = VdNi/vi , we find 

~M = V 0 ~ Ni(~i2/3kT + ai)E/~ 

NA~vi(~i2/3kT + ai) E 
(22) 

If we assume that there is practically no change in po1arizability 
with the reaction advancing (~viai~ 0), we have ultimately 

(23) 
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In this instance the degree of perturbation of the equilibrium 
depends on EVi~i2 and on E. If E-)O, there is no change in 
composition, as it is the case in classic dielectric measurements. 
At high field strength, however, the degree of perturbation increases 
with E, contributing to the growth of the observed permittivity. 
This reveals a shift in the equilibrium in favor of the species with 
the highest dipole moments. 

The Chemical Contribution To The Nonlinear Effect 

From now on we shall restrict our discussion to systems which 
are in rotational equilibrium under the conditions of the experiment. 
The permittivity in a strong field is given by 

(24) 

where we separated the term including all sorts of nonlinear 
phenomena from the one induced chemically by the probing field, which 
is superposed on the perturbing field. Elaborating on this equation 
provides 

£.(£ - 1)E - (ap/aE)~ + (ap/~)(~/~)(~/a1nK)(alnK/aE) (25) 

with the second term on the right hand side being the dielectric 
increment due to the equilibrium shift; it is complex in view of the 
relaxation function, which for a single step mechanism may be repre
sented by (~/~) = (1 + j~ h )-1 with ~ the shift at zero angular c em frequency wand j the imaginary unit. Thus, 

(26) 

where we have used ~/alnK .. vr as definition of relaxation strength 
(1). Here r is given by r - (E vi2/ci)-1 with ci the equilibrium 
concentrations. Finally, we have 

(27) 

It is important to note that /1£ is proportional to (E vi~i 2)2 and to 
E2 by virtue of (AM)2. The effect will be particularly sensitive to 
changes involving large dipole moments. The chemical relaxation rate 
should become apparent from the dispersion of l1£chem with ;f.ncreasing 
w. For an isomerization it is easy to show that equation 27 corres
ponds to the fluctuation term of equation 19. A more general equiva
lence has been attempted by Malecki (15). 

We would like to emphasize here that a fortunate experimental 
aspect has been implied in the foregoing; there is no need to use 
high frequency, high voltages to study the relaxation. It will be 
sufficient to observe th~ permittivity with a weak high frequency 
signal superposed on a high (static) voltage. 



HIGH ELECfRIC FIELD PERTURBA nON AND RELAXA nON OF DIPOLE EQUILIBRIA 511 

Up to this stage we have failed to discuss in detail the con
tents of the first term on the right hand side in equation 25. This 
particular term measures the permittivity of the system at high field 
strength without allowing the probing high frequency field to alter 
the chemical composition. It reflects the change of the permittivity 
as compared to its zero field value. Two important contributions to 
the overall ~c are to be included: first, a part connected with the 
saturation of the dipole orientation according to equation 17, and 
second, a part as consequence of the change in composition on rising 
the static field to its maximum value. In order to compute this last 
contribution we multiply the shift in composition induced by the 
field (expressed as a certain advancement of reaction N.,) by odot", 
the parameter translating the concentration changes into a permit
tivity increment. It is important to note at what frequency this 
incremental permittivity is probed. In order to include the effect 
of the permanent dipoles explicitly, the frequency must remain well 
below the inverse orientation relaxation time of the dipolar 
molecules. We represent the contribution as follows 

E 

c·~cshift= c· (oc/O"F,,) (1 + jW~or)-l J (O"F,,/oE) dE (28) 
a 

In this equation we have neglected to take into account the weak 
dependence of oc/O"F" on the field magnitude. From the definition in 
equation 1 we know that c· (oc/O"F,,)E = ~M/VE. Since the equilibrium 
shift is effected by the static field, it was not necessary to intro
duce the chemical relaxation function once more. With the help of a 
procedure similar to the one used above, it is found that 

(29) 

The amplitude of this contribution is just one half the contribution 
c·~cchem in equation 27. These terms, however, show a different 
dependence on the frequency of the probing field as emphasized by the 
following equation, which collects the nonlinear effects of dipolar 
origin, as distinguished by different time constants particular to 
each mode (16). 

(30) 

The present state of affairs is the consequence of the current exper
imental practice of superposing a high frequency field on a high 
static field. 

It is time now to indicate a correction for the relation of the 
internal field in dense media to the externally applied field E. The 
simplest and quite satisfactory refinement consists of the Lorentz 
field factor (8), so that every term ~c is proportional to 
[(c+2) /3]itE2. 

It will become clear from a numerical example that the effects 
to be expected are quite small, even at a field strength of 100 
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kV/cm, which is about one half the breakdown strength of good 
insulators. 

Consider the equilibrium A ~ B with K = 1 and I1A = 4D (a hor
rendous 1.3 x 10-29 Cm) and I1B= OD. This set of data is ty~ical for 
the case of internal rotation in some molecules (17). At a field of 
100 kV/cm and for a formal concentration of 0.1 mole/l of the flexi
ble compound in a solution with E = 2, one obtains at room tempera
ture ~Echem/E = 13.4 ppm according to/ equation 27. _4The relative 
change of the equilibrium constant ~K K is about 3 x 10 • 

The change ~E/ E is complex in view of relaxation. The real 
part ~E' IE of the overall effect in equation 30 decreases from +4.1 
ppm, measured a low frequency, to -9.3 ppm at frequencies above the 
chemical relaxation region. All contributions disappear at still 
higher frequencie§ corresponding to orientational relaxation. The 
imaginary part ~E IE is positive and shows a maximum for w=1/ .. chem ' 
then changes sign and presents a minimum at w=1/ .. or • A diagram 
representing this behavior is given in Figure 1. 

We shall continue to forego the effects due to electrostriction, 
polarizability anisotropy, and hyperpolarizability, although in some 
cases state-of-the-art measurements allow these to be determined 
(18,19); also, the interference from electrode movements under the 
influence of the large fields has to be considered. 

EXPERIMENTAL 

A sensitive method is required to detect the minute changes ~E' 
and ~E" that may appear in systems under high electric stress. We 
shall describe here the "high field modulated resonance" technique, 
an original product of our laboratory (16). Instead of using a 
static high field, as suggested until now, a slowly alternating field 
is applied to the measuring cell, which is incorporated in a parallel 
resonant circuit. A properly tuned high frequency signal of low 
amplitude excites the LC-circuit. The high field causes the 
resonance properties to vary periodically, which results in amplitude 
modulation of the resonant voltage. The modulation depth leads to 
the field-induced changes of E' and E", as we shall see in the 
following paragraphs. 

One practical merit of the present technique resides in the fact 
that the frequency of the information carrying signal is brought down 
from the radio frequency range to the audio domain, where the 
electronics of signal handling are much simpler. Since the measuring 
circuit is composed of "passive" elements only, the overall stability 
is limited essentially by the quality of the signal generator 
(synthesizer) used. In this respect, we are in a position to gain 
directly from the technological developments in the area of telecom
munications. 
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Figure 1. The real and imaginary components of the nonlinear 
dielectric effect calculated in ppm as function of frequency for the 
case of an isomerization A F=:t B with ~A = 4D, ~B - 0 D at E = 100 
kV/cm, T .. 300 K and E .. 2. The equilibrium COnstant K = 1 and .-the 
formal concentration is 0.1 mole/I. The chemical relaxation OCcUI;S 
at lower frequencies than the orientational relaxation. The upper 
figure contains the net effect aE/E and its components 

(aEchem+ aEshift)/E and aEL/E separately, while the lower figure 
represents the overall effect only. 

L-C Resonance 

With our method we take advantage of the great sensitivity of 
high Q circuits to variations in One of the circuit elements. 
Network theory may be applied to an assembly of (linear I) lumped 
circuit components of reasonable size in the frequency range up to 
108Hz. 
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A two electrode cell filled with a dielectric liquid can be 
represented by the parallel connection of a frequency-dependent 
capacitance C(w) and conductance G(w). Both of these elements may 
show changes with the applied field, in particular here with E2 
because of nonlinear dielectric effects. The admittance Y of the 
cell equals 

(31) 

By connecting an inductance L in parallel to the cell, a sharply 
tunable LC-circuit is formed, provided the electric energy losses are 
not too important. These could stem from high ionic conductance or 
dielectric absorption in the liquid sample, as well as from losses in 
the inductor. Upon excitation by a source loosely coupled to the LC
circuit, and operating at a frequency w not too far from resonance, 
the network generates an output voltage U(w) corresponding to 

(32) 

U reaches a maximum value U., the resonance voltage, at the resonant 
frequency w., and Q is the quality factor of the circuit at 
resonance. This last quantity is related to the bandwidth ~ of the 
resonance characteristic U(w) in the following way 

(33) 

with ~ the difference of the frequencies for which (U/U.)2 = 0.5, 
also known as the half-power points. 

Figure 2 shows a simplified diagram of a parallel resonant cir
cuit. It includes an ideal voltage source U (with zero output 
impedance). which is coupled to the circuit b~ a small capacitor 
Ck • DeMaeyer has discussed in great detail the relation of the 
circuit components of interest G and Cx to the equivalent conduc
tance G', capacitance C', and in~uctance L' taking into account the 
parasitic and distributed components as well as the losses of the 
inductor (20). It is necessary to make this type of analysis for 
each practical situation in order to have a precise idea of the 
sensitivity of the resonance parameters to the changes of interest 
~Cx and t\Gx • It will suffice to state that if certain precautions 
are taken, one may assume t\Gx a ~G' and t\Cx = ~C'. 

By applying Th~venin's theorem to the circuit in Figure 2, we 
find that the output voltage is given by 

U • Ug jwCk/ {G' + j [ w(C'+ ~) - l/wL'] } (34) 

The resonance condition may be defined as the frequency for which the 
admittance of the circuit becomes real (21). Consequently, one has 

w. 2• 1/ (C' + ~) L' (35) 
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and for the rms voltage at resonance 

(36) 

L' C' G' 

Figure 2. Block diagram of the equivalent circuit. 

The quality factor of the circuit is determined by the ratio of the 
out-of-phase current component to the in-phase component. 

(37) 

In order to define the quality of a capacitor with the ideal capaci
tor as a standard, the concept of loss tangent has been introduced. 
The angle & is the complement of the phase angle between the current 
through the component and the voltage applied over it. An ideal 
capacitor presents no losses so that & = O. For the measuring cell 
we have 

(38) 

The specific admittance of the sample is characterized by its conduc
tivity (J and permittivity E = E' -jE". 

Modulated Resonance 

The objective of the measurement is to determine the complex 
change 6E induced by the high field. The nonlinear behavior of the 
sample entails changes of GJ!; and Cl{' which affect the resonance char
acteristics U(w). If the high alternating field is chosen as E = 
E·coswt with w « w, the resonance voltage amplitude becomes modu
lated in the following manner, when the field is switched on 

Umod(w) = U(w) { 1 + [6U(w,E.2)!U(w)] ( 1 + cos 2wt)} (39) 

where it is assumed that the chemical and physical effects respon
sible for the change 6U develop in phase with the high field. The 
harmonics generation is inherent in the occurrence of nonlinearity; 
higher harmonic components may arise eventually, though they will be 
limited to even multiples of w. In practice, we have chosen 
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1f = 85 Hz, a frequency whose harmonics are different enough from the 
line voltage frequency of 50 Hz. 

The useful information is concealed in the modulation depth 
/),U/U, which can be measured accurately by filtering out all com

ponents with frequencies different from 2w. While the resonance band 
is slowly swept, the envelope of the amplitude-modulated resonance 
signal is detected and amplified selectively by a narrow bandpass 
amplifier tuned at 2w. The resulting signal /),U(w) is a difference 
resonance curve, whose general shape approaches the differential of 
the well-known characteristic U(w) given in equation 32. The ampli
tude of the difference signal is proportional to the shift of the 
resonant frequency imposed by the field, while the asymmetry reflects 
changes of U. and Q accompanying the field effects. 

The sign of the difference can be deduced from the phase 
of /),U with respect to the field; the shape of a Lissajous figure 
formed by /),U and E solves this question. A schematic representation 
is given in Figure 3 for different situations. 

With the objective of extracting values of /),g' and /),g" from the 
demodulation measurement, we have equated the experimental /),U(w) with 
the differential of U(w) 

dU(w) = (ou/ow·)dw· + (oU/oU·)dU· + (oU/oQ)dQ (40) 

wherein one may substitute Q (dU./U. - 2dw./w·) for dQ as seen from 
the differentiation of equations 35, 36, and 37. It is of interest 
to retain here 

where we have introduced C , = g'C. with c. the vacuum capacitance of 
the cell. Approximating d{fferentials with finite changes, we obtain 

/),g'/g' = -2 y /),w./w. (42) 
, 

The factor l/y = ~/(C +~) represents the proportion of the g 
dependent part of the capacitance to the total capacitance on which 
resonance conditions depend. This ratio can be determined according 
to equation 35 with calibration measurements .of W. -2 as a function of 
the known g of reference compounds. Ideally, the g-dependent 
capacitance should coincide with that part of the cell where the high 
and homogeneous field E will be generated. 
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Figure 3. Resonance cuves U(w) at high field and at zero field. The 
values w· for resonance in the field free state are indicated. The 
lower curves represent the shape of the difference signals for 

(a) ~w· > 0, ~U· 0 and ~Q 0 
(b) ~w. 0, ~U. < 0 and ~Q < 0 
(c) ~w· < 0, ~U· < 0 and ~Q < O. 

On further rearranging terms in equation 40, a linear relation 
of the form y(w) = (t\u./u·) - (~w·/w·) x(w) is obtained, where y and 
x are relatively complicated functions involving wand the resonance 
parameters, and where y includes also the experimentally recorded 
values ~U(w) (16). ~e' Ie' can be obtained immediately from the 
slope of this relation on the basis of equation 31 for each frequency 
w. where one was able to set up resonance. This is accomplished 

experimentally by means of a set of exchangeable inductance coils of 
different size, which are connected in parallel to the cell to 
provide resonance at conveniently spaced frequen"cies. 

Differentiating equation 36, on the other hand, provides a rela
tion between the intercept ~u·/u. and the desired ~e"/e' value, by 
way of the definition of the loss tangent in equation 38. We find, 
to a high degree of accuracy, that 

We note that nonlinearities of the Ohmic conductance a induced by the 
field (as in the Wi en effects) will appear as contributions 
to ~ tanox in the form of ~ al w· e· e '. In nonpolar media where the 
ionization is very weak, it cannot be expected a priori that the 
changes ~a be in phase with the high field, even when this is only 
oscillating at 85 Hz. The analysis of compound signals involving 
nonlinear changes in both th~ conductance and the capacitance has 
been performed (22). This particular aspect is important when inves
tigating the behavior of ion-pairs and other ionizable species with 
high field methods. If ~a = 0, we have simply that ~tanox = ~e"/e'. 
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The Technique Applied 

Now that we understand how flf.' and flf." are obtained experimen
tally from the amplitude modulated resonant voltage, it may be worth
while to return to some experimental detail. Because the measurement 
is stationary, its precision should be good as compared to transient 
techniques. It is obvious that the ultimate limit of the signal to 
noise ratio for flU will depend on the quality of the rf generator at 
hand. Any spurious amplitude or phase changes of the voltage source 
will contain harmonic components near the center frequency of the 
bandpass amplifier, that spoil the accurate measurement of the degree 
of modulation. AM-noise will contribute most at w., while FM-noise 
will have its strongest effect at the maxima of cU/ow (In fact, our 
method is ideally suited to test quantitatively the phase noise of 
signal generators). 

The requirement of minimal phase noise is particularly stringent 
when slowly scanning the resonance band. Usually a width of 2 flw is 
swept in about 40 s. In this way, a large number of individual dif
ference measurements are made (at a rate of 2 x 85 per second) and 
averaged at each point of the sweep. The main filtering, of course, 
i.s effected by the bandpass amplifier. Additional signal averaging 
is accomplished when 1024 digital data points representing the signal 
flU(w) are pooled to a manageable number of ± 40. A least-squares 
line through the computed y(w·+dw) vs. x(w·+dw) values, where the 
p~ecise value of w· in the computations is defined from the minimum 
X value found by iteration for such lines (16), further enhances the 
precision of the slope flw/w· and intercept flU./U.. This extensive 
filtering action explains also why during the experiment a certain 
amount of drift (by heating of the cell, say) can be tolerated. 

The apparatus and the measuring cell in different stages of 
development are described elsewhere (16.18.22). Two capacitors in 
series hold the sample liquid; they. are constructed in a symmetrical 
manner with the purpose of minimizing deformations by the electro
static forces. The high voltage is coupled to the circuit at the 
series connection between the identical measuring capacitors. The 
rest of the circuitry is also laid out in a symmetric fashion: by 
connecting the center of the inductors to ground, the point, where 
the high voltage is injected into the resonant circuit, remains at 
virtual ground as far as the high frequency signal is concerned. 
This procedure optimizes the sensitivity of the circuit by reducing y. 

In a typical experiment one of the induction coils is plugged 
into place. Then the resonance parameters are determined. Q values 
range between 200 and 500 for frequencies between 0.1 and 100 MHz. 
With the high field on, the amplitude modulation depth is detected. 
amplified, and recorded. After calculating the flf.' and flf." values 
for the resonant frequency W. chosen, the experiment is repeated with 
the next coil in place, until a wide enough frequency range is 
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covered to be able to recognize relaxation. Ultimately, the relaxa
tion parameters are determined. 

A valuable aspect of the present technique consists in the pos
sibility to test the kinetic results for coherence with thermodynamic 
parameters derived independently from the same data. Clearly, the 
dispersion data do not offer any more information on the dynamics of 
the process than do the absorption data. In the present context, 
however, it should be realized that once the chemical relaxation 
strength ~Echem is determined experimentally from the dispersion of 
the effect, the other contributions ~E in equation 30 can be computed 
immediately. It is important to notice that both ~EL and 
~Echem depend on the formal concentration of the reaction partners, 

but each one according to a different function. This function 
involves in both cases the values of ~i and K as parameters. We have 
seen in equation 27 how 8Echem is related to the equilibrium concen
trations; for 8EL it is obvious that the net saturation effect 
corresponds to the sum of the individual contributions related to all 
dipolar species present, taking into account their equilibrium con
centration. (In the case of the perturbation of multistep equilibria 
similar arguments can be made). 

In earlier dynamic studies, performed mainly by Hopmann (23,24), 
only the changes 8E" became available. Without recourse to other 
experimental resources, it was not possible to ascertain both 
parameters ~i and K. 

As an illustration of the capability of our method we present 
preliminary data on the relaxation of the nonlinear dielectric effect 

'/ ' in solutions of AgCI04 in toluene. Experimental values of 8E E 
and 6. tano as function of the frequency are presented for different 
concentrations in Figures 4 and 5. The field strength is 71 kV/cm, 
the relative permittivity of the solutions is about 2.45. Under the 
experimental conditions the degree of ionization is negligible: 
there is hardly a contribution 80/WEoE' noticeable in the 8tano 
curves. Theoretical lines corresponding to a single step (Debye) 
relaxation are drawn through the points. 

The effects show relaxation in the MHz region; the relaxation 
frequency varies with concentration. The disturbed equilibrium is 
identified as the association equilibrium of the polar ion-pairs (M) 
into nonpolar aggregates (quadrupoles Q) according to 2M ~ Q. 
First, from the variation of the amplitudes of 8Echem and 8EL with 
the concentration it is deduced that the ion-pairs have ~ = 10.0 -% 
o2D, while the moment of the quadrupoles is ~ = _q -% 2D. The associa
tion equilibrium constant is K(-5.5°C) .. 2500M • Second, from the 
concentration dependence of ~-l and the value of K it may be 
concluded that the rate constant for asgo~ta~ton is nearly diffusion
controlled with kas (-5.5°C) = 5.4 x 10 Ms. It was not possible 
here to obtain from the relaxation data both rate constants k and 
kdis independently: on plotting ~-2 as function of the formafs con-
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centration c. according to the following relation pertinent to self
association (1) 

(44) 

we found the intercept too small to be reliable. In this case, it 
was of great advantage to dispose of the equilibrium information 
obtained from the relaxation amplitudes in order to complete the 
kinetic analysis. In favorable cases the value of K would have 
served to confirm the ratio of the rate constants obtained 
separately. 

15.----------.----------------.----------------. 

1:£1£ 
(ppm) 

10 

5 

o 

-5L-----------~----------------~----------------~ 
10 100 

Frequency (MHz) 

Figure 4. Dispersion of the nonlinear dielectric effect in solutions 
of AgC104 in toluene at -5.5°C and 71 kV/cm. The conce~tration 
decreases from top to bottom: 4.94, 2.73, and 0.91 x 10- mole/I. 
The data have been corrected for the solvent contribution 6.Eit. =5.01 
ppm. The full line is a best fit to a Debye-type relaxation. 
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Ft~ure 5. Double logarithmic plot of the field-induced increment of 
the loss tangent against frequency for solutions of AgCI01 in toluene 
at -5.5°C and 71 kV/cm. 'TI).e con~entration decreases . rom top to 
bottom: 4.94, 2.73, and 0.91 x 10- mole/I. The full line is a best 
fit to a Debye-type absorption including field-induced conductance 
change. 

In this paper we have reviewed the conditions for the perturba
tion of chemical equilibria in high electric fields. The functioning 
of a novel and uncommon experimental technique has been examined, 
which allows to detect the complex nonlinear changes of the permit
tivity. With the complete dispersion behavior available now for the 
first time, any interpretation of the data must explain a larger 
amount of observations and therefore is strengthened. 

The chemical relaxation of the nonlinear dielectric effect 
allows the investigation of the rates and mechanism of the perturbed 
system. It appears that even in the strongest fields the equilibrium 
shifts involving small molecules remain quite small. One may assume 
on this basis that the same will be true for the individual rate 
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constants. The measurement of the variation of the rate constant 
with the field strength is claimed in only one instance for a case 
involving biopolymers (25). Obviously, a new generation of experi
mental techniques will be necessary to observe such changes in 
smaller molecules as a matter of routine. The results could satisfy 
the need to probe the polarity of the activated state. 
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THE MECHANISM OF ENERGY STORAGE IN THE REACTION CENTER IN 
PHOTOSYNTHETIC BACTERIA AND ATTEMPTS TO SIMULATE PROCESSES 
USING MONOLAYER ASSEMBLY TECHNIQUE 

Hans Kuhn 
Max-Planck-Institute for Biophysical Chemistry 
(Karl-Friedrich-Bonhoeffer-Institut) 
D 3400 Gottingen-Nikolausberg 
Germany 

ABSTRACT. Organized assemblies of monolayers are useful tools in stu
dying energy and electron transfer in planned molecular arrangements 
of well-defined geometry. Systems of dye aggregates and energy or elec
tron acceptors designed for studying exciton motion and trapping are 
investigated and the results are found to be in good agreement with a 
simple model based on a classical description of interactions. Mono
layer assemblies of particular architecture are used to find the role 
of energy transfer and electron injection in the spectral sensitization 
of the photographic process. Arrangements are investigated where a 
n-electron system is positioned between a dye molecule and an electron 
acceptor. Such arrangements allow photoinduced charge separation at 
high energetic level. They illustrate design principles for energy 
storing systems. The structure of the photosynthetic reaction center 
recently resolved by Deisenhofer et al. is considered in connection 
with these design principles. Each chromophore component in the reaction 
center appears to be positioned optimally for the purpose of energy 
storage. This can be shown by calculating the rate of each electron 
transfer step for the arrangement given by Deisenhofer et al. and for 
other similar arrangements. The rates are deduced by taking the elec
tronic structure of the chromophores and their geometrical arrangement 
explicitely into account, while the protein portion is considered as 
a dielectric continuum. The values thus obtained are in good agreement 
with the experimental data. 

A) EXCITON MOTION AND TRAPPING IN MONOLAYER ASSEMBLIES 

Exciton motion and trapping are of interest in simulating photosynthe
sis and for technological process such as photography. The processes 
can be studied in organized monolayer assemblies in great detail. De
pending on the conditions, the dye chromophores can be disordered in 
the monolayer or they can be highly ordered. 

In the first case the excitons produced by illumination are inco
herent, they hop from dye molecule to dye molecule and are trapped 
if at least one trap per about 500 dye molecules is present [1]. Such 
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an arrangement mimics the situation in plant and bacterial photosynthe-
sis. 

In the second case, after illumination, coherent excitations ex
tending over a certain number of dye molecules move over the monolayer 
and the energy is trapped even if one trap is among about 10 000 dye 
molecules. This has been observed in the case indicated in Fig. 1 [2]. 

r<"'r~.kH=<' sT") 
~ N~ 

I I 
C'IHJ1 C.HJ, 

excdcn-trop 
green fluorescence 

Fig. 1. Aggregate of oxacyanine with incorporated thia
cyanine (trap). Fluorescence of oxacyanine quenched by 
50 % at molar ratio N = 10 000. 

The interaction of this excitation with the trap can be treated by 
representing the excited dye chromophores as oscillating dipoles. In 
the present case the dipoles oscillate in phase. The electric field 
of these dipoles at the location of the trap determines the pertur
bation energy E. It can be easily shown for the case of Fig. 1 that 

E 
0.087 eV 

Iv 
(0 

if the exciton extends over V molecules and if the exciton is in the 
range of a trap. Then the rate of energy transfer is 

(2) 

where 

(fD fluorescence quantum distribution of donor, aA absorption of ac-
ceptor, normalized according to J aAdE = 1). To obtain the rate 

abs. band 
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of energy transfer this rate k must be multiplied by the probability 
that the exciton is in the range of a trap. This probability is V/N if N 
is the number of dye molecules per trap. The ratio (rate of energy trans
fer (kV/N) to rate of deactivation in the absence of the trap 
(ko = 10 10 s-l)gives the amount of quenching of the fluorescence of 
the dye aggregate by the trap: 

I k~ 
o _ N 

1- 1 - k (3) 
o 

(I and IQ fluorescence intensity of the dye aggregate with and without 
the trap). If (1) and (2) are introduced in (3) V cancels and we obtain 

I 
0_ 1 

I 
1 . 

const·N wlth const (4) 

-The result is in good agreement with the observation that the fluores
cence is quenched by 50 % if a trap is among N = 10 000 aggregating mo
lecules. The calculated dependence on N is observed. 

In the case considered above the trap is an energy acceptor incor
porated in the a~gregate (Fig. 1 and arrangement on the right of 
Fig. 2). The trap is less effective if it is incorporated in a layer 

12. -1 - const I --N-

electron 
acceptor 
const= 150 

energy 
acceptor 
const=700 

8riclcstcnewcric - aggregate 

I 

energy 
acceptor 
const=10COO 

Fig. 2. Aggregate of oxacyanine, energy or electron 
acceptor in adjacent monolayer aeft and middle) and 
incorporated in the aggregate monolayer (right) 

deposited on top of the aggregate layer [3] (case on the left for an 
electron acceptor, in the middle for an energy acceptor), (const = 150 
and 700 in these cases respectively instead of 10 000 in the first 
case). Again the trap is at direct contact with the aggregating dye, 
but in a smaller perturbing field of the dipoles representing the chro
mophores. The difference in the three cases can be quantitatively in
terpreted by the formalism indicated. 
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B) PHOTOGRAPHIC SENSITIZATION PROCESS 

The probability of tunneling from an excited dye molecule to an acceptor 
at 5 nm is negligibly small (see section C). However, energy transfer is 
easily possible if an appropriate acceptor is present. This allows to 
discriminate between the two processes. This was demonstrated in the 
case of the photographic process which is sensitized by dyes at the sil
ver bromide surface. Using the monolayer assembly technique, the dye mo
lecules can be fixed at defined distances from the silver bromide sur
face. It is important in evaluating such experiments to make sure that 
the sensitization of the photographic process measured in such arrange
ments is due to dye molecules present in the intended architecture and 
not due to molecules that have reached the silver bromide surface by 
imperfections of the assembly or by undesired rearrangement processes. 

This possibility can be excluded in different ways [4]. One way is 
to add an energy acceptor to the organized assembly at a distance of 
5 nm from the sensitizing dye. It acts as competitor of well defined 
strength depending on its surface density. If the sensitization would 
be due to imperfactions or layer reorganization, the energy acceptor 
would be ineffective as a competitor. 

The contributions of energy transfer and electron-injection to 
the spectral sensitization of AgBr vary strongly with the energetic po
sition of the excited dye level and with the amount of neutral silver 
atoms at the silver bromide surface acting as acceptors for the exci
tation energy of the dye. With increasing surface density of these ac
ceptors energy transfer becomes increasingly favourable as compared to 
electron injection, going from pure electron injection in one case to 
pure energy transfer in another case. This has been demonstrated re
cently by Steiger (Fig. 3) [5] . These experiments based on the monolayer 
assembly technique have resolved an old controversal problem in photo
graphic science. These examples demonstrate the importance of methods 
allowing exact positioning of molecules. The synthesis of molecules 
that interlock forming designed assemblies to be used as tools of mole
cular size should be a challenging new field of great interest in fu
ture technologies in many different areas. 

C) ELECTRON TRANSFER IN MONOLAYER ASSEMBLIES 

The development of organized systems that mimic photosynthesis is of 
interest in studying possibili~ies of solar energy conversion and for 
that purpose it is important to investigate in some detail the photo
induced electron transfer in monolayer assemblies. An arrangement in 
Fig. 4 can be built up on a glass slide: A layer of a cyanine dye D, 
a spacer layer and a layer of an acceptor A (viologen). If the acceptor 
is separated from the donor by only 2 nm using a fatty acid interlayer 
with 14 carbon atoms in the hydrocarbon chain, the fluorescence is 
strongly quenched [6]. The inter layer thickness d can be varied by 
using fatty acids of various chain lengths, and for each system the 
amount of quenching is measured. 

One difficulty arises in realizing such systems. The hydrophilic 



ENERGY STORAGE IN PHOTOSYNTHETIC BACTERIA 

~ 
L.. I ..... 
dye A dye B 

fl:===OCl==! 
A;!I' lJ:=:l ==0 ()::::"? 

1012Ag atoms per cm2 

lila 1/6 

1/10 

1/100 1160 

Fig. 3. Spectral sensitization of photographic process. 
Effect of doping AgBr by neutral Ag atoms (according to 
Steiger). 
Dye A (excited dye level within conduction band of AgBr). 
At contact: No effect by doping: dye acts by electron injec
tion. At 5 nm: Strongly enhanced spectral sensitization by 
doping; dye acts by energy transfer to neutral Ag atoms. 
Dye B (excited dye level below conduction band of AgBr). At 
contact and at 5 nm: Strong enhancement of spectral sensiti
zation by doping; dye acts by energy transfer in both cases. 

hydrocarbon 

subshtuents \ 
chromophore 

/ 
a::= c=::I1 a::= 
a::= ~ a=::::J 
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Fig. 4. Photoinduced electron transfer from cyanine dye (D) 
to viologen (A) by tunneling through fatty acid spacer layer. 
D and A are incorporated in a mixed methyl-arachidate and 
Cd-arachidate matrix omitted in the symbolic representation 
of the assembly architecture. 
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groups in the acceptor layer do not easily bind to the hydrophobic sur
face of the fatty acid spacer layer. The deposition of the acceptor 
layer is easily possible if the surface of the spacer layer is made 
partially hydrophilic by incorporating a monoester of a dicarboxylic 
acid, such as HOOC( CH2) 16COOCH3' When spreading this monoester and fat
ty acid at the water surface the ester groups first turn to the water 
surface; when increasing the surface pressure the ester groups are 
forced to move to the monolayer/air interface (Fig. 5). This layer is 
deposited on a glass slide on top of a layer of the donor and it is co
vered by a layer of the acceptor . 

[fA J _f:n-'tm - - - - ------ • -

Fig. 5. Production of mixed layer of fatty acid and octa
decane dicarboxylic acid monoester. Layer used as spacer in 
the arrangement of Fig. 4 according to Mobius and Vogel [7]. 

The amount of quenching is strongly dependent on the thickness of 
the spacer layer. For 2.0 nm the fluorescence is quenched by 70 %, for 
2.2 nm by 50 %, for 2.7 nm by 10 %. From the amount of fluorescence 
quenching the rate of electron transfer k, relative to the decay rate 
without acceptor, ko' can be given (k/k = 10/1 - 1). The rate k thus 
obtained is found to decrease exponenti~lly with increasing interlayer 
thickness. An independent way to demonstrate the exponential dependence 
of the rate constant k on the distance d is given by measuring the flu
orescence lifetime of the donor, which should be shortened due to the 
electron transfer, because the electron transfer competes with the flu
orescence emission. The fluorescence lifetime shortening is a measure 
of the rate constant of electron transfer (k/k = To/T - 1 (T and To 
are the fluorescence lifetimes with and withou~ A respectively)), and 
again this rate is found to decrease exponentially with distance d of 
donor and acceptor. The observed exponential decrease of the electron 
transfer rate with increasing distance d indicates quantum mechanical 
tunneling of electrons through the energy barrier representing the fat
ty acid ester interlayer. 

For energy storage by photoinduced vectorial charge separation the 
electron should be removed from the excited dye D fast enough to avoid 
deactivation and this electron must be kept in an acceptor A at highest 
possible energy level for sufficiently long time. In the arrangement 
discussed above where the trap is separated from the dye by a saturated 
hydrocarbon the electron cannot be removed far enough with the necessa
ry speed to avoid back transfer. 

To reach that goal the excited dye molecule should be in contact 
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with a n-electron system acting 
cited dye D to a trap A. 

D W A !}.V D'< W A -+ 

as a molecular Wire W leading from ex-

+ D W A 
The trap must be at a distance far enough to avoid back reaction by 
tunneling. 
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To demonstrate the action of a molecular wire in a model system 
molecules were synthesized that were constructed in such a way that the 
n-electron portion is interlocked in the gap between the hydrocarbon 
substituents of a cyanine dye. By spreading the two components and fat
ty acid on the surface of water and pushing the molecules together, the 
molecular assembly is assumed to self-organize as indicated in Fig. 6a . 

• 
-... -- ~ - - -- a 

550 nm light ~ 

b 

Fig. 6. Experimental realization of the idea of a molecular 
wire 
a) formation of organized assembly of cyanine and azo dye 

at water surface 
b) monolayer of cyanine and azo dye transferred to glass 

slide and superimposed by layer with viologen derivative. 
Cyanine acts as photoinduced electron donor, azo dye as mo
lecular wire, viologen as acceptor. 
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This follows from absorption measurements with polarized light in the 
band of both molecules and from the surface pressure area isotherm which 
is in a characteristic way different from the isotherm of the components, 
indicating the interlocking of the two dyes. 

Several effects can be demonstrated that support this view. The 
monolayer can be incorporated in an assembly between metal electrodes 
[8]. The system is illuminated with light absorbed by the cyanine dye 
and the photocurrent can be measured [9]. It is by an order of magnitude 
larger than without the azo dye demonstrating that the azo dye acts as a 
molecular wire. Thephotoelectrical properties of such a system can be 
analyzed in detail. In another experiment, the layer is deposited on a 
glass slide and a layer of an electron acceptor is deposited on top it 
[10](Fig. 6b). The cyanine dye is excited by illumination and the rate 
of electron transfer from excited dye D to acceptor A is measured by 
the absorption change indicating the formation of A-; the absorption 
band of A- appears. Compared with a corresponding arrangement without 
molecular wire (an arrangement where the dye is separated from the ac
ceptor by hydrocarbon chains) the electron transfer rate is enhanced. 

In a device for energy storage a donor D' should be present be
sides the functional unit D W A to regenerate photocatalyst D [llJ 

D' D W A 
hv 
-+ D' D'<WA D' D'+ D W A 

This solid arrangement is regenerated to D' D W A by reaction with mo
bile oxidizing and reducing agents. To prevent the electron in excited 
dye D from moving to another acceptor than moving to Wand then to A 
it is necessary to have a potential barrier between D and D'. But then 
the difficulty appears to transfer the electron from D' to D+. It may 
seem impossible that the barrier acting as a wall for the photoexcited 
electron in D can be transparent for an electron of D', but by quantum 
mechanical tunneling an electron can be transferred through a barrier 
if the barrier is sufficiently narrow and if sufficient time is avail
able. As mentioned above this has been demonstrated by constructing a 
number of different monolayer organizates. Based on these experiments 
the optimal thickness of the barrier between D and D' is found to be 
about 14 R (edge-to-edge distance) [12J. 

Acceptor A must be at a distance from D large enough to prevent 
back reaction by quantum mechanical tunneling within a time of the or
der of milliseconds. Under this restriction this distance should be as 
small as possible to prevent unnecessary loss of free energy in the 
process of conducting the electron from excited D to acceptor A. From 
such considerations follows that A should be at about 30 ~ distance. 
In a reasonable device two molecules with n-electron system (W1 and 
W2) are required to bridge that distance [12]. D, W1 and W2 must be 
close in order to remove the electron from D* within some picoseconds. 
The contact of W2 with A can be looser since the time to transfer the 
electron from W2 to A must be short only in comparison with the time 
for returning the electron from W2 to D+ (by tunneling or by thermal 
activation and tunneling via W1). The need for the transient trapping 
of the electron in W2 requires that its energy level in W2 is by 0.1 to 
0.2 eV below its level in Wl' On the other hand, in an optimized device 
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wi should be at the energy level of D*. If Wl would be at a higher level 
the required fast electron transfer would not be possible; being at a 
lower level would result in an unnecessary loss of free energy. 

The energy level of A must be as high as possible, but low enough 
to prevent the back transfer of the electron from A- to D+. For trapp
ing the electron in A for milliseconds its level in A must be by 0.6 to 
0.7 eV below the level in excited D. 

D) MECHANISM OF ENERGY STORAGE IN REACTION CENTER OF PHOTOSYNTHETHIC 
BACTERIA 

In the following we consider the reaction center in the light of 
these design principles. According to a recent X-ray analysis in the 
case of bacterium Rhodopseudomonas viridis [13] the main portion of the 
reaction center consists of heme group (D') with a pair of two bacterio
chlorophyll molecules at edge-to-edge distance 15 ~ (the special pair 
(D) (Fig. 7). In contact with the special pair is a bacteriochlorophyll 
molecule (W1) and in contact with W1 a bacteriopheophytine molecule (W2) 
and at the end a quinone, the electron acceptorA. The chromophores are 
fixed in their position by a protein matrix. The proposed solid compo
nents D' D W1 W2 A and the energy barrier between D' and D are indeed 
present. The distances between D' and D (15 ~ edge-to-edge distance) and 
between D and A (22 ~ edge-to-edge distance) are in the predicted range. 
The molecular wire connecting donor D and acceptor A is realized. 

From spectroscopic evidence [14] it is known that the time of elec
tron transfer from the special pair to the bacteriopheophytine. is ;;;; 4 ps. 
This time is indeed short in comparison with the time for deactivating 
the excited special pair which seems to be about 20 ps. The time of 
electron transfer from bacteriopheophytine to quinone is 230 ps. This 
is indeed short compared with the time to transfer the electron from 
reduced bacteriopheophytine to oxidized special pair (15 ns). The time 
of electron transfer from cytochrome to oxidized special pair is 270 ns. 
This is short compared to the time of electron transfer from reduced 
quinone to oxidized special pair (9 ms) (Fig. 7a). The mid-point po
tential (oxidized special pair)!(photoexcited special pair) is about 
E = -0.83 V, the mid-point potential of quinone E = -0.165 V, the level 
difference then about 0.7 eV. The level of W2 is about 0.2 eV below the 
level of photo-excited special pair D*. The level difference of Wz to 
quinone then is about 0.5 eV. All values are consistent with the design 
principles considered above. 

For a more detailed study [15] we have calculated the rates of all 
electron transfer steps for the given arrangement (Fig. 7b) and for 
other arrangements (variing distances d1 to d6) by taking the electro
nic structure of the chromophores and their geometrical arrangement ex
plicitely into account, while the protein portion was considered as a 
dielectric continuum. The distances dl to d6 calculated from the mea
sured rate constants (Fig. 7a) are compared with the values given by 
the X-ray analysis (Fig. 7b): 
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d6 (in R) 
calculated 
observed 

d 1 

20 
21±3 

d 2 

13 
13±3 

d3 

10 
11 ±3 

d4 

15 
17±3 

dS 

10 
13±3 

23.5 
27±3 

The small values calculated for dS and d6 may indicate some flexibility 
of the quinone (the shorter distances reached by fluctuation determine 
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Fig. 7. Main portion of photosynthetic reaction center in 
Rps. viridis 
a) energy levels 
b) arrangement of chromophores according to Deisenhofer et al. 
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the tunneling rate). 
From considering the various arrangements of the chromophores it 

can be concluded that the actual arrangement (Fig. 7b) is a well ad
justed device for energy storage. Some results are discussed below. 

Arrangement of Molecules in Special Pair D 

535 

The special pair captures excitons from the antenna system made of bac
teriochlorophyll molecules. This is only possible if the strong ab
sorption band of D is at sufficiently long waves. This can be realized 
by arranging two molecules of bacteriochlorophyll in an appropriate 
manner. A calculation based on the free electron model has shown that 
the arrangement of the two molecules in the special pair given by the 
X-ray analysis constitutes the arrangement with almost the maximum pos
sible bathochromic shift. 

Arrangement of D W1 W2 

To avoid deactivation the electron must be transferred from D* to W1 
and from W1 to W2 within some picoseconds. This limits distances d2 
and d3 (Fig. 7b). Within this limitation these distancep must be as 
large as possible. The optimal arrangement of D, W1 and W2 is the ar
rangement with the smallest possible rate of tunneling from W2 to D+, 
and this is a bent arrangement. In this case the electron must tunnel 
through the high potential barrier of the protein portion. The electron 
transfer in the backward direction is thus efficiently suppressed by 
the particular arrangement observed in the reaction center. The ob
served time for this process (15 ns) corresponds roughly to what is 
expected in this limit. 

Arrangement of W2 and A 

The time for electron transfer from Wz to A must be short compared to 
15 ns (time for transfer to D+). With this restriction the time should 
be as long as possible since d5 (and thus d6) should be as great as 
possible. The observed time (230 ps) and the observed distance d5 cor
respond roughly to what is expected for the optimum. 

Arrangement D W1 W2 A 

+ 
The time for tunneling from A to D should be as long as possible. 
Due to the banana-shaped arrangement of D W1 W2 A the electron must 
tunnel through the high potential barrier of the protein portion. This 
bending leads to maximum suppression of the electron transfer in the 
backward direction. The tunneling from A- to D+ then needs milliseconds 
as required for the proposed device. 

Energy Level of W2 

We consider again the electron in W2• Besides moving to A and tunnel
ing back to D+ it can be thermally activated to the level of Wi. tunnel 
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to W1 and from there back to D+. The level difference between Wl and W2 
should be optimized for minimum energy loss. This is found to be the 
case for a level difference of 0.15 eV. If the energy difference is 
made smaller the energy loss is increased due to the increasing proba
bility of back transfer instead of transfer to A. If it is made larger 
the energy loss is increased due to the lowering of the energy level. 
This optimum condition is roughly fulfilled in the reaction center. 

Energy Level of A 

Besides tunneling to D+ the electron in A can be thermally activated 
to the level of W"Z , tunnel to W2 and from there be transferred back 
to D+ (directly or via W1)' This process should not occur with appre
ciable probability within some milliseconds and this means that the 
energy difference between WZ and A- cannot be smaller than about 
0.34 eV (corresponding to an electron transfer time of 7 ms) and in 
the optimum it should not be much larger. The value 0.46 eV is actual
ly observed. 

What Is the Action of The Second Branch? 
Why Evolved a Branched Arrangement? 

The reaction center has another equivalent molecular wire W1 W2 con
tacting the special pair, but the quinone is missing at the end. A 
quinone seems to bind occasionally to the second branch, to accept 
the electron from the quinone bound to the first branch, to diffuse 
away and to transfer the electron to some reactant, thus acting as 
an electron shuttle. Such an arrangement allows removal of the ne
gative charge from A- within a fraction of a millisecond. The electron 
transport system then has recovered by the time the next exciton 
arrives in the reaction center under natural conditions. The inacti
vity of the second branch can be due to the fact that Wi in the se
cond branch is at a slightly higher energy level due to the changed 
environment. Then it does not act as a trap; the excited electron is 
trapped by W2 in the first branch, even if it has been transferred 
primarily to the second branch. 

It can be imagined that the second branch took an active part in 
electron transfer at an earlier evolutionary stage. Assuming for'such 
a stage that both quinones are loosely bound and only part of the 
time present, photoreduction takes place if at least one of the two 
quinones is bound. The electron is transferred to the quinone in either 
case, if it is bound to the first or the second branch. Therefore~ 
the quantum yield is increased by the action of the second branch as 
conducting element. 

A further increase in yield is given by tightly binding quinone 
QA and loosely binding quinone QB' In this case quinone QA is always 
present and ready to accept the electron (except for the short time of 
6 ~s needed to transfer the electron from QA to QB)' Then the develop-
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ment of such an asymmetrical arrangement (with only one branch acting 
as electron transport system) has a selectional advantage and the pre
sent system can have developed in this way in the course of evolution. 
It permits the separation of the device for photoinduced electron trans
fer and the device for carrying the electron into the pool where it is 
delivered at some acceptor. The proposed separation of an originally 
symmetric arrangement into two cooperating devices corresponds to a ge
neral pattern of evolutionary processes. 

The originally symmetric arrangement is assumed to have evolved 
from a simple electron transfer system obtained by binding two bacte
riochlorophylls and a bacteriopheophytine or some ancestors and a 
quinone to a protein. It is assumed that two such systems joined form
ing the special pair. The arrangement then had a strong selectional 
advantage, since a better exciton trap now was present. This hypothe
sis predicts the involvement of two proteins in the fixation of the 
chromophores forming the two branches. These proteins having evolved 
from the same ancestor must be genetically related (Fig. 8). 

The results indicate that the arrangement of the chromophores in 
the reaction center is optimized in an astonishing fashion. Surpri
singly the protein seems to be acting essentially as a spacer allowing 
an extremely specific arrangement of the chromophores. We attempted to 
understand the mechanism on the basis of more general design prin
ciples indicating the functional relations behind the given structure. 
This approach was found to be fruitful in the past in predicting the 
arrangement D' D Wl W2 A and it was useful in the present paper in 
rationalizing structural details in the reaction center. 

APPENDIX 

Evaluation of Rate Constants of Electron Transfer Reactions 

Donor and acceptor molecules are assumed to be in a dielectric with 
D = 4 (protein) in the geometrical arrangement given by Deisenhofer 
et al. and in alternative arrangements. For finding rate constant k 
the wave functions of the electron before and after transfer from do
nor (D) to acceptor (A) must be given. 

Calculation of Rate Constant k 

Considering downhill electron transfer (from electronic wave function 
WeI D to WeI A) the system is first in the vibronic ground state (vi
bronic wave bnctions of donor and acceptor "Do and 'fAo ) and at the 
end in the vibronic state with quantum numbers v and w respectively 
(~Dv and ~Aw)' (For simplicity it is assumed that only one normal vi
bration is excited in each molecule). The transition (from state with 
wave function WeI D'fDo'fAo to state with wave function Wel,A cf'DvifAw) 
takes place if th~ two states energetically match. This requires some 
th~rmal activation energy ~vw. The rate of electron transfer then is 
p,iven by 



538 

cyt 

cyt -

cyt 

BChl 

BChl 

BChl 

BChl 

BChl 
BChi 

BChl 

BChl 

BChl 

BChl 

BChl 
BChl 

BChl 

BChl 

BChl 

BChl 

BPh 

, 
I 

BChl 1 
I 

a= prot 

BChl 
BChl : 

I 

, 
I 

BChl 1 
I 
I 
I 

BPh I 

a 
prot 

prot' 
a 

BPh 

BChl 

BPh 

BChl 

BChl : 
I 

I 

I 
BChl 1 

I 

I 

BChl : 

a 

b 

c 

H.KUHN 

Fig. S. possible steps in evo
lution of bacterial photosynthe
sis. 
a) membrane bound antenna mole

cules (bacteriochlorophyll or 
precursor) and protein that 
binds such molecules and loose
ly binds quinone Q. Chromo
phores bound to prot act as 
weak exciton trap and as pump 
of electrons from photoexcited 
chromophore to quinone. The 
chromophore is regenerated by 
accepting an electron from 
membrane bound donor cyt. 

b) Two electron-transfer systems 
of the type shown in Fig. Sa 
have joined forming special 
pair of bacteriochlorophyll 
molecules. The pair is a bet
ter exciton trap than the 
single molecule (bathochromic 
band shift). By evolution of 
prot an arrangement of bac
teriochlorophyll, bacterio
pheophytine and quinone deve
lops that is optimized for ef
ficient energy storage by 
electron transfer. 

c) Loss of symmetry by functional 
division: Photoinduced elec
tron transfer from cyt to QB 
via QA and Fe2+; QA binds more 
strongly. QB, as before, car
ries electrons into pool. 
Functional division by evo
lution of prot into protA and 
protB. The specific interaction 
with these proteins determines 
energy levels of chromophores. 
Increase in efficiency by 
keeping cytochrom in fixed 
position. 
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k = ~7T S E: 2 

where 

-/::. /k T 
S = L VW B 1 <'" If' >2<tf. !p, >2 

e k T 'Do Dv Ao 7 Aw v,w B 
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(5) 

(6) 

(7) 

v is the perturbation energy of the electron of the donor oy the accep
tor. This is essentially identical with the usual description [16-19]. 
The relation 

is used for the probability that states v and w match (activation ener
gy ~) where 0 is the uncertainty in energy. 0 cancels in writing the 
expression for k. It is assumed that the solvent reorganization energy 
can be neglected in the present case (the chromophores are surrounded. 
by an essentially rigid protein and the electronic charge, before and 
after transfer is spread over a large 7T-electron portion). It is as
sumed that the effect of charge separation on the medium is reasonably 
well considered by treating the medium as dielectric with D = 4. Im
portant in the present view is the evaluation by taking the specific 
electronic structure of donor and acceptor and. their relative position 
into account. The parameter values thus obtained are quite different 
from those assumed in previous work. 

The formalism is valid for small perturbation (E:<~/tc where tc is 
the time to destroy phase relations in electron transfer, i. e. the 
time between collisions that can lead to energetic match or destroy 
match). This is the case in the transitions D' ~ D+, D ~ D'+, WZ ~ A, 
A- ~ W2, Wz + D+, A- ~ D+. If E: > ~/tc but still small compared to 
kBT (this case is given for transition D* ~ Wl, W, ~ D+, W, ~ W2' 
Wi ~ Wl) we use the equation [3] [20] 

k 
t c 

2E:S (8) 

It is obtained by considering that the rate of the transition 
1/Iel,D 'fDo 'fAo + 1jJel,A !f~v 'rAw' is ·t times the probability to reach 
match by a collision, times the probability that the donor, after re
moving ~n electron, is in state v (probability <fDo If-bv>2), times the 
probability that the acc~ptor, after accepting an electron, is in state 
w (probability <1Ao~AW> ) and that the probability to reach match is 
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where 0 = 2s in the present case. 
out the paper. Jortner [17] gives 
based on picosecond spectroscopy, 
between 10 fs to 53 ps. 

-12 We use the value tc = 10 s through-
the value 5.10- 12 s in ordinary solids 
Kenkre and Knox [21] obtained values 

Wave Functions of Electron Before and After Transfer 

In the case of the electron transfer from D* to W1 a TI-electron extend
ing over the special pair D+ becomes a TI-electron extending over W1' The 
approximate wave functions of the electron before and after transfer is 
easily obtained in the picture of the free electron model. It has first 
8 and then 10 antinodes in each of the two molecules of the special 
pair. It is described by atomic orbitals WI': 

e , I 

W 1 = l: c·W 1 . e Ie, I 
(9) 

At small distances r' of the electron from nucleus i Wel,i can be I 
represented by a Slater function: 

-Z r./(2a ) z. 

Wel,i 
r. eff,i I 0 I (for ~ r ) (10) NS i(2.) e r. r. I , a I 

0 

where Zeff i = 3.25 for C, 3.90 for N, ao is Bohr's radius. For eva
luating s ~he wave function at large distance is of interest, where the 
electron is effectively in the field of its counter charge eo in a di
electric of permittivity D (potential energy - e2 /(Dri)' Since the 
energy of the electron has a given value -~its ~ave function at 
large ~istance rrmust fulfill the Schrodinger equation for 
V = -eo/(Dri ) for this energy -~ This is the case for the function 

Wel,i 

n-1 r. 
N. (2.) 

I a 
o 

-1 
n = (aa D) 

o 

e 
-ar. Z. 

I 
I (for r. f: r ) 

r. I TI 
( 11) 

I 

(m = mass of electron). In the present case (E = -0.83 V; yP= 0.82 eV; 
D = 4; a = 0.465 ~-1; n = 1.02). NSi and Ni are interrelated since 
WeI i must smoothly go over into (10) and (11). For simplicity we apply 
(10j for r ~ r TI and (11) for r ~ rn where rn = 1.7 R is the van der 
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Waals radius of a 'IT-electron. Equalizing (10) and (11) for r 

N. 
1 

2-n (a-Z ff ./(2a »r 
N (/) e e ,1 0 'IT 

S . r a 
,1 'IT 0 

r gives 
'IT 

(12) 
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NS i is given by normalizing the wave function. Since the electron 
charge is mainly at r < r'IT it is reasonable to approximate Ns i by nor-
malizing the Slater function. ' 

NS . 
,1 

1 

In 

Z 5/2 
( eff,i) 

2 a 
o 
-3/2 ( 13) 

In the case of the wave function of the electron after transfer ~~l is 
obtained accordingly. However it must be taken into account in thiS 
case that the electron in W1 is bound to a neutral molecule W1 (V = 0 

at r > r'IT) and to fulfill the Schrodinger equation at large ri values, 
n must be taken as zero: 

-1 
r. 

N. (2.) 
1 a 

o 
e 
-ar. z. 

1 1 

r. 
1 

(for r. :;0; r ) 
1 'IT 

( 14) 

In the transfer considered here, D* ~ W1' the initial wave function has 
10;antinodes in each of the two molecules in the special pair [22]. At 
the end the electron is in W1 and has again a wave function with 10 an-
tinodes. 

The wave functions of the different components indicated in Fig. 9 
and 10 are obtained in the same manner from free electron model calcu
lations [22]. 

Evaluation of € 

E is obtained from (6) by introducing the wave functions given above. 
The integral can be easily approximated in all cases of neutral ac
ceptors (D* ~ W1; W1 ~ W2' W2 ~ W1' Wi ~ A, A- + W2 where V = 0 except 
at ri < r'IT' In the region ri ~ r'IT V is given by the Slater potential Vi 

V. 
1 

2 
e a 

o (Z . - ~)+ V 
r. eff,l r. 0 

1 1 

(15 ) 

where Zeff i = 3.25 for C, Z~ff i = 3.90 for N. The term Vo = 3.8 eV· 
(l-l/D) = ~.85 eV is added SinCe the potential energy is considered to 
be zero in the medium, not in the vacuum. According to (9) and (6): 

E = L 
ij 

c. c. E .. ; E .. 
1 J lJ lJ 

( 16) 
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0' o 

Fig. 9. Upper lobes of wave functions relevant to transition 
D' ~ D+ indicated. Special pair D and heme D'. 

A 

Fig. 10. Wave functions in special pair D, W1' W2 and A 
relevant to transitions D* ~ W1, W~ ~ W2, WZ ~ A. 
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where the ci's and Cj'S refer to donor D and acceptor A respectively. 
In evaluating Eij the wave functions are divided into components with 
the orbital axes parallel to the line connecting the atoms (x-axis) in 
Fig. 11 and perpendicular to this line respectively: 

E .• £.. cos-Y cos.:r.+ £.. sinr sin.!r. cosel... ( 17) 
1J 1J,X 1 J 1J,YZ 1 J 1J 

ct. .. 
IJ r 

d .. IJ 

Fig. 11. Angles ~ a .. ..Jl. and distance d .. 
1 1J J 1J 
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The interaction energy resulting from the first component is easily ob
tained if we set ri = Xi and expand the exponential in (11) 

e 
-ar. 

1 
= e 

-ax. 
1 = e 

-a(d .. +x.) 
1J J e 

-ad .. 
1J (l-ax.) 

J 

The integral obtained by evaluating Eij,x can be solved analytically, 
and we find 

-ad.. n-1 
E.. = e 1J (d . . fa ) cO.nst 

1J ,x 1J 0 

const 

2 
e 

o 
= --2a 

o 

( 18) 

( 19) 

if the term V in (15) is neglected and the integral extended to infi
nity. In find~ng the second component ri and Xi can be taken as con
stant and we obtain 

E •• 
E.. - 1J,X 

1J,YZ -~ 
1J 

( 20) 

e - e - e E can th~n be evaluated in the five cases D* + Wl, W1 ~ W2, W2 + Wl, 
Wi ~ A, A ~ W2 by summation over i and j (eq. 16). In evaluating (20) 
we have considered each anfinode as a pseudo atom of carbon 
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(Zeff i = 3.25). This simplification has little influence on the result. 
The ci's ans Cj'S are given by the free electron model, see Fig. 9 and 
10. The numerical values of the ci's are indicated at some lobes; all 
other ci's are given by these values by symmetry. 

In all cases with charged acceptor (D' -+ D+, D -+ D' +, W1 ~ D+, 
Wz ~ D+, A- ~ D+) an additional contribution besides (18) and (20) re
sults from the Coulomb energy of the electron in the field of the coun
ter charge. It can be estimated easily and turns out to be small in the 
present cases and is neglected. 

The (-values thus obtained are given in Table 1. In judging the re
sults it should be realized that only a few terms in the sum in (16) are 
important (the contribution of the antinodes of donor and acceptor that 
are nearest to each other). 

Evaluation of S 

+ 
Vibronic excitation of acceptor D 
For calculating S the integrals <'fDo lfnv> and <'fAo If' AW> must be eva
luated. This is illustrated in the case of the electron accepted by the 
special pair, assuming that the positive charge extends over both mo
lecules. By the increasing charge density due to the extra electron 
(wave function indicated in Fig. 9) the bonds 1-2, 8-9, 10-11, 17-18 
compress and the bonds 1-18, 9-10, 2-3, 7-8, 11-12, 16-17 (where the 
extra electron has a node and is therefore antibonding) extend. Essen
tially, the C C valence vibrations of bonds 1-2, 8-9, 10-11, 17-18 
(1400 cm- 1, wA = 2.64,1014 s-l) are excited, i. e. a number of normal 
vibrations of roughly the same frequency. We assume for simplicity 
that the situation can be described as excitement of a single vibration. 
This is correct if all the excited normal vibrations have the same fre
quency [23]. 

< 'f. If'' >2 is given by the expression Ao Aw 

<'f. <P' } 
Ao 'Aw 

where Mi is the mass of the nucleus of atom i, Pi the distance between 
equilibrium position of atom i before and after electron transfer. In 
the present case, as shown below, BA is small (the change in bond 
lengths is small): the system that has accepted the electron is most 
frequently found in the vibrationless state (w = 0). 

To approximate the decrease in length of bonds 1-2, 8-9, 10-11~ 
17-18, in which the additional IT-electron has an antinode the relation 

I'll = _ 0.37 a 
R 'R- 1 

( 22) 

is used. ~l is the change in bond length, 0 the density of this electron 
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in the center of the bond (measured in number of electrons per unit 
length) [23]. 0 is given by the free electron model. For bond 1-2 we 
find from ref.[22] taking into account that the electron is spread over 
2 molecules: 

1 
o = 2f (0.3203 s~n 

2nl 2 1 
4.419 1) = -j:D.050 

(where 1 = 1.4 ~ is the bond length) and therefore ~l 
(The simple perimeter model would give 

2 
1 2 (. 4n) 1 0.9 1 0 05 

o = T 181 . s~n"9 = 118 - I . 

-2 0 
-1.3·10 A. 

The resulting shift in equilibrium position of the nuclei 1, 2, 8, 9, 
10, 11, 17, 18 and of the corresponding nuclei in the second molecule 
of special pair D is approximately (1/2).1.3.10-2 ~. Similarly, the 
change in length of bonds 3-4, 6-7, 12-13, 15-16 is 

1 . 2n(3/2)1 2 1 
o = 2f (0.3006 s~n 4.419 1) = I . 0.032 

and therefore ~l = -8.2.10-3 ~. 

There:O::::if=t::(::::~;::)[:±e:d:.:::; ;:;:(~~:::~:::; R) ,] 

According to (21) SA = 0.24 and therefore <~o~Aw>2 is 0.84 for w 
0.19 for w = 1; 0.02 for w = 2. For the present purpose this simple 
approximation is sufficient. A low frequency lattice vibration was 
considered but does not appreciably contribute. 

In a more rigorous description a normal vibration analysis would 
be required and it should be taken into account that several normal 
vibrations k can be excited. 

2 -SA SX 
<LP .U;>I > = e - has to be substituted by a product 'Aol Aw w! 

o· , 

(23) 

where 

2 wAk (IM.A .p.cosak .) 
~-1<1 ~ ~ 

S Ak = R1: ---""2 ---"'-
IM.~- . 

~-ln 

(24) 
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~i is the amplitude of atom i if normal vibration k is excited, ~i the 
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angle between the direction of Pi and Aki' In ref. [23] such an analysis 
was made in considering the electronic excitation of some n-electron 
systems and the simplified model considering only one normal vibration 
was found to be well justified. 

Vibronic excitation of donor D' 
In removing the electron from D' the four Fe-N bonds extend since the 
wave function in Fig. 9 has antinodes in bonds Fe-l and Fe-9, the com
plementary wave function of the two-fold degenerate set has antinodes 
'in bonds Fe-5 and Fe-13. The breathing-like mode then is essentially 
excited. From Resonance Raman Spectroscopy this mode is at 
W = 1372 cm- 1.2nc and atoms 1, 5, 9, 13 on one hand, atoms 2, 4; 6, 8; 
lB, 12; 14, 16 on the other hand, are displaced by about 0.01 ~. Then 
LMiPi2 is approximately 12(2.10-23 g)(O.Ol ~)2 and therefore (according 
to eq. 21) 13D = 0.3; <'fDo 'f nv>2 = 0.74 for v = 0; 0.22 for v = 1; 
0.03 for v = 2. 

+ Energetic match of D' and D 
The level of acceptor D+ is by -6Go = 0.13 eV below the level of D' 
(difference between mid-point potentials of D' /D'+ and D/D+ 
multiplied bye) and therefore the following states of D' and D+ almost 
coincide (activation energy 6vw = I (vun + WWA) .r;: + M O I small) 

v = 0 w 0.044 eV 

v = w = 0 0.040 eV 

In all other cases the activation energy is much larger and the corre
sponding contribution to S can be neglected. Therefore 

-SD -SA [-t.01 /kBT -t. 10 /kBT J 
S---e 'e ·S +e ·13 

- kBT A D 

-1 
with 13D = 0.3; 13A = 0.24. Thus S = 2.4 eV . All other cases can be 
evaluated accordingly. 

It is of interest to compare the present approach with approaches 
by Hopfield, Jortner and Marcus. In the present approach, in the case 
of the electron transfer from cytochrom c to the special pair, 
S = 2.4 er1, and € = 1.0'10-5 eV for d = 20 R (d = d 1 in Fig.7b) and 
thus k = ~ S €2 2'106 s-l in agreement with experiment: For various 
d values € can be approximated by € = 18 eV'exp (-ad) with a = 0.72 ~-1 
and thus 

( 25) 

Hopfield's and Jortner's approaches are based on considerably 
smaller S values. Ho~field [24] calculated S from the semiclassical ex
pression S = (2n02)- /2 exp [-(ED-EA -6)2/202] assuming the values 
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!!!!<!.J. 
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6 = 1 eV, ED-EA = 0.05 eV and 0 2 = 0.06 (eV)2 (for 300 K) and obtained 
the value S = 10-3 eV- l . Jortner [18] used a quantum mechanical model, 
similar to the one used here, but assumed a value SD + SA = 46 which is 
much larger than the value SD + SA = 0.54 obtained here and thus the 

factor e-(SD+SA) in the expression for S then is much smaller. There
fore, in Hopfield's and Jortner's approach the distance between donor 
and acceptor calculated from the known value of the rate constant is 
much smaller than the actual distance. Jortner considered the possibi
lity of superexchange type coupling to explain the discrepancy. In the 
present view it is due to the particular choice of parameters. 

Marcus and Sutin [16] assumed that the rate is given by the ex
pression 

k 13 -1 -Sd' -6G*/RT = 10 see r 

0-1. -1 
with S = 1.2 A and 6G~ = 7.1 kJ mol . 

d' is the separation of the closest C-atoms of the two reactants 
(15 R according to the X-ray analysis of Deisenhofer et al., i. e. 6 R 
smaller than the center to center distance d) minus an amount of 3 R 
to allow for the extension of the TI-electron orbital beyond the carbon 
nucleus. Thus d' = d - 9R. The value of S and the preexponential factor 
10 13 s-1 were obtained by adjustment to experimental rate constants in 
nonbiological systems such as monolayer assemblies. If we substitute 
d for d' we obtain for T = 300 K 

k 10 13 s-1 e-Sd eS9R 0.059 

2 • 9' 1 0 1 6 s - 1 . e - 1 . 2 R- l • d (26) 

In the relevant case d = 20 R both equations (25) and (26) give a simi
lar value k = 106 s-1. In judging the result it should be taken into 
account that the constants in the Marcus-Sutin's approach are extracted 
from experimental rate constants while this is not the case in the pre
sent approach. 
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ABSTRACT. Fourier transform infrared spectra of complexes isolated 
from DNA and RNA interactions with Mg~II), Cu(II), CO(NH3)63+, 
CO(NH3)sCl2t, cis- and trans-Pt(NH3)2 + were obtained and correla
tions between the spectral changes, coordination sites and conforma
tional transitions are suggested. Spectroscopic evidence indicates 
that there is a direct metal interaction with the N7-site of the 
guanine base moiety and an indirect metal-phosphate binding through 
coordinated H20 or NH3 molecules for all the metal cation species 
employed, except for Co(NH3)63+. In the latter case there is an 
indirect metal-NH3 •••• N7 and meta~-NH3 ••• 06 = C6' and an indirect 
metal-NH3"'-O-P=O interaction via the coordinated NH3 molecules. 

The B to Z conformational transition was readily observed for 
the DNA molecule upon binding to the metal ions, whereas RNA conser
ves its A conformation in all the metal-RNA adducts. The marker 
bands for the B conformer (C2'-endo/anti) were observed at 825 
(phosphodiester mode) and 690 cm- l (guanine breathing mode). The 
marker bands were observed at 810 and 675 cmll for the A conformer 
(C3'-endo/anti). The B to Z conformational transition (C2'-endo/ 
anti to C3'-endoLsyn) for the DNA molecule was accompanied 'with the 
bands at 810 cm- l and 625-600 cmi l • The carbonyl band at 1701 in 
natural DNA shifts to lower frequencies upon a B to Z transition and 
the bands at 1485, 1371, 1285 and 1265 ~m-l also change considerably 
upon a B to Z transition. 

INTRODUCTION 

Since the discovery of the Z-DNA structure by Wang et al (1), 
numerous efforts have been made to explain the physical natUre of 
the. B to Z conformational transition. It has been demonstrated that 
high-concentration of metal ions facilitates the B to Z transition 
in DNA (2,3), but the role of the metal cation in-this-transition is 
not fully understood. Rich et al (4) have suggested that since the 
phosphate groups in Z-DNA are packed closer than in the B-DNA, 
therefore a high concentration of metal cations is required to 
shield the phosphate repulsion and to stabilize the Z-conformation. 
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It seems that metal ion interaction with DNA, either electrostati
cally with the phosphate negative charges or by direct coordination 
to the bases would facilitate the B to Z transition (5). It should 
be noted that the binding of a large atom or a bulky organic 
substance such as Br(6) or 2-(acetylamino)fluorene/(carcionogen) 
(7)at the C8-position of the guanine base also brings about a B toZ 
conformational transition. In a recent communication (8) we have -
reported the effects of several metal cations such as, Mg(II), 
Cu(II) or cationic species, Co(NH3)63+, Co(NH3)S2+ and ~ 
Pt(NH3)2C12(DDP) on the infrared spectra of DNA and RNA. The DNA 
molecule underwent a B to Z transition in all its metal complexes 
(8), whereas the RNA ;olec~le remained in its A-form. 

In the present work we wish to examine the FT-IR spectra of the 
free DNA, RNA and their metal adducts, in the region 1800-500 cm-1 
in order to detect the characteristic features of each structural 
type of complexes synthesised and possibly to establish a correla
tion between the spectral changes and the conformation of nucleic 
acids. Furthermore, the effect of metal ions on the rigid structure 
of RNA and on the B to Z conformational transition of DNA is inves
tigated and the results are compared with previously published 
infrared data (8,9) on DNA and RNA. 

The interaction of the heavy metal cation with DNA is predomi
nently through the N7 site of t~e guanine molecule. The metal 
cation species is first hydrated then a metal-water bond is substi
tuted by the ligand (L). to form complexes as follows: 

M2+ + 6H20 M(H20) 62+ 
M(H20) 62+ + L M(H20)sL2+ + H20 

where M:Mg2+, CO(NH3)63+, Co(NH3)SC12+, Cu 2+, cis-Pt(NH3)22+ and 
trans_Pt( NH 3) 22+. These metal cations, when hydrated give the fol
lowing hydrated species: Mg(H20) 62+, CO(NH3)S~H20)3+, Cu(H20)42+, 
cis-Pt(NH3)2(H20)22+ and trans_Pt(NH3)2(H20)2 + the substitution 
reaction takes place only with the solvent water, the metal-ammonia 
bond being quite strong and inert. The hydrated-ammoniated metal 
cations interact with DNA electrostatically through their charges 
and chemically by forming a direct chemical covalent bond with the 
N7 site of guanine. In addition, the coordinated water and ammonia 
molecules may form hydrogen bonds and stabilize certain molecular 
conformations of the polynucleotide. 

EXPERIMENTAL 

Materials. Calf thymus DNA was from Sigma Chemical Company. The RNA 
yeast was from Calbiochem and both DNA and RNA were used without 
further purification. Cobalt hexaammine and cobalt pentaammine 
chloride were prepared and recrystallized by standard methods (10). 
Cis- and trans-Pt(NH3)2CL2 were prepared from K2PtC14 (11) and were 
purified as reported (12). All other chemicals were reagent grade 
and were used as supplied. 

Preparation of metal-nucleic acid adducts 
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The DNA and RNA metal adducts were prepared by similar procedures. 
The DN~ and RNA sodium salts were dissolved in a solution of NaCl 
(4xl0- mol) and kept in the refrigerator at 5eo for a period of 5 days 
with occasional gentle stirring. After complete dissolution and 
filtration of the nucleic acid solution a solution of 0.05 mol of metal 
cation (MgC12.6H20, Cu(NO 3) 2 .3H20, Co(NH 3) 63+, Co(NH 3) 5'2+ ,cis- and 
trans-DDP) was added to it and the final solution was left for a period 
of one week. The precipitate formed was isolated and washed with water 
and air dried. The Mg(II) compounds were precipitated by addition of 
ethanol. 

Any contamination of the DNA and RNA commercial preparations by 
metal ions was shown to be negligible. 

Physical measurements 

FT-IR spectra were recorded on a DIGILAB FTS-15C/D Fourier Trans
form Infrared Interferometer equipped with a HgCdTe detector (Infrared 
Associates, New Brunswick, NJ), a KBr beam splitter and a Globar sour
ce. The spectra were taken as KCl pellets with a resolution of 4 to 2 
cm- l • The triangular apodization and the smoothing procedures were 
those used in our previous report (13). 

DATA AND DISCUSSION 

The FT-IR spectra of DNA and RNA have been recorded in the region 
of 1800-500 cm- l and compared with the infrared data reported in the 
literature (9,14). The results are in good agreement with those of the 
naturally occuring nucleic acids and there has been no trace of dena
turated products in the samples. We have also examined the infrared 
spectra of several DNA and RNA metal-adducts and analyzed the metal 
binding and any conformational changes. 

Base Binding 

~n the double bond region (1800-1500 cm- l ) there is the coupling 
between the carbonyl stretching frequency and the NH2 and NH bending 
modes. It is difficult to separate these vibrational frequencies. 
However, the two strong absorption bands at 1701 and 1655 cm- l are 
mainly assigned to the C6=O of the guanine moiety and C2=O of the cyti
dine residue, respectively (15). The two absorption bands shift towards 
lower frequencies in the spectra of all metal-DNA adducts (Fig. 1 and 
Table 1). The C=O stretching vibrations of hydrogen bonded GC pairs can 
be affected by interbase vibrational coupling and thus the shifts of 
these carbonyl vibrational frequencies would depend on the rearrangement 
of the hydrogen bonding caused by a B to Z DNA conformational transition 
upon metal complexation (16). It should be also noted that similar ab
sorption bands in the RNA spectrum at 1691 and 1647 cm- l did not show 
considerable changes upon base metalation (Fig. 2 and Table 2) and thus, 
the RNA secondary structure is not perturbed by metal coordination. 
The absorption bands at about 1605, 1570 and 1530 cm- l in the spectra of 
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Fig. 1 FT-IR spectra of DNA and its metal adducts 
in the region of 1800-500 em-I. The spec
tra were taken as KCl pellets. 
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Fig. 2 

CM-1 

FT-IR spectra of RNA and its metal adducts 
in the region of 1800-500 cm-1 . The spec
tra were taken as KC1 pellets. 
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DNA and RNA which are assigned to the cytidine, guanine and adenine 
vibrational frequencies (15), shifted slightly upon metalation (Tables 1 
and 2). Since these absorption bands are mainly related to the skeletal 
vibrations of the ring systems, metalation of the base moities may cause 
small perturbation on these frequencies. Similar observations were made 
in the spectra of several mononucleotides upon metal complexation (17-
21). The strong band at 1485 cm- in the spectra of DNA and RNA which 
is assigned to the guanine and adenine vibrations (15) exhibited inten
sity changes and shifting in the spectra of the metal-adducts (Tables 1 
and 2). According to previous assignment (22) that absorption band is 
assigned to the N -C strethching and C -H bending vibrations of the 
guanine moiety in DNA and therefore the changes observed for this 
absorption band could be the result of metal-N guanine coordination. 
Similar spectral changes occurred for the corresponding absorption band 
at 1488 cm- in the spectra of 5'-GMP upon N -metalation (17). Drastic 
spectral changes were observed in the bands at 1371, 1329, 1285 and 
1265 cm- in the spectra of DNA on complexation (Table 1). Similar 
spectral changes were observed in the B to Z conformational transition 
in poly(dG-dC). poly(dGdC) (16). On the other hand, the changes were 
not significant in the spectra of the A form RNA-metal adducts (Table 
2). It is interesting to note that the spectral changes observed in the 
direct N -metal interactions (1,23) are very similar to those of an 
indirect N -metal cation interaction via NH groups as was found in the 
crystal structure of the hexaammine cobalt-tRNA complex (24). 

Phosphate Binding 

The two strong and broad absorption bands at about 1240, 1090 cm
in the spectra of DNA and RNA are assigned to the PO - asymmetric and 
symmetric stretching vibrations, respectively (14). The band at 1240 
cm- shifts towards lower frequencies, while the band at 1090 cm-
shifts towards higher frequencies upon nucleic acid metalation (Tables 1 
and 2). The shifting of the PO - vibrational frequencies upon complexa
tion most likely is due to the indirect metal-PO - interaction via H 0 
molecules (1) or NH groups (24) M-OH •••• -o-P-O, or M-NH ••• -O-P-O 
Similar behaviour was observed in the spectra of several structurally 
known metal-GMP complexes (GMP = guanosine-5'-monophosphate), where an 
indirect metal-PO - interaction via water molecules was suggested 
(17). It is notworthy that the bands at 1240 and 1090 cm- exhibited 
major intensity changes, shifting and splitting in the spectra of the 
Mg-DNA and Mg-RNA complexes (Tables 1 and 2). These spectral changes 
occurred in the PO - absorption bands could be related to a direct 
metal-phosphate interaction in these metal complexes. 

Sugar Pucker Conformational Transitions 

DNA-Metal Adducts 

Free DNA shows a B conformation (C '-endo/anti) with a characte
ristic infrared absorption bands at 825 cm- , mainly a sugar vibration 
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and at 690 cm- l , the guanine ring breathing mode (25~. Upon 
coordination of Mg(II), Cu(II) CO(NH3)S2+, CO(NH3)6 + and trans-DDP, 
the absorption band at 825 cm-1 disappeared and a new absorption band 
was observed at about 810 cm- I in all the spectra of the metal-DNA 
complexes (Table 1 and Fig 1). The guanine band at 690 cm- l also 
disappeared and a new band at about 600-626 cm- l was observed (Table 1 
and Fig.I). The spectral changes occurred are characteristic of a B to Z 
conformational transition in DNA. Recent Raman spectroscopic studies of 
calf-thymus DNA showed (26) similar spectral changes for the said 
vibrational frequencies upon a B to Z conformational transition. The B 
to Z transition in the polynucleotide poly(dG-dC).poly(dG-dC) was 
observed (27) in the presence of hi,h salt concentration by shifting of 
the Raman lines from 830 to 810 cm- and that of 680 to 625 cm- I • It is 
found that the infrared spectra of the trans-DDP adduct of DNA was 
similar to that of the corresponding magnesium, copper and cobalt 
hexaammine chloride compounds in the region 1000-500 cm- I , showing the 
absorption band at 809 cm- I and the guanine vibration at 605 cm- I (Fig. 
1) which is consistent with a DNA being in the Z-conformation. It is 
interesting that the major adduct of cis-DDP with DNA showed spectral 
similarities with that of the cobalt pentaammine-DNA adduct, distinct 
from the spectra of the other metal-DNA complexes studied here (Table 
1). The cis-DDP and cobalt pentaammine-DNA adducts exhibited strong 
infr"ared bands at about 850 and 600 cm- I not observed in the spectra of 
the B or Z conformation of DNA. On the other hand, the dissimilarities 
observed for cis- and trans-DDP-DNA compounds could be related to 
different conformational transitions imposed on DNA by the cis- and 
trans-DDP binding and this may be responsible for the antitumor activity 
~s-platinum (28). It should be noted that cis-DDP is a potent 
anticancer drug (28), whereas the trans-isomer ~inactive against 
cancers. The spectral differences observed here for the two isomers are 
due to a different binding with DNA • 

NH3 ........ Cl 
'-Pt 

Cl/ 'NH3 

TraD8 - DDP 

Cis - DDP 

The cis-isomer binds to DNA through the N7N7-atoms of the guanine 
bases, whereas the trans-isomer bindings is not specific. The major 
binding site of the cis-compound is the N7N7-chelaUon with guanine 
bases, whereas the trans-isomer binding is not that specific (29). It 
is worth mentioning that the direct metal-N7 coordination of Mg(II), 
Cu(II) and trans-DDP produces a similar conformational transition in the 
DNA molecule as in the case of the indirect metal-N7 binding found for 
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the cobalt hexaammine chloride, Co(NH) +. The indirect hydrogen bon
ding of cobalt hexaammine with the N -and 0 -site is via the NH groups 
(See Fig.1 and ref. (24». 

RNA-Metal adducts 

Free RNA has an A-conformation (C '-endo/anti) (30,31). The marker 
infrared bands for this conformation are the strong band at 811 cm- , 
assigned to the sugar vibration (14,32-34) and the medium intensity band 
at 675 cm- which was assigned to the guanine ring vibration (25). Upon 
complexation with Mg(II), Cu(II), cobalt pentaammine and cobalt hexaam
mine chloride, we have observed slight changes in the region 1000-500 
Cm! of the spectra (Fig.2 and Table 2). This, indicates the rigidity 
of the RNA secondary structure and that of A-conformation in the RNA
metal adducts (8) (Table 2). The X-ray structural determination of 
tRNA-adducts with cobalt hexaammine (24), ruthenium pentaammine chlo
ride, cis- and trans-DDP have been reported (23). The cobalt hexaammine 
binds via NH molecules through hydrogen bonds indirectly to the N - and 
to 0 -sites of the two adjacent guanine bases, whereas ruthenium pentam
mine and cisDDP bind directly to the N -atoms of the guanine moieties 
and hydrogen bonded to the 0 -site and the phosphate anions through the 
ammine groups (23). The trans-DDP binds to the N atom of the adenine 
bases and to the N -site of the guanine moieties (23). Since the spec
tra of all the metal-RNA adducts exhibited marked spectral similarities 
with that of free RNA (Table 2 and Fig. 2) it seems, that the characte
ristic absorption bands in the region of 1000-500 cm- are mainly rela
ted to the sugar and sugar-phosphate (back bone) vibrational modes and 
are characteristic of the backbone conformational transition. (Table 
3). 

CONCLUSION 

The sugar-phosphate and base vibrational frequencies in the region of 
900-600 cm- , are sensitive to sugar and base conformational transitions 
(8,35). Marker bands have been found to be at about 825 cm- and 690 
cm- for the C '-endo/anti (B-form), whereas the shift of these vibra
tions to 810 and 625-600 cm- , respectively is diagnostic of a B to Z 
conformational transition (8). Extending this investigation to the 
region of 1800-500 cm- for DNA, RNA and their metal adducts the follo
wing conclusion can be made: 
(1) The carbonyl stretching vibration at 1701 cm- in natural DNA is 

shifted towards lower frequencies upon a B to Z conformational 
tranSition, while the carbonyl group in RNA at-1691 cm! showea no 
significant changes on metal complexation; the shift of 1701cm
band, however cannot be considered characteristic of the Z-DNA; 

(2) The absorption bands at 1485, 1371, 1329, 1285 and 1265 cm- (36, 
37) exhibited considerable changes upon DNA conformational transi
tion from B to Z upon metalation; 

(3) The assymmetric and symmetric PO - stretching vibrations at about 
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1240 and 1090 cm- 1 in the infrared spectra of both DNA and RNA sho
wed considerable changes upon nucleobase metalation (36,37). These 
changes are most likely caused by an indirect NH3 or H2Ometal
phosphate interaction through hydrogen bonding and an electrostatic 
interaction between the positive charges on the metal and the 
negative charges on the phosphate groups; 
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DETECTION AND CHARACTERIZATION OF SHORT-LIVED SPECIES BY NANOSECOND 
TIME-RESOLVED SPECTROSCOPIC TECHNIQUES 

* J. Aubard, J.J. Meyer, R. Dubest, A. Adenier and P. Levoir 

Institut de Topologie et de Dynamique des Systemes de 
l'Universite Paris VII, associe au CNRS, 
I, rue Guy de la Brosse, 75005 Paris - France. 

During the last decade considerable interest has been shown in 
time-resolved spectroscopic techniques because they make it possible to 
detect and characterize transient species in the picosecond or nanosecond 
time range, even when these species are highly diluted. 

In this contribution we briefly describe the experimental techniques 
we have developed to perturb or initiate a chemical (biological) reaction 
in solution on the nanosecond time scale but we focus our attention on 
detection systems, which can be used to follow the extent of the reac
tion after the perturbation (U.V.-Visible absorption, resonance Raman 
scattering). Applications concerning reaction dynamics, involving bio
logical molecules and photochromic species are presented to demonstrate 
the efficiency of these detection systems in th'e identification and 
characterization of reaction transients. 

NANOSECOND LASER T-JUMP CHEMICAL RELAXATION TECHNIQUE 

Chemical relaxation methods are the best tool available today to 
study very fast chemical or biological equilibria in solution. The basic 
principle of these methods I is to perturb a chemical system at equili
brium by a rapid change (transient or periodic) of an external parameter 
such as temperature, pressure, electric field2 •••• Following the rapid 
variation of the reactants concentrations to their new equilibrium 
value allows the determination of the reaction rates. In transient 
chemical relaxation techniques, such as temperature-jump (T-Jump), the 
concentration change following the perturbation (i.e. the relaxation 
process) is usually monitored by means of absorption, emission or 
diffusion of the light. However, today, time-resolved optical absorption 
spectroscopy is the most popular detection method used for monitoring 
the relaxation. 

To obtain T-Jump relaxation measurements in the nanosecond time 
range, one of the most efficient ways is the Raman laser T-Jump 
technique. 3 In this technique short T-Jump perturbations are obtained 
from a pulsed NeodymiumrGlass laser, whose wavelength has been shifted, 
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by stimulated Raman effect, to a spectral region where the usual 
solvents have a marked absorbance. Using liquid nitrogen as the Raman 
active medium, the laser wavelength is shifted from 1.06 ~m to 1.41 ~m 
where water and hydroxylic solvents absorb strongly. Thus, by this way, 
it is possible to carry out, in water, temperature-jumps up to BOC in 
20 ns, in a small volume of a few hundred ~ls. As stated above, we use 
an optical detection to monitor the relaxation. However, for these 
measurements, a high detection bandwidth is required (ca. 20 MHz) and 
led to an important shot noise. Therefore when firing the laser the 
detection light source is pulsed for 1 ms to increase the intensity,4 
leading to an important improvement in the signal-to-noise ratio. 

This apparatus was first developed to study fast proton transfers 
in solution, particularly prototropic transformations in purine and 
pyrimidine bases aqueous solutions. S Recently, we have undertaken a 
program to investigate the dynamics of aggregation processes of active 
biological dyes in solution. 

A large number of dyes form dimer aggregates in aqueous solution 
and we know today that this behaviour must play a role in their biolo
gical activity.6 For the aminoacridine studied, the reaction considered, 
in neutral aqueous solution, is the dimerization of the cationic species 
as it is shown on the Fig. I. 

lit, -...... 
'--1 

Fig. I. 9-aminoacridine : Dimerization process in neutral aqueous 
solution. 

Even at relatively diluted concentrations (10-4-10-3 M) this 
reaction is known to be very rapid, because the forward rate (kl) is 
almost diffusion controlled,7 and the Raman laser T-Jump spectrometer 
was requireg for this study. On the other hand, at these concentrations 
the dimer only represents a small percent of the species in the solution 
and therefore its detection is not very easy. Fig. 2 shows the results 
of the relaxation experiments. Since the concentration dependence of 
the relaxation time, for the dimerization reaction (Fig. I) is given by 
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where Co is the total concentration of dissolved aminoacridine, the 
rate constants k) and k_) are easily derived from Fig. 2 and reported 
in the frame of this figure. The ratio of k) and k_) gives an equili
brium constant of ca. )00 which agrees with recent NMR data. 7 

N 
I 
Vl 

N· 3.O 

M ..-
I 
o 
r-

2.0 

• 
, . 

1.0 3.0 

k1 = 2.39108 M-1 s-1 

"-1= 2.40 106 5-1 

Fig. 2. Plot of Raman laser T-Jump data (square of reciprocical relaxa
tion times) as a function of total concentration for 9-aminoacridine 
dimerization in aqueous solution. Experimental conditions : observation 
wavelength A = 423 nm ; final temperature T = 25°C; pH 6.86. The full 
line is the best fit of the experimental data according with equation 
() ) . 

Thus the Raman laser T-Jump technique allows to detect nanosecond 
transient species, even diluted in solution, and provides kinetic and 
thermodynamic data with accuracy. Moreover this technique only requires 
small quantities of compounds which is very convenient for samples of 
biological interest. 

TIME-RESOLVED RAMAN SPECTROSCOPY 

The analysis of the kineticsof very fast reactions in solution is 
only one of the aspects in reaction dynamics. Another major aspect 
concerns the identification and structural characterization of transient 
species involved in the course of the reaction. Unfortunately, monito
ring relaxation phenomena by optical absorption or emission spectroscopy 
suffers from certain limitations. Indeed such spectroscopies do not 
provide information on the molecular structure. This can be improved, 
in principle, by studying Raman spectra. In the following of this 
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contribution we will discuss, through a typical experiment, the system 
we use to obtain time-resolved Raman spectra of transient species, up 
to nanosecond time scale. 

During the last years we have studied the photochemical formation 
of photomerocyanines. As shown on the scheme, photomerocyanines (M) 
are produced under U.V. irradiation by the photochromic transformation 
of spiropyrans (SPP). 

(M) 

In non polar solvents, photomerocyanines are colored species, with 
short half-lives (here in the IDS range), and they display broad absorp
tion bands in the visible region near 600 nm. It was recently established 
that this photochromic process involves several reaction intermediates 
in the picosecond to microsecond time domain. 8 In particular, using a 
nanosecond laser photolysis apparatus, we have recently shown that this 
reaction implies a transient species I with a half-life of about 500 ns. 9 
This species is formed instantaneously within the duration of the laser 
(30 ns) and shows two broad bands in the visible region as it appears 
on the Fig. 3. On the same figure, the spectrum of the photomerocyanine 
M obtained in the IDS range has been reported. 

(O.Q) 
0.2 

. F' 
: / \ . \ 

0:1 
\ 
\ 

\ , 
___ 30ns 

,../ " ,.. "-/ , 
"- V' ---

O~~~~~~--~~~~-+~f~~--~~~~O~~--~ 

A (nm) 
531 

Fig. 3. Transient absorption spectra measured at 30 ns, 5 vs and I IDS, 
for 2x10-3 M spiropyran SPP in toluene at 25°C, irradiated by a 354 nm, 
30 ns laser pulse. 
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To characterize more precisely the I and M species we have recorded 
their Raman spectra. The technical basis of the multichannel Raman 
spectrometer used in this study has been reported in details. 9- 11 It 
consists of a spectrograph coupled to a multichannel detection which is 
composed of an image intensifier unit and a sensitive camera. The T.V. 
output of the camera is directly interfaced to a minicomputer allowing 
each spectrum to be digitized over 500 points. In the present experi
ments, photomerocyanines M are produced by irradiating toluene solutions 
of spiropyrans with a UV flash lasting 1 ms. Their Raman spectra are 
then obtained by a 30 ns probe laser pulse at 531 nm (second harmonic 
of Nd-glass laser), synchronized with the UV flash perturbation. To 
obtain the Raman spectrum of the short-lived intermediate I, the toluene 
solution of spiropyran is now irradiated by the third harmonic of the 
laser (354 nm) and the second harmonic is always used for Raman scat
tering. Since the second and third harmonics are delivered simultaneous
ly, it is then possible to obtain the Raman spectrum of the species 
produced within the 30 ns duration of the laser pulse. 

1625, .. . 

1578, 
" , 

151' . 
I • . 

'.00··---·~IAJi 

.1425 

. -1331 

r _______ t = 30 ns 

0'- 01320 

1422 

Fig. 4. Time-resolved resonance Raman spectra, excited by a 30 ns probe 
531 nm laser pulse, of a toluene solution of spiropyran (SPP) irradiate~ 
by a 354 nm laser pulse (t = 30 ns) , by a UV flash (t = 1 ms). 
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Fig. 4 gives pulsed resonance Raman spectra obtained from a 
10-3 M toluene solution of spiropyran, irradiated either by a UV flash 
(t = I ms) or by the 354 nm laser line (t = 30 ns) and probedby the 
531 nm second harmonic line of the laser. Since this laser wavelength 
falls within an absorption band of both the photomerocyanine M and of 
the intermediate I (Fig. 3), selective enhancement of the Raman light 
occurs, allowing the detection and characterization of these species 
even highly diluted in solution. From the detailed analysis of the Raman 
spectra obtained it has been possible, we believe for the first time, to 
investigate the structure of transient photoproducts involved in the 
photochromic reaction up to the ns time range. 9 
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FORMATION, DECAY, AND SPECTRAL CHARACTERIZATION OF SOME SULFONYL RADICALS 
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ABSTRACT. The absolute rate constants for the reactions of a variety of 
radicals with a number of sulfonyl halides have been measured in solution 
by using laser flash photolysis techniques. 'The reacti vi ties cover a wide 
range, e.g., the rate constants for the reaction of n-butyl, phen61, and 
triethBlsilYl radicals with a-toluenesulfonyl chloride are 1.3xlO , 
1.0x10 , and 5.7xl09 M-ls-I respectively at 298K. A comparison of the 
Arrhenius parameters determined for a few representative substrates sug
gests the involvement of charge-transfer interactions in these reactions. 
Sulfonyl radicals, RS02 ', show a weak absorption band with a maximum 
around 340nm. Evidences are presented suggesting that such a transition 
places a nonbonding oxygen electron in the single occupied molecular 
orbital. Additional kinetic data are also given for the unimolecular and 
bimolecular decay of sulfonyl radicals. 

INTRODUCTION 

Sulfonyl radicals, RS02', have been postulated in the past as interme
diates in many reactions of sulfur containing compounds. In recent years 
their structures have been investigated in details by EPR spectroscopy 
and molecular orbital calculations(I-3). Thus, sulfonyl radicals have 
a cr ground state with the unpaired electron localized on the S02 moiety 
and a pyramidal center at sulfur, pyramidality depending on the electro
negativity of the substituents. A detailed conformational analysis has 
also been presented. 

x = alkane, amino, alkoxy, alkene, arene 

Despite the significant body of informations now available for 
these species, absolute kinetic data for the reactions involving sulfonyl 
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radicals are very scarse. One of the purposes of this paper, is to report 
our recent quantitative rate data for this important class of reactions 
obtained by using different spectroscopic techniques together with the 
limited data which appeared in literature in the last years. 

Although the electronic spectra, either in organic solvents or in 
aqueous solution, of several sulfonyl radicals have been reported(4,5), 
the data altogether are still somehow misleading and in none of these 
studies was there any attempt to rationalize them. We have now extended 
our experimental study to some of the hitherto unreported optical ab
sorption spectra of sulfonyl radicals; in particular we tried to ration
alize some of the unusual properties observed. 

RESULTS AND DISCUSSION 

Optical Absorption Spectra 

In the present study we employed modulation spectroscopy, laser flash 
photolysis and pulse radiolysis techniques. Sulfonyl radicals were gene
rated by the sequence of reactions 1-3 in modulation spectroscopy and 

Me3COOCMe 3 
hll 2 Me3CO' (1) • 

Me 3CO' + Et3SiH • Me3COH + Et3Si' (2) 

Et 3Si' + RS02Cl • Et 3SiCl + RS02 ' (3) 

laser flash photolysis (see infra), while in pulse radiolysis the radi
cals were generated by the following fast dissociative electron-capture 
reaction, vis., 

RS02Cl + e aq (4) 

The optical absorption spectra of sulfonyl radicals obtained in the re
gion 300 to 500nm show a continuous broad band with Amax at around 340nm. 
All the data~btained(6) together with those available in the literature 
(4,5) have been summarized in table I. 

TABLE I. Summary of the Optical Absorption Spectra of 
Sulfonyl Radicals 

Radicals Solvent Amax,nm 
-1 -1 8max ,M cm 

RSO . hydrocarbons 355 ---1000 2 H2O 332 

ArS02 ' hydrocarbons 330 ""1000 H2O 315 
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In table I the extinction coefficients at A~a obtained by three differ-x -1 -1 . ent methods are also reported. The values 0 ca. 1000 M cm WhlCh 
should be associated, to first approximation, with low oscillator strenghs, 
suggest that the transition is forbidden. 

These results can be rationalized by constructing a qualitative 
molecular orbital diagram for sulfonyl radicals (see figure 1). Thus, on 
the left side of figure 1 are reported the four highly occupied molecular 

t--~l t t, 
I ,- ___ ' , .............. '" 

I I -t- ___ ' .......... 
I I I +--_ - ....... 

I I I ' --_ ...... 

L_ _ 1. .L4 absorpt:~:::~ , , l i ,- "t- --:t 
-- _ ...... , I 

-""'\-- ............... I 
..... --- ..... - .... 

Figure 1. Qualitative MO diagram for sulfonyl radicals 

orbitals derived by combination of four oxygen 2p, one a-bonding, and two 
sulfur 3d orbitals similar to the ones reported for the parent diamag
netic molecule based on the photoelectron spectroscopic data (for sim
plicity only the four oxygen 2p orbitals have been reported)(7). Further
more, for symmetry reasons the unpaired electron on sulfur should interact 
witp the highest and lower of these four orbitals, as shown in figure 1, 
to give the orbital sequence in sulfonyl radicala. 

Figure 1 shows the kind of transition for the observed band, i.e. 
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a nonbonding oxygen electron is placed in the SOMO (Single Occupied 
Molecular Orbital). This assignment is in accord with our preliminary 
ab initio calculations(6). Moreove~, these transitions occuring within 
the S02 moiety are also in agreement with the a character of the sulfonyl 
radicals derived from EPR spectroscopic data(1-3). 

From table I two observations can be made. The first concerns the 
blue shift of 22 and 15nm in aqueous solution relative to hydrocarbon as 
a solvent for alkanesulfonyl and arenesulfonyl radicals respectively; in 
fact, in aqueous solution the four highest doubly occupied molecular 
orbitals in sulfonyl radicals will be stabilized by intermolecular hydro
gen bonding and consequently a blue shift should be observed. The second 
observation is the red shift of RS02 ' with respect to ArS02'; the expla
nation stands on the fact that the HOMO (Highest Occupied Molecular 
Orbital) of the aryl fragment in ArS02' is higher in energy with respect 
to the HOMO of the alkyl fragment in RS02 ', thus the interaction of the 
former with the SOMO of S02 moiety will be stronger relative to the 
latter. That is, the energetic gap for the absorption (see figure 1) will 
be larger in ArS02' than in RS02'. 

Kinetic Data 

Formation. The most common way to generate sulfonyl radicals for spec
troscopic studies is the abstraction of a halogen atom from the corre
sponding sulfonyl halides, viz., 

R'SOX+R' 
2 ---" R 'S02' + RX 

Reaction 5 has also been found to be the key step in several radical 
chain reactions, i.e., in the adduct formation of sulfonyl halides with 
alkenes as well as in the decomposition of alkane sulfonyl halides(8). 
However, kinetic data for reaction 5 are very limited. In order to fill 
this gap, we have used laser flash photolysis techniques to examine the 
reactivity of some radicals towards sulfonyl halides, 

Laser flash photolysis technique, in principle, allows rate constants 
for reaction 5 to be measured directly by monitoring either the decay of 
the reagent or the growth of the product radicals. However, transient 
optical absorption due to R' (alkyl, phenyl or triethylsilyl)(9,10) or 
R'SO?' radicals are too weak to be used for accurate kinetic studies, 
partlcularly if one considers that in order to minimize the occurence of 
second-order processes, it is usually necessary to considerably attenuate 
the excitation dose. Therefore we have preferred to use two indirect 
methods (11 ,12) : 
(A) The rates of the reactions of triethylsilyl radicals with various 
sulfonyl halides were measured by using the technique described previous
ly, in which benzil is used as a probe to monitor the Et Si' radical 
concentrati on (11 ) , 3 

Et3Si' + RS02X 

Et 3Si' + PhCOCOPh 

• Et3SiX + RS02 ' 

• PhC(OSiEt3 )COPh 
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In this system (see eqs 1,2,6,7), the kinetics of formation of PhC(OSiEt 3) 
COph is monitored for a series of samples with a constant concentration 
of benzil and variable concentrations of sulfonyl halides. The time pro
file for formation of PhC(OSiEt 3)COPh (monitored at 378nm) leads to ex
perimental pseudo-first-order rate constant, kexpt ' which is related to 
the elementary step of interest according to equation 8 

(8) 

where ko includes all pseudo-first-order modes of decay of Et3Si' other 
than reactions with benzil and sulfonyl halides. 
(B) The rates of reactions of alkyl and phenyl radicals with u-toluene
sulfonyl chloride, PhCH2S02Cl, were measured by using the following 
system(12) : 

PhCH2S02Cl + R' 

PhCH2So2 ' 

fast 
...;:..;:~-" R' 

---" PhCH2S02 ' + RCI 

---" PhCH2 ' + S02 

(9 ) 

(10) 

In a system like this, where reaction 10 is a very fast process(see infra), 
when radical R' can be generated "instantaneouslytl the time profile for 
the formation of PhCH2 ' (monitored at 317nm) leads to experimental pseudo
first-order rate constant, k~xpt. which is related to the elementary step 
of interest according to equatlon 11 

k' expt= k6 + k9 [PhCH2S02Cl] (11 ) 

where k6 is a rate constant that includes all first- and pseudo-first
order processes that alkyl or phenyl radicals undergo in the absence of 
substrate PhCH2S02Cl and which are not affected by PhCH2S02Cl. 

The values of k6 and k9 obtained by these two ways are absolute 
rate constants and measure the overall (or molecular) reactivity of the 
substrate. The results are summarized in table II together with data of 
Horowitz which had been measured previously(13,14). 

The rate constants, measured at ca. 298K. show that reaction 6 is 
essentially a diffusion-controlled process for both alkane- and arene
sulfonyl chlorides. While for the sulfonyl fluorides the rate con
stants are considerably lower than diffusion-controlled ones, still 
they are very similar for both alkane- and arenesulfonyl fluorides. We 
therefore conclude that arenesulfonyl radicals are not appreciably stabi
lized relative to alkanesulfonyl radicals in agreement with the 0 -type 
structure derived from our EPR data(1,2) but in contrast with Benson's 
thermodynamic arguments which suggest that the PhS02 • has a stabilization 
energy of 13 kcal!mol(15). 

The Arrhenius parameters listed in table II show that in the Cl
transfer reaction between PhCH2~02C1 and primary or secondary alkyl ra
dicals the reactivity trends, to a large extend, are determined by the 
abnormally high preexponential factor (n.b. a "normal" preex.p~8ential 
factor for free-radical abstraction is considered to be 108 •5 .5M-ls-l(16). 
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TABLE II. Absolute Kinetic Data for Halogen Abstraction by Some Radicals 
from Sulfonyl Halides 

Substrate Radical 
-1 -1 

log A/M s E ,kcal/mol a 

-1 -1 k,M s 
at 298K 

CH3SOl 

p-CH3C6H4SOl 

CH3S02Cl 

CH3CH2CH2S02Cl 

C6H5CH2S02Cl 

(CH3CH2)3Si ' 

(CH3CH2 )3Si ' 

a c-C6Hn ' 

(CH3CH2 ) 3Si . 

C-C6Hn ·b 

CH3CH2CHlH2 . 

CH3CHlHCH3 

C6H5' 

(CHlH2) 3Si . 

(CH3CH2 )3Si ' 

9.1 

10.1 

9.6 

aFrom ref. 13 bFrom ref. 14 CAt 393K 

4.9 

5.5 

4.8 

1.3xl07 

8.9xl06 

2.9xl05 

3.2xl09 

L5xl06c 

6 
1.3xlO 

L2Xl06 

LOxl08 

5.7xl09 

4.6xl09 

We attribute the high preexponential factors to the great importance of 
polar contribution to the transition state(17). 

PhCH2S02Cl 'R ..... --... PhCH2S02 ' Cl. + - • + R ..... --... PhCH2S02 Cl R 

(I) (II) ( III) 

(12) 

That is, the great electron affinity of sulfonyl chlorides(18) will in
crease the contribution of the canonical structures with charge separa
tion to the transition state. So far, it has been recognized that charge
transfer interactions to the transition state enhance the reaction rate 
by reducing the activation energy, this being in excellent agreement with 
the present results. However, the charge-transfer may exert a greater 
influence on the preexponential factor than on the activation energy: 
When there is no polar contribution to the transition state the reaction 
occurs only when C, Cl, and S atoms are colinear or nearly so, whereas 
a strong polar contribution to the transition state will relax this 
restriction (see scheme I). In the limiting case of complete electron 
transfer the resultant ion. pair would not be subject to any restriction 
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SCHEME I 

R' 
\ . 
,S- Cl-------R 

=1= 

O/J 
° 

no polar contribution strong polar contribution 

in their relative rotational motion. This gain of two rotational degree 2 
of freedom in the transition state would increase the A-factor by ca. 10 
The fact that the A-factor of reaction 9 is at least one order of mag
nitude greater than a "normal" one means that electron transfer is ex
tensive in the reaction transition state. In a similar way, the increase 
in the reactivity from CH3S02Cl to PhCH2S02Cl is largely due to an in
crease in the preexponent1al factror (see table II), which we attribute 
to the increased importance of polar effects; that is, the electron
withdrawing phenyl group will stabilize the sulfinate anion of the 
resonance form (III) in eq 12. 

Decay. One of the peculiar features of sulfonyl radicals 1S the a-scission 
process, viz., 

RSO . 
2 

For comparison purposes activation energies for reaction 13, in both gas 
and liquid phase, are collected in table III. The value of a-toluenesul
fonyl radical is in line with the activation energies of the other RS02 ' 
desulfonylation, provided allowance is made for differences in the sta
bilization energies of the organic radicals that are produced. However, 
electrostatic repulsions within the radical molecule and phase effect may 
influence considerably activation energies. 

TABLE III. Activation Energies for the Decomposition 
of Some Sulfonyl Radicals 

Radical E ,kcal/mol a Phase Ref. 

CH3S02 ' 22.4 gas (19) 

CH3CH2S02 ' 19.9 gas (20) 

CH3CH(Cl)S02' 13.4 liquid (2l) 

C6H5CH2S02 ' 5 liquid (22) 
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A characteristic reaction of free-radicals is the bimolecular self
reaction which in many cases proceeds at the diffusion-controlled limit. 
We have measured by kinetic EPR spectroscopy rate constants for the sel±'
reaction of CH3S02 ', CH3CH2S02 ', C6H5S02' and 2,5-dichlorobenzenesulfonyl 
radical(22). At 233K and in cyclopropane as a solvent the values found 
for 2k14 were in the range (4.5±1.5)xl09 M-IS-l for all RS02 ' radicals. 

° ° 
II " R-S-S-R 
II II 
c ° 2 RS02 ' (14) 

° II 
R-S-O-S-R 

II II 
° ° 

Previ?u~ measurements ~n s?lution of 2k 4/cA' ~here cA is the ~xtinction 
coeff1c1ent at the mon1tor1ng wavelenght, by t1me-resolved opt1cal spec
troscopy have given rate constants also at8the diffusion-controlled limit 
but slightly lower than our ones (ca. 5xlO M-l s-l )(5,23). This discrep
ancy may arise from the uncertainties in the values used for extinction 
coefficient for the sulfonyl radicals in the optical kinetic work. It 1S 
worth mentioning that the most interesting feature of the bimolecular 
self-reaction of sulfonyl radicals is that they can combine to form 
either an intermediate sulfonyl sulfinyl "anhydride" the decomposition 
of which is expected to yield RSO' and RS03 ' radicals or an a-disulfone 
(see eq 14)(24). Finally, the rate constants for the radical-radical 
reactions of c-C6HllS02 ' wi~h C-C 6H1IOOS a~d ~H3(CH2)1200' have been 
recently found to be 1.5xlO and 3.0xlO M Is 1 respectively at 293K(25). 
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DENSITY AND CONCENTRATION FLUCTUATIONS IN MACROMOLECULAR 
SYSTEMS AS PROBED BY DYNAMIC LASER LIGHT SCATTERING. 
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Research Center of Crete, 711 10 Iraklion, Crete, 
Greece. 

ABSTRACT: A potential information on space and time 
resolved properties of polymeric systems may be obtained by 
employing dynamic light scattering. For undiluted polymers, 
the light is scattered by local thermal density fluctuations 
which are related to dynamic mechanical properties. For 
polymer mixtures, concentration fluctuations dominate the 
polarized Rayleigh spectrum which yields insight into the 
mutual diffusion of the polymer chains. Examples of 
application are given from recent studies of amorphous bulk 
poly(phenylmethylsiloxane), poly(styrene) and their 
compatible mixture as well. 

1.INTRODUCTION 

The quantities measured in the light scattering 
spectroscopy are either the autocorrelation function of the 
scattered intensity G(t) or the spectral density of the 
scattered electric field I(w). Both quantities are 
determined by the fluctuations [1]: 

6o.(q,t) = I:a.if (j,t) exp iqr (j,t) 

Where aif (j,t) is the projection of the polarizability 
tensor a.(j,t) of the i-th segment onto the initial (i) and 
final (f) polarization of the electromagnetic wave, r(j,t) 
is the position of the center of mass and q is the 
scattering wave vector. 
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In the VV scattering geometry (V denotes vertical 
polarization with respect to the scattering plane) the major 
part of the scattering intensity for undiluted polymers 
arises from local thermal density fluctuations The 
correlation functions G(t) exhibits a highly nonexponential 
shape and the average relaxation time is found to be 
q- independen t in the q + 0 limit [2 J • Al terna ti vely for 
compatible polymer mixtures, concentration fluctuations 
should dominate the VV-intensity. For non-entangled chains, 
G(t) decays exponentially with a characteristic q2_ 
dependent relaxation rate [3J. In this short paper, we 
demonstrate the applicability of the photon correlation 
spectroscopy to the study of molecular motion in polymers. 
We report results from recent investigations of low 
molecular weight (MW) undiluted poly(phenylmethylsiloxane) 
(PPMS), [4J, polystyrene (PS) [5J and their compatible 
mixture [6J above the glass transition temperature Tg. 

2. SLOW DENSITY FLUCTUATIONS IN BULK POLYMERS 

Near and above Tg the density fluctuations possess 
characteristic decay times falling into the time range 
(IO-IO-~) of the photon correlation spectroscopy. Under 
self beating conditions the desired relaxation function g(t) 
can be obtained from the measured quantity G(t) through the 
relation: 

(2 ) 

where A is the base line computed or measured at long delay 
times t. The contrast factor b which is treated as a 
fitting parameter, is proportional to the fraction of the 
total scattered intensity arising from slow nonpropagating 
density fluctuations [7]. 

b 1/2", ({7n)2 Xo-Xoo 
{7p T Xoo (3) 

In Eq.(3),Xo, Xoo are the limiting compressibilities at low 
and high frequencies respectively and n is the refractive 
index. 
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Fig. 
bulk 
(PS) 
fits 
both 

1 Normalized density correlation functions (dots) in 
poly(phenylmethylsiloxane) (PPMS) [4] and pOlystyrene 

of molecular weight 2000 [5]. Solid lines represent 
of eq. (4) to the experimental data with ~=0.44 for 

polymers. 

Figure 1 shows two normalized correlation functions (g(t))2 
for the undiluted PPMS (MW = 2600, Tg = 229 K) and PS (MW = 
2000, Tg=325 K) at 1000 bar and temperatures 274 and 374 K 
respectively. The experimental G(t) were measured with a 
96-channel Malvern correlator. 

The functions get) do not conform to 
exponential form but can be well described by 

get} (4 ) 

a single 

where /3 (0</3<1) is a measure of the width of the 
distribution of relaxation times. In most case /3>0.3 and a 
meaningful average time .=(.*//3).r(l//3) (r(l//3) being the 
gamma function) can be obtained. The time. exhibits a 
strong temperature dependence (Fig. 2) which can be 
described by the free volume equation • 

(5) 

The activation parameter E* and the time .* as well can be 
discussed in the framework of a generalized coupling model 
of relaxations reported recently [8]. 
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Fig. 2 Semilog plot of the monomeric diffusion coefficient 
nO (cm2 Is) of the mixture PPMS/PS and the structural 
relaxation time L for the undiluted components vs l/(T-To). 
The solid lines represent the least squares fit of eq. (5) 
to the data. For PPMS, the solid line was calculated from 
high pressure data [4]. 

The model predicts the fractional exponential eq (4) with a 
coupling parameter n=.l-13 and the relation L*,,-1:2,(1-n) between 
the apparent time .* and a primitive time .0' The latter is 
proportional to the monomeric friction coefficient jo, which 
obeys eq (5) but with an activation energy Eo= E*' (l-n) 
Thus the temperature dependence of .* can be used to infer 
the temperature dependence of joe This possibility was 
tested in the case of PPMS, where n=0.56 and E*, Eoamount to 
13.8 and 5.8 kJ/mol respectively [9]. For PS , less 
flexible chain n = 0.6 and E* = 18.4 kJ/mol [5] • with 
these values, the activation energy Ecfor PS is computed to 
be 7.4 kJ/mol. To provide a test of this estimate, we need 
to measure E either for the promitive relaxation time.o or 
the microscopic coefficient jofor sufficient short PS chains 
(n,,-O). This will be discussed below when the diffusion 
results are represented. 

Finally, a practical' application of the relaxation 
functions get) is the computation of the retardation 
spectrum and hence the prediction of important viscoelastic 
functions of amorphous bulk polymers near Tg [10] • 
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POLYMER 

Recently, considerable theoretical interest was focused 
on the dynamics of concentration fluctuations in polymer 
mixtures [3,11-13]. For non-entangled chains in the regime 
q.Ro«l (Ro being the radius of gyration) the relaxation 
function g(q,t) decays exponentially with a relaxation rate 
l/.m = Dmq2where the mutual diffusion Dmis given by 

(6 ) 

S(O) in the limit q+O is the static scattering intensity due 
to concentration fluctuation and ~ is the volume fraction. 
The monomeric diffusion DOdepends on the composition and the 
microscopic Rouse diffusivities D~ n&.in the limit <pAO and q)a 
o respectively. While in the molecular theories [3,10], no 
is a geometrical average of the individual diffusivities, in 
the phenomenological theory of interdiffusion [12, 13], nPis 
an arithmetical mean of D~B and D~A. 

To verify these rather strong theoretical predictions 
we have conducted a photon correlation study of g(q,t) of 
the compatible mixture PPMS/PS for different fractions of PS 
over a wide temperature range [6]. Figure 3 shows a semilog 
plot of a net correlation function b g(q,t) (eq. (2» at 
168 °C. The solid line on the plot represents the least 
squares fit of eq. (4) to the experimental data taken with 
a 28 log-spaced delay channel Malvern (K 7027) correlator. 
The amplitude b is proportional to the total scattered 
intensity arising from concentration fluctuations 5~(q) 

< I~(q) 12 > (7 ) 

where (an/3~) is the refractive index increment. The value 
of the distribution parameter e amounts to 0.86. This 
should be contrasted with the corresponding value of e(~0.4) 
in the pure components where the laser light is scattered 
by density fluctuations. 

The strong temperature dependence of DOwhich is mainly 
dictated by the monomeric friction jois depicted in Fig. 2. 
Figure 2 includes for comparison the structural relaxation 
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PPMS/PS 

Fig. 3 Net concentration auto correlation function (dots) 
vs logt for the mixture PPMS/PS. The solid line represents 
the fit of eq.(4) with =0.86 to the experimental function. 

time. for the pure components. Equation (5) describes well 
the temperature dependence of D with To= 204.3 K and Eo= 11 
kJ/mol. The values of EPand c2 = (Tg-To= 59K) should be 
compared with those of the friction coefficient in pure 
components. For PPMS [4], the reported values are 5.8 
kJ/mol and 20 K whereas the corresponding values for pure PS 
are l3±2 kJ/mol and 55±7 K [14]. The experimental finding 
that the values of EOand c20f the mixture resemble to those 
of pure PS and not of PPMS, is in favor of the molecular 
theory [3,11], which predicts a dominance of the less mobile 
chain. 

If we assume, that the temperature dependence of the 
mutual diffusion Dmis that of the monomeric friction of PS 
chain then the ratio EO/E* is larger than the predicted 
value l-n of the coupling theory. This quantitative 
discrepancy may stem from the uncertainty in the value of Tg 
for the mixture and the temperature dependence of the 
prefactor connecting '0 with jo' To clarify the l~tter 
point, as well as the concentration dependence of DOfurther 
studies are in course. 
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N02 radical, 379 
Nanosecond infrared laser pulses, 395 
Nanosecond laser T-jump chemical relaxation technique, 565 
Nanosecond time regime, 405 
Nanosecond time-resolved spectroscopic techniques, 565 
Nitroalkane molecules, 379 
Nitroaromatics, 395 
Nitrobenzene, 289, 405 
Nitrocellulose containing propellants, 455 
Nitroform anion, 379 
Nitromethane, 289, 425 
Nitronaphthalenes, 405 
Noble gas halide ions, 135 
Non-adiabatic ,process , 21 
Non-radiative decay, 165 
Non-thermal vibrational energy, 151 
Nonbonding oxygen electron, 571 
Nonempirical ab-initio calculations, 311 
Nonlinear optical processes, 229 
Nonpolar media, 405 
Nozzle beams, 115 
Nucleation and growth of clusters, 71 
Numerical calculations, 229 

One-dimensional electron exchange, 57 
Optical physics, 207 
Optimal crystal-packing, 311 
Organic free radicals, 379 
Organized monolayer assemblies, 525 
Orifice diameter, 345 
Orifice plates, 345 
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Permanent or field-induced asymmetry, 503 
Perturbation, 483 
Perturbation parameter, 483 
Perturbation techniques, 171 
Phase transitions, 115 
Phenanthrene, 179 
Photochemical and photobiological changes, 41 
Photochemical aspects of vibrational energy, 151 
Photochemical reactions of bacteriorhodopsin, 179 
Photochemistry, 475 
Photochromic species, 565 
Photodissociation of aromatic molecules, 1 
Photoejection, 165 
Photoinduced charge separation, 525 
Photolysis, 179 
Photolysis techniques, 483 
Photophysical process, 151 
Photophysics, 475 
Photosynthetic bacteria, 525 
Photosynthetic reaction center, 525 
Picosecond laser pulses, 171 
Picosecond Raman, 151 
Picosecond or nanosecond time range, 565 
Picosecond pulses, 41 
Picosecond spectroscopy, 151, 165 
Picosecond time resolved fluorescence, 171 
Pile-up model, 469 
Planned molecular arrangements, 525 
Polar forces, 115 
Polarity of the solvent medium, 405 
Polarizability tensor, 145, 581 
Polarization of the electomagnetic wave, 581 
Polarized Rayleigh spectrum, 581 
Poly(phenylmethylsiloxane), 581 
Poly(styrene), 581 
Polyatomic molecules, 179 
Polymer chains, 581 
Polymer mixtures, 581 
Polymeric systems, 581 
Polymers, 71 
Position vector, 145 
Positive halogen ions, 135 
Potential energy curves, 135 
Power density, 455 
Pressure, 171 
Primary alkyl epoxides, 415 
Primary explosives, 459 
Principal channel for decomposition, 415 
Product state distributions, 21 
Propagation of a detonation wave, 345 



608 
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Propagation of turbulent flames. 345 
Propagation regimes. 345 
Propellant. 455 
Proton transfer. 171 
Protonated neutral radicals. 405 
Protoporphyrin 165 
Pulse radiolysis. 379 
Pulsed Neodymium-Glass laser. 565 
Pyridine complex. 165 
Pyrolysis process. 455 
Pyrolysis products. 455 

Quantum nature of the photon fields. 229 
Quasi-detonation. 345 
Quenching. 345 

RDX. 289. 395 
Rabi frequencies. 229. 251. 267 
Radiative decay. 251 
Radiative spin levels. 57 
Radical anions. 405 
Raman induced Kerr effect scattering. 425 
Raman laser T-jump. 565 
Random walk exponents. 339 
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Rapid dynamics. 41 
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Rapid turbulent mixing. 345 
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Rare gas atoms, 135 
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Rate constant, 339. 405. 571 
Rate models. 415 
Rate of response to the perturbation. 503 
Rates of primary processes. 41 
Rates of proton transfer reactions. 171 
Reacting molecules. 145 
Reaction center. 525 
Reaction dynamics. 71. 145. 207, 565 
Reaction intermediates, 207. 459 
Reaction pathways. 455 
Reaction products, 459 
Reaction rates. 71, 565 
Reaction vessel. 71 
Reaction zone, 345 
Reactive energetic processes, 415 
Reactive triplets, 405 
Reactivity of retinal isomers. 179 
Real intermediate state, 475 
Real-time kinetic relations. 339 
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Recoil velocity distributions, 415 
Relaxation kinetics, 171 
Relaxation of dipole equilibria, 503 
Relaxation process, 565 
Relaxation time, 145 
Resonance Raman scattering, 565 
Resonance scattering, 145 
Resonant transition frequency, 251 
Ring stretching mode of benzene, 425 
Role of vibrational excitation, 395 
Rotational diffusion, 145 
Rotationally excited, 21 

S-triazine, 1 
SCF calculations, 327 
SCF interaction energies, 311 
Scattered electric field, 581 
Scattered light pulses, 145 
Scattering center, 145 
Scattering volume, 145 
Scattering wave vector, 581 
Selection rules, 475 
Selectively highly excited electronic levels, 475 
Self quenching regime, 345 
Shear and turbulence, 345 
Shock heating, 345 
Shock induced chemical behavior, 425 
Shock, 395, 405 
Shock-compression/energy transfer, 425 
Shocked and unshocked liquids, 425 
Short T-jump perturbations, 565 
Short pulse width, 41 
Short time autocorrelation, 145 
Short-lived species, 565 
Single two-level atom, 267 
Single-particle Brownian motion, 339 
Single-reference configuration interaction, 327 
Singlet and triplet states, 251 
Singlet-triplet transition, 57 
Small condensed fragments of metal, 115 
Solid propellant, 455 
Solvated electrons, 379 
Sonic or choking regime, 345 
Sound speed, 345 
Spark, 395 
Spatial fluctuations of the polarizability, 145 
Spectral changes, 551 
Spectral characterization of sulfonyl radicals, 571 
Spectral density, 581 
Spectral diffusion, 57 
Spectral functions, 229 
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Spectroscopy, 115 
Spectroscopy of aromatic hydrocarbons, 1 
Spontaneous Raman scattering, 425 
Stable absorbers, 207 
Stable electronic configurations, 165 
Stable xenon and krypton fluorides, 135 
State resolved laser induced fluorescence, 415 
Steady state velocity, 345 
Stilbene ions, 179 
Stimulated Raman scattering, 425 
Stimulated one- and three-photon processes, 251 
Stimulated one-photon and multi-photon processes, 267 
Stimulated processes, 267 
Strained ring heterolytic systems, 415 
Stressed crystals and polycrystals, 469 
Strong laser field, 229, 251, 267 
Strong resonant electromagnetic fields, 229 
Structural and conformational changes, 179 
Structure of the transition state, 21 
Structure of van der Waals molecules, 115 
Styrene, 1 
Substituted anthraquinones, 179 
Substituted aromatic hydrocarbons, 1 
Sudden energy dissipation, 469 
Sulfonyl halides, 571 
Sulfonyl radicals, 571 
Sulfur containing compounds, 571 
Supersaturated vapors, 115 
Supersonic jet expansions, 207 
Surface states, 115 
Symmetric and antisymmetric modes, 251 
Symmetric state, 251 

T-butyl iodide, 21 
T-jump, 171 
T-jump relaxation, 565 
TNB, 405 
TNT, 405 
Temperature, 171 
Temperature-jump, 565 
Tetranitromethane, 379 
Theoretical fracture stress, 469 
Thermal, 395 
Thermal conductivity, 469 
Thermal decomposition of RDX, 395 
Thermal density fluctuations, 581 
Thermal pulse, 405 
Thermal step test, 459 
Thermal vibrational population, 151 
Thermalization process, 151 
Thermally highly excited, 455 
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Thermodynamic equilibrium, 145 
Three-level atom, 229 
Time correlation function, 145 
Time evolution of proton concentration, 171 
Time resolution, 179 
Time resolved fluorescence, 171 
Time-dependent rate coefficient, 339 
Time-of-flight mass spectrometer, 41 
Time-of-flight spectroscopy, 455 
Time-resolved absorption spectroscopy, 207 
Time-resolved resonance Raman spectrOscopy, 179 
Transfer of electronic energy, 135 
Transient absorption spectra, 405 
Transient basic radical anions, 405 
Transient chemical relaxation, 565 
Transient intermediates, 207 
Transient photochemistry, 405 
Transient species, 179, 565 
Transition, 475 
Transition dipole moments, 57 
Transition metals, 165 
Translation energy, 135 
Translational diffusion, 145 
Translational energy distributions, 1 
Translational energy release, 1 
Transport-limited-reactions, 339 
Transverse turbulent" shear layers, 345 
Triethylsilyl radicals, 571 
Trimers, 311 
Trinitromethyl radical, 379 
Triple shock configuration, 345 
Triplet-triplet energy transfer process, 57 
Triplet-triplet excitation transfer, 57 
Triplets, 405 
Tunable dye laser, 229 
Tuned CO2 TEA laser, 395 
Turbulent flame structure, 345 
Turbulent mixing rate, 345 
Two laser fields, 229, 267 
Two-color picosecond lasers, 41 
Two-photon Raman, 267 
Two-photon dissociation, 475 

U.V.-Visible absorption, 565 
UV light, 71 
UV-visible, 395 
Ultrafast chemical reactions, 151 
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Unimolecular and bimolecular decay of sulfonly radicals, 571 
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Unimolecular bond breaking process, 415 
Unimolecular decomposition, 415 
Unimolecular fragmentation, 415 
Unimolecular lifetimes, 415 
Unimolecular reaction dynamics, 415 
Unit cell dimension change, 311 

van der Waals complexes, 207 
van der Waals molecules, 115 
Variable delay, 41 
Velocity detonation phenomenon, 345 
Versatile laser systems, 207 
Vibration periods, 41 
Vibrational analysis, 475 
Vibrational degrees of freedom, 151 
Vibrational energy, 151 
Vibrational energy content, 151 
Vibrational frequencies, 327 
Vibrational mode, 151 
Vibrational randomization process, 151 
Vibrational relaxation, 151, 425 
Vibrational spectroscopy, 151 
Vibrational structures, 179 
Vibrational, rotational, and translational quantum states, 151 
Vibrationally hot electronic ground states, 1 
Vibronically excited-state photophysics, 179 
Vinyl acetate vapor, 71 

Walden inversion, 21 
Weak absorption band, 571 
Weak dipolar mechanism, 57 
Weak signal fields, 267 
Weak turbulent deflagration, 345 

Z-DNA structure, 551 
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