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Preface

A great deal of attention has been devoted in the past ten years in the linguis-
tic and computational linguistics communities to the syntax and the semantics
of nouns, verbs and also, but to a lesser extent, to adjectives. Related phe-
nomena such as quantification or tense and aspect have motivated a number
of in-depth studies and projects. In contrast, prepositions have received less
attention. The reasons are quite clear: prepositions are highly polysemic, pos-
sibly more so than adjectives, and linguistic realizations are extremely difficult
to predict, not to mention the difficulty of identifying cross-linguistic regulari-
ties. Furthermore, a number of languages do not use prepositions or postposi-
tions (or make a limited use of them) and prefer other linguistic forms such as
morphological marks, e.g. case marks.

In argument structure, prepositions often play the crucial role of a mediator
between the verb’s expectations and the semantics of the nominal argument.
The verb-preposition-noun semantic interactions are very subtle, but totally
crucial for the development of an accurate semantics of the proposition. Lan-
guages like English have verbal compounds that integrate prepositions (com-
positionally or as collocations) while others, like Romance languages or Hindi
either incorporate the preposition or include it in the prepositional phrase. All
these configurations are semantically as well as syntactically of much interest.

Let us mention, however, projects devoted to prepositions expressing space, 

time and movement in artificial intelligence and in natural language processing, 

and also the development of formalisms and heuristics to handle prepositional 

phrase attachment ambiguities. Prepositions are also present in subcategorization 

frames of predicative lexical items, but often in an informal and coarse-grained 

way. Let us also mention the large number of studies in psycholinguistics and in 

ethnolinguistics around specific preposition senses. Finally, prepositions seem to 

reach a very deep level in the cognitive-semantic structure of the brain: cognitive 

grammar developers often use prepositions in their metalanguage, in order to 

express very primitive notions. An important and difficult question to address, is 

whether these notions are really primitive or can be decomposed and lexically 

analysed.  
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Prepositions turn out to be a very useful category in language, it does not
just play the role of a grammatical marker. Prepositions are essential in a
number of applications such as indexing and knowledge extraction since they
convey basic meanings of much interest like instruments, means, comparisons,
amounts, approximations, localizations, etc. They must necessarily be taken
into account—and rendered accurately—for effective machine translation and
lexical choice in language generation.

Prepositions are also closely related to semantic structures such as thematic
roles, semantic templates or frames, and subcategorization frames. From a
linguistic perspective, several investigations have been carried out on quite di-
verse languages, emphasizing e.g., monolingual and cross-linguistic contrasts
or the role of prepositions in syntactic alternations. These observations cover
in general a small group of closely related prepositions. The semantic charac-
terization of prepositions has also motivated the emergence of a few dedicated
logical frameworks and reasoning procedures.

This book emerges from a workshop on the syntax and semantics of preposi-
tions, organized in Toulouse in September 2003. The aim of this workshop was
to bring together linguists, NLP researchers and practitioners, and AI people
in order to define a common ground, to advance the state-of-the-art, to identify
the primary issues and bottlenecks, and to promote future collaborations. The
main topics were:

The syntax of prepositions: formal or descriptive syntax, prepositions in
alternations, principles in the syntax of PPs, syntactic and semantic re-
strictions. General syntactic-semantic principles. Postpositions or other
equivalent markers (e.g. case).

Cognitive or logic-based formalisms for the description of the seman-
tics of prepositions, in isolation, and in composition/confrontation with
the verb and the NP. Compositional semantics. Logical and reasoning
aspects.

The role of prepositions in applications, in particular: in machine trans-
lation, in information extraction, and in lexicalization in language gen-
eration.

prepositions in semantic frameworks (e.g. Framenet.).  

of prepositions, in isolation, and in composition / confrontation with the 

verb and the NP. Compositional semantics. Logical and reasoning 

aspects.  

 Cognitive or logic-based formalisms for the description of the semantics 

Descriptions: Potential WordNet / EuroWordNet descriptions of prepo-
sition uses, productive uses versus collocations, multi-lingual descriptions: 
mismatches, incorporation, divergences. Prepositions and thematic roles, 
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Corpus-based studies that support or challenge any of the approaches
described above.

Lexical knowledge bases and prepositions. Prepositions in AI, KR and
in reasoning procedures.

The Program Committee, that we warmly thank, was the following :
Nicholas Asher (Austin)
Pushpak Bhattacharyya (IIIT, Mumbai)
Harry Bunt (Tilburg)
Nicoletta Calzolari (Pisa)
Bonnie Dorr (Maryland)
Christiane Fellbaum (Princeton)
Claire Gardent (CNRS, Nancy)
Betsy Klipple (Upenn)
Alda Mari (ENST, Paris)
Palmira Marraffa (Lisboa)
Martha Palmer (Upenn)
Patrick Saint-Dizier (IRIT, Toulouse)
Gloria Vazquez (Lerida)
Laure Vieu (IRIT, Toulouse)

PATRICK SAINT-DIZIER



xiv SYNTAX AND SEMANTICS OF PREPOSITIONS

Acknowledgments

We thank the programme committee, cited in the preface, for their useful
contributions, and two anonymous reviewers who made useful comments on
the whole book.
We also thank our 2 sponsors : Université Paul Sabatier and the GDR-CNRS
Sémantique and the Organizing Committee members: Dr. Farah Benamara,
Véronique Moriceau and Sara Mendès.



Chapter 1

INTRODUCTION TO THE SYNTAX AND
SEMANTICS OF PREPOSITIONS

Patrick Saint-Dizier
IRIT-CNRS
118 Route de Narbonne 31062 Toulouse, France

stdizier@irit.fr

Abstract This first chapter presents basic issues related to preposition syntax and seman-
tics. It introduces different ways to view the syntax of prepositions: relational,
functional and lexical. It also shows the high degree of polysemy of a number
of prepositions and develops some directions to deal with preposition seman-
tics, in particular designed for natural language processing systems, based on
the Lexical Conceptual Structure and underspecification.

Keywords: syntax and semantics of prepositions.

1. The class of prepositions

Prepositions do not exist in all languages. While some languages, such as
Indian languages (Hindi, Telugu, Tamil, etc.), have postpositions rather than
prepositions, but this may be viewed as a rather minor distinction, other lan-
guages do not have prepositions but e.g. morphological marks such as cases,
which play an equivalent role. Prepositions do not form a strict closed class
of elements, as sometimes hastily presented by grammarians. Most languages
with prepositions have a rather limited set of single word prepositions, in gen-
eral between 40 and 120, although there are divergences among grammarians
on the exact nature and definition of a preposition. In addition, there is quite
large number of prepositional compounds, i.e. structures that play the role of
prepositions, that include nouns (sur le côté de, on the left of, al lado de (Fr.,
Eng., Sp.)), adjectives (proche de, close to) or gerundives (se rapportant à,
with respect to). Finally, preposition uses are very different from one language

1 
P. Saint-Dizier (ed.), Computational Linguistics Dimensions of the Syntax and Semantics of Prepositions, 1-25. 
© 2006 Springer. Printed in the Netherlands. 



2 SYNTAX AND SEMANTICS OF PREPOSITIONS

to another, even within closely related languages in a linguistic family, with
often a large number of idiosyncratic constructions: dream about, rêver de
(litt. dream ‘of’ in French), soñar con (litt. dream ‘with’ in Spanish and in
Portuguese). Not surprisingly, a number of prepositions are highly polysemic,
almost comparable to the most polysemous adjectives like good.

The fact that cases or other morphemes or affixes are used in some languages
instead of prepositions indicates that prepositions have specific relations with
other types of linguistic mechanisms. Let us now investigate the different roles
played by prepositions from a syntactic and semantic point of view.

Prepositions can first be viewed as a functional category in syntax: they
are heads of prepositional phrases. The preposition then hierarchically domi-
nates the noun phrase. Prepositions can also be viewed as a semantic relation
between a structure that precedes it (e.g. a verb) and another one that follows it
(e.g. an NP). This relation can be represented as a conceptual relation, as shall
be seen below. Finally, prepositions can be viewed as a lexical category that
imposes both a categorial (structure level) and a semantic selection (seman-
tic restriction level). Similarly to the other predicative categories, prepositions
have type restrictions on their arguments, they assign thematic roles, and they
have a semantic content, possibly underspecified. The only difference with the
other open-class categories like nouns, verbs or adjectives is that they do not
have any morphology. These considerations show the central role played by
prepositions in the proposition and their fundamental predicative and relational
nature.

In the following sections we present some aspects of the syntax and the
semantics of prepositions. These are basic notions meant for the reader unfa-
miliar with prepositions. A number of these notions are further developed in
the following chapters for particular classes of prepositions, or for particular
languages.

2. About the syntax of prepositions

There are only about 50 prepositions in English (for other languages there
is not always a consensus on what a preposition is, e.g. vs. prepositional
compounds). Here is a fairly complete list: aboard, about, above, across,
after, against, along, amid, among, anti, around, as, at, before, behind, below,
beneath, beside, besides, between, beyond, by, despite, down, during, except,
excepting, excluding, following, for, from, in, inside, into, like, near, of, off, on,
onto, opposite, outside, over, past, per, plus, round, save, since, than, through,
to, toward, towards, under, underneath, unlike, until, up, upon, versus, via,
with, within, without.
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In this section, we investigate the different facets of the syntax of preposi-
tions: phrasal constructions with prepositions, prepositions as relations, prepo-
sitions as thematic role assignators and prepositions in alternations.

2.1 Preposition distribution in English and French

Before going into the details of the syntax of prepositions, let us say a few
words about preposition distribution, illustrated here on English and French.

The WFWSE web site indicates that English prepositions (on the lexeme
basis) are distributed as follows in ordinary, everyday English. Among the 30
most frequent words in English, there are 9 prepositions:

Rank indicates here the usage rank of the term all words considered. For
example, of is the second most frequently used word in English.

For French, we have collected 14656 preposition usages from various cor-
pora, their relative occurrence frequencies, within the set of all French prepo-
sitions, are distributed as follows:

The other prepositions (e.g. east of, above, along) occur less than 50 times,
in general less than 10 times. If we do not take into account DE and A and
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their morphological variants, frequencies need to be multiplied by 3.14 (no
relation with the number , though). The observation is that 16 prepositions
occur more than 1%. They are not necessarily the most polysemic ones (e.g.
entre (between) is not very polysemic).

2.2 Phrasal verbs

Phrasal verbs, also called prepositional verbs are verb + preposition con-
structions. These constructions may range from purely idiosyncratic forms
(boil down) to compositional ones (switch on, run into). In the first example,
the preposition has an intransitive use, whereas in the second it has a transi-
tive use, where the NP is missing, possibly elliptical, but can be reconstructed,
e.g. via inference. Other cases include, for example, making explicit an infor-
mation which would by-default be incorporated. For example, in climb down,
the preposition ‘down’ is made explicit because the by-default incorporated
preposition is up.

Non compositional phrasal verbs are common, for example, in English and
German (e.g. ab-stammen, auf-nehmen); they are less frequent in Romance
languages, which mainly allow transitive uses (Il est tombé dessus, he fell on).
Non compositional verb + preposition compounds, also termed verb particle
construction (see e.g. Villavicencio, this volume), are often viewed as a lexical
unit per se, which can subcategorise for a PP or an NP, as in:
(1a) John switched on the light
where ‘switched on’ subcategorises for an NP. In the case of a phrasal verb
where the association verb + preposition is compositional, a useful (but not
systematic) test is that the order of the preposition and the NP can be switched
around:
(1b) John switched the light on.
Which is neither possible with idiosyncratic forms:
* This talk boils to very few concrete propositions down.
nor with prepositions in regular PPs:
* Mary is waiting John for.

In most computational linguistics approaches, phrasal verbs are considered
as separate lexical units: their subcategorization frame(s), possible alternations
and other syntactic properties are described in dedicated lexical entries. It is
indeed very difficult to generalize lexical behavior for a given preposition and
all the verbs with which it can be combined.

2.3 Prepositions as relations

In general, prepositions introduce a relation between two entities or sets of
entities. The first entity is often a kind of external argument while the second

 π
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one is headed by the preposition. In Mary goes to school, to has two arguments:
Mary (external) and school: to(Mary, school). Mary is an argument shared
with the verb go.

Prepositions select in general NPs but also sometimes propositions. In some
cases, NPs or propositions can be ommited, they are however implicit and
can be infered from the context. Prepositions, as shall be seen below, have
their own selectional restrictions. In a VP construction (V PP), the selectional
restrictions imposed by the verb on its indirect object (PP) must in some way
coincide with the type of the PP (e.g. direction, instrument) and with the type
of the NP within the PP. Consider a simple illustration:
(2) to run to school
In (2), run requires a path, probably underspecified w.r.t. the area in which it
occurs. This requirement is met by the preposition to. In turn, to expects an
NP of type: closed, well-delimited, possibly large, space. School meets these
requirements.

Prepositions such as around, out, in, away can be used with empty objects:
go away, stroll around, even if the object is in fact implicit, possibly vague.
Prepositions such as in, into, without select an NP complement: in the room,
without sugar, while prepositions such as out, from can select NP or PP com-
plements: from under the table, out in the streets. Finally, prepositions such as
between select a plural NP: between John and Mary, between my 5 best friends.
Finally, a few authors tend also to consider that prepositions such as from or
down select two NPs, as in from A to B, down A to C. We think this analysis
is not correct because e.g. from only selects A. The expressions from A to B
must be analysed as a compound of type trajectory where from and to play an
equivalent role.

Besides the NP or PP it selects, a preposition has a kind of ‘external’ argu-
ment, possibly shared with another predicate, which is the first element of the
relation:
(a book) on (the table).
(3) (Mary) entered into (the opera house).
A more complex case includes two intertwined relations:
(4a) (Max) steals sweets from (behind the counter). and
(4b) Max steals (sweets) from behind (the counter).
In (4a), steals indeed expects e.g. a kind of trajectory describing the path fol-
lowed by the stolen object, whereas in (4b) sweets are analysed as being in a
fixed position, specified by the preposition behind.

Prepositions can, similarly to verbs, be associated with a subcategorization
frame where the first element of the frame is in general shared with another
predicate, in general a verb. We can then have in a lexical entry the following
description for the accompaniment sense of with:

NP]  :  [NP  ,with
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Selectional restrictions can be added to that frame, on each argument position,
with the same well-known accuracy problems as for verbs. In particular, a
number of preposition senses (at least half of them) can be subject to several
forms of metaphors (Moriceau et al. 03).

2.4 Prepositions and thematic roles

Thematic roles are abstract labels that characterize the semantic relations be-
tween predicates and their arguments. Each argument of a predicate is marked
with a thematic role, which indicates, in a very general way, the ‘semantic’
role played by the argument with respect to the predicate. From this point of
view, thematic roles can be considered as a first level of semantic representa-
tion, of much interest, for example, in knowledge extraction, where it may not
be possible to go much deeper in the semantics, due to the size of the explored
documents. Thematic roles have been subject to many controversies, and there
is still little agreement on their nature, definition, and role in linguistic theories
(Gruber 67), (Jackendoff 87), (Rappaport and Levin 88), (Roca 92), (Ravin
90).

Here is a partial list of roles, which is however generally agreed upon:

agent: the entity who intentionally initiates, makes or originates the ac-
tion described by the predicate,

patient: the entity that undergoes the action described by the predicate,
it is often an animate entity,

theme: the entity moved (in a very general sense) as a consequence of
the action expressed by the predicate, it is often a non-animate entity,

experiencer: the entity that experiences some psychological state result-
ing from the predicate,

goal, source, location: are roles related to spatial, temporal or abstract
fields, expressing respectively the goal, the source or the position of a
temporal, spatial or abstract entity.

Prepositions can be associated with a thematic grid, which contains in gen-
eral one role per argument position, but multiple assignments are also possible

Thematic roles are postulated by a number of authors to be universal, non-

ambiguous, and to cover the whole spectrum of the predicate-argument rela-

tionships. This is certainly somewhat optimistic. Thematic roles are essentially 

assigned to NPs, by verbs, prepositions and VPs via predication. Their uses 

and meanings may be either direct or metaphorical. For example, meteo-

rological forces are often metaphorically assimilated to agents: the wind broke 

the window.
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when two or more roles are relevant, as for verbs. For example, the following
prepositions have the following grids:

In general, a preposition assigns a thematic role to its ‘object’ argument, i.e.
the argument in the scope of the PP it heads. Therefore, towards assigns the
role to its object NP. A preposition being a relation, it is also necessary to
take into account another argument, the first argument of the relation, a kind of
’external’ argument, that the preposition shares in general with the verb of the
proposition (or another type of predicate). This latter argument gets thematic
roles from at least two sources, which must, obviously, be compatible.

Thematic roles can be defined a priori as by-default roles, which are as-
signed in sentences when there is no contradiction. However, in a number of
situations, they can be revised, in particular in sense extensions, for example

matic role typologies (Boguraev 79), (Dowty 89, 91), (Saint-Dizier 99). For
example, in:
The arrow moves towards the target: the external argument is a theme,

ing all the possibilities in the lexical entry of towards. In general, the role(s)
mentioned a priori is(are) the most prototypical.

2.5 Prepositions and PP attachment ambiguities

Since the very beginning of language processing techniques, the manage-
ment of PP-attachment ambiguities has been a real challenge, for which no
fully satisfactory solution has ever been proposed. One of the reasons is that re-
solving such ambiguities often requires non trivial contextual inferences, sim-
ilarly to e.g. reference resolution (remember the well-known example I saw a
man with a telescope in the park).

However, the developement of large ontologies, used to type in a relatively
accurate way predicate arguments and the introduction of heuristics or prefer-
ences (based e.g. on statistical analysis and learning techniques) allowed sig-
nificant progress in this area. If attachment cannot be resolved at parse time,
a common approach is to produce a syntactic (or semantic) representation that
allows the representation of the ambiguity (e.g. by means of multiple links
in syntactic trees which become locally graphs). The ambiguity may then be
resolved during the interpretation.

on: [theme, location]. 

between: [theme, location]. 

towards: [theme  agent, goal]. 

goal

John runs towards the restaurant: John is an agent.
This problem can be solved by leaving the first role underspecified or by list-

goal can become location. This is typical in systems with more refined the-

∨
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2.6 Prepositions in syntactic alternations

In her book, Beth Levin (Levin 93) shows, for a large set of English verbs

(about 3200), the correlations between the semantics of verbs and their syntac-

tic behavior. More precisely, she shows that some facets of the semantics of

verbs have strong correlations with the syntactic behavior of these verbs and

with the interpretation of their arguments. This very important work emerged

formation extracted form corpora. Other authors have studied in detail the

semantics conveyed by alternations, e.g. (Pinker 89) and the links between

them (Goldberg 94).

2.6.1 The alternation system. An alternation, roughly speaking, de-
scribes a change in the realization of the argument structure of a verb. The
scope of an alternation is the proposition. Modifiers are considered in some
cases, but the main structures considered are the arguments, including prepo-
sitions, and the verb. Arguments may be deleted or ‘moved’, NPs may become
PPs or vice-versa, and some PPs may be introduced by a new preposition. Al-
ternations may also be restricted by means of constraints on their arguments.

Beth Levin has defined 79 alternations for English. They basically describe
‘transformations’ from a ‘basic’ form. However, these alternations have a pri-
ori little to do with the assumptions of Government and Binding theory and
Movement theory, in spite of some similarities. The form assumed to be ba-
sic usually corresponds to the direct realization of the argument structure, al-
though this point of view may clearly be subject to debate. Here are now a few
types of alternations, among the most common ones. References about works
establishing these relations can be found in (Levin 93).

The Transitivity alternations introduce a change in the verb’s transitivity. In
a number of these alternations the subject NP is deleted and one of the objects
becomes the subject, which must be realized in English. The Middle alterna-
tion is typical of this change:
John cuts the cake The cake cuts easily.
As can be noticed, it is often necessary to add an adverb to make the sentence
acceptable. The Causative inchoative alternation (Levin 93) concerns a dif-
ferent set of verbs:
Edith broke the window The window broke.
Verbs undergoing this alternation can roughly be characterized as verbs of
change of state or position.

Under the transitivity alternations fall also alternations where an object is
unexpressed. This is the case of the Unexpressed object alternation where the
object1 is not realized. A number of verbs undergo this alternation. In most

→

→

/

from the synthesis of specific investigations on particular sets of verbs (e.g.

movement verbs), on specificsyntactic behaviors and on various types of in-
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cases, the ‘typical’ object is somewhat ‘implicit’ or ‘incorporated’ into the
verb, or deductible from the subject and the verb. This is the case, e.g., for the
Characteristic property of agent alternation:
This dog bites people This dog bites.

2.6.2 Alternations involving prepositions. An interesting alternation,
with a heavy semantic impact, is the conative alternation that changes the ob-
ject NP into a PP introduced in English by at (sur in French), as in:
Edith cuts the bread Edith cuts at the bread.

A second set of alternations deals with changes within the arguments of the
VP. One of the most popular alternations is certainly the Dative alternation
which concerns verbs of giving, of future having, of transfer, etc., as in:
Edith hands the baby a toy Edith hands a toy to the baby
(we use the symbol for some examples when we feel that both forms have
equal status, i.e. one or the other could be considered as basic). The same
phenomenon occurs for the Benefactive alternation:
I carve a toy for the baby I carve the baby a toy.
The Spray Load alternation involves the permutation of the arguments in the
VP and the preposition alternation on with:
to spray paint on the wall to spray the wall with paint.
English is particularly rich in this type of phenomenon. Let us note also the
Material product alternation:
Martha carves a toy out of a piece of wood Martha carves a piece of wood
into a toy,
and the With Against alternation:
to hit a stick against the fence to hit the fence with a stick.

2.6.3 The location alternations. The location alternations, a family of
alternations which involve a permutation of object1 and object2 and a prepo-
sition change, are also of much interest. The participation to certain of these
alternations allows one to predict the type of motion and the nature of the end
state. Verbs which focus only either on the motion (e.g. pour) or on the re-
sulting state (e.g. fill) do not alternate. Verbs that alternate constrain in some
manner both motion and end state. Let us now specify in more depth these
constraints, since in fact quite a few verbs do alternate.

For example, let us consider the into/with alternation. (Pinker 89) differen-
tiates among verbs which more naturally accept the into form as their basic
form and which alternate with a with form. Their general form is:
Verb NP(+theme) onto NP(+destination), and they alternate in:
Verb NP(+destination) with NP(+theme).

→

→

↔
↔

↔

↔
↔

↔

↔

/

/

/
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Load hay into the wagon / Load the wagon with hay.

Other verbs more naturally take the location/container as object (e.g. stuff),
their basic form is more naturally:
Verb NP(location) with NP(+theme), and alternate in:
Verb NP(+theme) onto NP(+destination).
stuff the truck with hay / stuff hay onto the truck.

Verbs which undergo the ‘into/onto’ alternation, have one of the follow-
ing properties: simultaneous forceful contact and motion of a mass against a
surface (brush, spread, ...), vertical arrangement on a horizontal surface (heap,
pile, stack), force is imparted to a mass, causing ballistic motion along a certain
trajectory (inject, spray, spatter), etc. Those which do not alternate have, for
example, one of the following properties: a mass is enabled to move via grav-
ity (spill, drip, spill), a flexible object extended in one direction is put around
another object (coil, spin, twist, wind), a mass is expelled from inside an entity
(emit, expectorate, vomit). As can be seen here, the properties at stake are very
precise and their identification is not trivial, especially for verbs which can be
used in a variety of utterances, with some slight meaning variations.

In general, alternations are described at a global level, and each verb is
associated with the alternations it undergoes. Preposition changes are thus
specified at this level. A priori, there is no specific information encoded in the
preposition lexical entries.

3. Polysemy and sense restrictions

In this section we briefly evoke the problem of polysemy, crucial for prepo-
sitions, and the difficulty of characterizing sense boundaries, in particular by
means of selectional restrictions. Representation issues are presented in the
next section, after these preliminaries.

3.1 Prepositions and polysemy

It is well known that prepositions are highly polysemic and enter into a large
number of metonymies and metaphors. However, some prepositions have very
restricted uses such as west of, in order to, during, in spite of, in favor of,
except, thanks to, concerning, via, etc. We believe that it should be possible
to identify a reasonable number of kernel’ senses for each preposition, that
accomodate several forms of variations.

The identification of a preposition sense needs to be based on the observa-
tion of groups of usages. Two criteria must be taken into account: (a) the nature
and the stability within a certain semantic domain related to the head noun type
of the PP controlled by the preposition, that confirms the ontological basis of
the sense and, concomitantly, (b) the restrictions required by the verb on the

‘
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nature of the PP, if it is an argument. Dictionary definitions and multilingual
considerations may also help. Pragmatic factors may also interfere, but this is
much more ad’hoc.

Although prepositions have some idiosyncratic usages (probably much less
in French than in English), most senses are relatively generic and it should be
possible to characterize them using relatively consensual and high-level ontol-
ogy labels.

Let us consider the case of the French preposition par. We have identified
six senses which can be identified and characterized as shown below. These
senses occur in very diverse ontological domains while being all approximately
at the same level of abstraction:

proportion or distribution: il gagne 1500 Euros par mois (he earns 1500
Euros per month),

causality: as in passives but also e.g. in par mauvais temps, je ne ne sors
pas (by (=in) bad weather I don’t go out),

origin: je le sais par des amis (I know it from friends),

via: je passe par ce chemin (I go via (=by) this path),

tool or means: je voyage par le train (I travel by train),

approximation of a value: nous marchons par 3500m d’altitude (we hike
at an altitude of 3500m).

An important point is that uses of par do not necessarily cover all the concep-
tual field which could ‘naturally’ be associated with each sense. For example,
the expression of the idea of approximation using par is rather restricted to
localization, speed or movement, it does not include e.g. amounts. One of the
tasks is then to characterize, for each sense, what the subset of the conceptual
field is. This is done by two means: (1) by a semantic characterization of the
NP dominated by the preposition and (2) by the analysis of the restrictions
imposed by the verb of the clause on the PP, or, conversely, by the type or
the family of the verb (e.g. possession, communication, as in WordNet) the
preposition can be combined with, for that particular sense.

Let us now examine the basic restrictions for three senses of par. The ‘VIA’
sense is basically subcategorized by movement verbs; it is a path, subcatego-
rizing for a noun of type ‘way’ or ‘route’ or, by a kind of metonymic extension,
any object which can define a trajectory, e.g. an aperture (by the window). It
has numerous metaphors in the psychological and epistemic domains (e.g. Il
passe par des moments difficiles (He experiences difficult moments)).

The ‘ORIGIN’ (or ‘SOURCE’) sense is more narrow, it is essentially used in
conjunction with communication or epistemic verbs, the argument is usually
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of type place, and the head noun is of type ‘human’: Il transite par Paris
(he commutes in Paris). We consider that nouns of type e.g. ‘object with
an informational content’ or human’ introduce a metonymic extension, as in,
e.g. par la radio / la presse / des amis (I know the news from the radio / the
newspapers / friends).

Finally, the ‘TOOLS or MEANS’ sense is used with verbs describing con-
crete actions (e.g. creation and movement verbs, if we refer to the verb class
system of WordNet (Fellbaum 93)). In general it is an adjunct. It is typed as
a means, and the head noun of the PP must be e.g. a tool, or, more generally,
an object that allows the action to be realized, which may not necessarily be
prototypical. This object could be found e.g. in the encyclopedic knowledge
associated with the verb, or via a functional relation in a thesaurus. It has also
numerous metaphoric extensions (e.g. je traite ce phénomène par la logique
temporelle (I deal with this phenomena ‘by’ temporal logic)).

3.2 Some difficulties with selectional restrictions

However, there are many well-known difficulties inherent to the selectional
restriction approach, where additional, non-trivial, world knowledge is re-
quired to make sense distinctions. Consider the usage:
‘Dans (in) followed by an NP of type location’ (e.g. to be in a drawer).
Location is obviously too general a restriction (*to be in the shelf). It is then
necessary to enter into more complex descriptions, specifying that the location
has a (salient) ‘inside’, that is not just a surface, etc. However, as far as only
elementary spatial properties are concerned, this remains feasable.

More complex is the case of boire dans un verre (literally: drink in a glass).
This example highlights the complex interactions between the verb and its PP.
The preposition is part of the PP, not part of a verb complex form, this latter
construction being quite unusual in French. The recipient is not neutral: while
verre, tasse, bol,... (glass, cup, bowl) are acceptable arguments, bouteille, robi-
net (bottle, faucet) are not, probably because of their narrow neck, which pre-
vents the drinker from having his mouth inside the recipient. This characteri-
zation becomes more complex and, probably, an interpretation for example in
terms of Euclidean geometry could be necessary.

4. Representing the semantics of prepositions

A few general purpose classifications for prepositions have been proposed
in the past. They tend, in most cases, to converge quite well. In this section,
we survey two of them. The first was introduced in the eightees by (Boguraev
and Spark Jones 87), while the latter serves as a basis for the PrepNet project
(Saint-Dizier 05). Another classification, based on a lexicographic method-

‘
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ology, is presented at in the
Preposition Project (TPP).

In the remainder of this section, we focus on representation and expressivity
issues. Basic underspecification techniques are introduced to show the verb-PP
interactions in semantic composition.

4.1 A study of cases

Let us present first Boguraev and Sparck Jones classification. It is based
on (Woods 79) which provides an extensive list of preposition uses in English.
Their study was a purely investigative one, with the aim of characterizing sen-
tence relations. They did not address the question of how the specific assign-
ments, for each individual sentence, could be achieved. We give below the
main elements of the list, whis is given in (Boguraev and Spark Jones 87), and
accessible via the ACL digital library. Cases are not structured. For each of
them, we give the prototypical English prepositions. They are given below in
alphabetic order:
Accompaniment (with),
Activity (at),
Abstract destination (to),
After (after),
Abstract location (in),
Abstract source (from),
Attribute (in, with),
Before (before),
Comparison (as),
Destination (to),
Direction (down, ...),
Goal (for),
Instrument (by, with),
Location (at),
Manner (with),
Reason (because of),
Source (from),
Time location (at).

4.2 The PrepNet classification

Here is an organization of the different senses for prepositions as imple-
mented in PrepNet, which is still in an early stage of developement (accessible
at: www.irit.fr/recherches/ILPL/prepnet.html), with some frequent minor ad-
justments. Senses are called abstract notions, to dissociate them from linguistic
realizations. The classification was initially elaborated from French (Cannesson

http://www.clres.com/prepositions.html  
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It also
coincides to a large extent with other classifications, presented in some chap-
ters of this volume.

Senses are organized on three levels:

1 a first level characterizes a semantic family, a level roughly comparable
to thematic roles: localization, manner, quantity, accompaniement, etc.,

2 a second level accounts for the different facets of the semantic family,
e.g. source, destination, via, fixed position for the localization family,

3 a third level characterizes, roughly speaking, the modalities of a facet
when appropriate. For example, the facet manner and attitudes is de-
composed into 3 modalities: basic manner, manner by comparison and
manner with a reference point. Due to space limitations, this latter level
will not be developed in this document.

It is also important to note that each preposition sense is considered from the
point of view of its basic usage and as the source of numerous metaphors. For
example, origin is basically spatial, but has numerous metaphorical transposi-
tions into the temporal, psychological and epistemic domains, to cite just a few
generic cases.

Here is the current PrepNet preposition classification, one or more examples
follow to illustrate definitions, which cannot be given here in extenso due to
space limitations:

Localization with subsenses:
- source,
- destination,
- via / passage,
- fixed position.
Destination may be decomposed into destination reached or not (possi-
bly vague), but this is often contextual. From an ontological point of
view, all of theses senses can, a priori, apply to spatial, temporal or to
more abstract arguments.

Quantity with subsenses:
- numerical or referencial quantity,
- frequency and iterativity,
- proportion or ratio.
Quantity can be either precise (temperature is 5 degrees above 0) or
vague. Frequency and iterativity, e.g.: he comes several times per week.

Manner with subsenses:
- manners and attitudes,

et al 02), but seems largely valid for most European languages.
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- means (instrument or abstract),
- imitation or analogy.
Imitation: he walks like a robot; he behaves according to the law,

Accompaniement with subsenses:
- adjunction,
- simultaneity of events (co-events),
- inclusion,
- exclusion.
Adjunction : flat with terrace / steak with French fries / tea with milk,
Exclusion: they all came except Paul.

Choice and exchange with subsenses:
- exchange,
- choice or alternative,
- substitution.
Substitution : sign for your child, Choice: among all my friends, he is
the funniest one.

Causality with subsenses :
- cause,
- goal or consequence,
- intention.
Cause: the rock fell under the action of frost.

Opposition with two ontological distinctions: physical opposition and
psychological or epistemic opposition. Opposition: to act contrary to
one’s interests.

Ordering with subsenses:
- priority,
- subordination,
- hierarchy,
- ranking,
- degree of importance.
Ranking : at school, she is ahead of me.

Minor groups:
- About,
- in spite of,
- comparison.
About: a book concerning dinosaurs.

Each of the facets described above is associated with a number of preposi-
tion lexicalizations. Here is a brief description of the Ordering family, with its
2 subsequent levels:
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4.3 Semantic representation and underspecification

Each preposition sense can associated with a semantic representation, often
largely underspecified. Let us consider in this chapter a simple illustration that
shows some methodological elements and some basic difficulties, which will
be deepened in the next chapters.

4.3.1 Representing preposition senses. Senses are described at two
levels: (1) by means of a thematic grid characterizing the ‘standard’ func-
tion of each argument as presented in section 2 and, mainly (2) by means of
a knowledge representation formalism, for example the Lexical Conceptual
Structure (LCS) (Jackendoff 90, 97), which seems to be sufficiently expres-
sive for that purpose. Compared to verbs, representing prepositions in LCS is
rather straightforward and much more adequate. The difficulty is to elaborate
a minimal, but sufficiently discriminatory set of primitives (55 in (Wierzbicka
92) system, 68 in (Cannesson et al. 02)). Y. Wilks introduces in (Wilks 77) the
main arguments for and against the use of primitives, a long, recurring debate
during the 70-80s.

An important feature of the semantic representation of prepositions is the
evaluation of an adequate level of genericity, that includes a number of varia-
tions related to the semantics of the preposition arguments. A possible solution
consists in associating LCS representations with:

A few principles guide this description: (1) the representation of generic 

senses (e.g. family level) subsumes the representation of their daughters, 

(2) different senses of a given preposition must receive substancially different 

semantic representations, (3) metaphoric uses are characterized in part by 

semantic field substitution in the LCS, not by a different representation with 

different primitives, and (4) the number of primitives representing prepositions 

must be as limited as possible. These primitives are lower in the LCS primitive 

hierarchy than e.g. the GO, CAUSE or BE primitives.  
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a typed- -calculus for the identification and characterization of under-
specified fields and for semantic composition and

logical devices to represent and constrain underspecification (e.g. de-
faults, constrained choices).

Let us first consider how primitives are elaborated on. To give a flavor of
their descriptive level, here are a few of them, definitions in English being quite
informal:

These primitives are directly preposition names in the LCS meta-language,
but they are not necessarily used directly for the corresponding preposition.
For example, two major senses of the preposition avec (with) (Mari 00) are:

accompaniment - simultaneity of events, represented as:

Manner - means - instrument, represented as:

manner + loc thing

manner thing

λ 

 I])], ([ COλI [

+loc indicates a physical accompaniment (I go to the movies with Maria), 

while +psy instead of +loc indicates a psychological accompaniment 

(Maria investigated the problem with Joana). 

λI [  I])] ([ BY  MEANS  OF

(they opened the door with a knife). This is, in fact, a generic representa-

tion for most prepositions introducing instruments (realized as: à, à l'aide 

de, au moyen de, avec, par (by means of, with, by, thanks to)). 
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Note that both senses are contrasted by different selectional restrictions on the
NP, represented by the variable I.

More subtle is the representation of contre in French (approximately
‘against’, glosses in English are provided to facilitate reading), for which we
give the comprehensive representation of its five senses:

A first sense describes a physical object positioned against another
one (in the hierarchy above: localization - fixed position - spatial):

where NEXT-TO indicates a physical (+loc) proximity; contact is en-
coded by c:+ between two objects I and K, where I is against K. The
analysis is that contre describes a position, not a path. It is important to
note that the idea of movement, if any (as in: push the chair against the
wall), comes from the verb, not from the preposition.

Contre is also used to express opposition: to swim against the current
or, metaphorically in the epistemic or psychological domains: to argue

the fundamental idea of antagonistic forces:

In that case, the physical contact is not relevant (c:-), while the agonist /
antagonist force is present (noted ta:+, (Jackendoff 90), slightly simpli-
fied here).

Contre can also be used to express notions like providing a certain
protection or defense in the hierarchy ‘causality - goal’: medecine for
cough. It is represented as follows:

The fourth sense captures the notion of exchange (in the hierarchy
‘choice and exchange’, section 4.2) : litt.: I substitute my hors d’oeuvre
against (=for) a dessert, representation is as follows:

The last sense is related to the expression of the ratio or proportion
(hierarchy ‘quantity - proportion or ration ): litt. 9 votes against 12:

As can be seen, representations are all substantially different. Substitutions
on basic fields, in particular semantic fields, allow for the taking into account
of numerous regular metaphorical uses within a sense.

4.3.2 Preposition and verbs: how to underspecify representations.
The verb-preposition interactions are particularly complex and difficult to char-
acterize. Let us illustrate it here on a simple example with movement verbs.

against a theory / a practice. The primitive OPPOSITE is used to capture

,

λK [place NEXT  TO+loc,c:+([thing K])] 

λK [place OPPOSITE+locV+psV+epist,c: ,ta:+([thing K])]. 

λ X [eventVstate FOR([event thing X])] 

λ X, λ Y [path EXCH+poss([ X],

 [thing event Y])]. 

λ X [amount AGAINST+quant([amount X])]. 

V

thingVevent

V
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If we take a verb like run, its underspecified representation can be repre-
sented as follows, where the object PP is typed to be a path, by means of the
typed variable P, without specifying any further detail, since the path gets its
representation from the PP:

If we consider a proposition such as run towards the river, where the repre-
sentation of towards is:

the combination of the PP with the verb is possible because the expected
type of P: subsumes the representation of the preposition towards, and,
therefore, the representation of the PP. The combination of the verb with the
PP is then, with the subject variable left opened:

A more subtle situation can be illustrated by the sentence: push against
the wall which should be ruled out because the type of the PP introduced by
against is a place, not a path. In fact, it is perfectly comprehensible. The
reason is that push has a by default path incorporated, which is, roughly
speaking, made explicit when it is not realized in the object PP. A more
comprehensive representation could be then:

Considering the default option allows an argument of type place, with a
by default trajectory implemented by TO (any other primitive denoting a
movement could have been used instead). The representation of the sentence
is then:

4.3.3 The Umiacs preposition database. A very valuable and both
practically and theoretically sound database was developed about 8 years ago
by Bonnie Dorr, it is accessible at:

This
is a very large database of preposition semantic representations, 

characterized by their LCS representation and, quite often, by a thematic 

grid. There are about 500 entries, for probably all English prepositions. Each 

preposition sense in Bonnie Dorr’s work receives a comprehensive semantic 

representation in LCS. Senses are paraphrased by an example, in the spirit of 

λ I, P: [path], [event CAUSE([thing I],

 [event GO+loc([I], P)])]

λ I, [path TOWARDS([thing v place I])], 

λ I, [event CAUSE([thing I],

 [event GO+loc([I], [path TOWARDS([thing v place river])])])] 

λ I, P: [path], [event CAUSE([thing I],

 [event GO+loc([I], P)])] 
By – Default (P, λ K, [path TO+loc([place K])]). 

λ I, [event CAUSE([thing I],

 [event GO+loc([I], [path TO([place NEXT – TO+loc([place wall])])])])] 

 [path ]
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5. Prepositions and multilinguism

A major problem with prepositions is their status over different languages.
As advocated in the introduction of this chapter, there are languages that do
not have prepositions or make little use of them. For example, they use case
marks instead. Prepositions may also be used for different purposes, e.g. in
verb particle constructions in English, for the partitive construction with de in
French, or they may also enter into clitic constructions, as e.g. in Hungarian
and in Turkish.

In languages that use prepositions, regularities over languages are relatively
minor, even for closely-related languages in the same family, and even in con-
crete and well-mastered domains such as time or space. When looking at a
bilingual dictionary it is easy to note that preposition translations are very com-
plex, often involving semantic considerations, not to cite the large idiosyncratic
variations. This means that, for example, a EuroWordNet for preposition uses
is not for the near future.

Let us give a relatively simple illustration involving French, English, Ger-
man and Spanish. The abstract sense of ‘VIA’ (via something) is lexicalized
in different ways according to relatively generic constraints. It is, in general,
realized as par in French, and as durch in German if there is movement and
by aus if there is none (aus dem Fenster). If the VIA indicates also a kind of
means, then auf is used (er kam auf dem schnellsten Weg hierher). In English,
this distinction is approximately realized by respectively through and by way
of (e.g. he went out through / by way of the window).

An interesting case is where the preposition is realized (or incorporated) in
the verb semantics. For example we use e.g. the preposition via in English
to say: she comes from Victor Hugo via her mother, in French we use par:
elle descend de Vitor Hugo par sa mère, and in German there is a complex
combination with ab+stammen (=abstammen): Mütterlicherseits stammt Sie
von Victor Hugo ab. (From the mother side she originates from Victor Hugo).

Finally, similarly to French, Spanish generally uses a single preposition por:
por la ventana (through the window), but this preposition has additional uses
not accepted in French: caminar por las calles (walk in the streets), where por
is translated as e.g. dans (in), with no idea of changing location.

6. Overview of the book structure

This book is organized in a very classical way, starting with considerations
about lexical aspects of prepositions, then descriptive aspects of their syntax,
followed by formal aspects. The book ends by semantic features of preposi-

the WordNet synsets. Some restrictions are added, and syntactic positions are 

made explicit.  
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tions, empirical as well as formal. The themes of this book lie, not surprisingly,
at the intersection of linguistics, cognitive science, computational linguistics
and artificial intelligence.

The book starts with an introduction (this chapter) to the syntax and seman-
tics of prepositions, where basic knowledge about this category is presented.
This chapter is essentially designed for novices in the field.

The first group of papers is devoted to the lexical aspects of prepositions:
what is their status, how they are represented and how multilingual aspects can
be treated. The first paper, by Luc Baronian, introduces a lexical portmanteaux
description of Quebec French prepositions, which is particularly developed
compared to standard French. Accounting for the distribution of such preposi-
tions is quite tricky, and a blocking by category analysis is proposed, that can

The next paper, by Andrew McMichael investigates how English prepositions
and adverbial particles are genetically related from a morpho-syntactical per-
spective. For example, it is shown that many spatial adverbs are reduced prepo-
sitional phrases, thus confirming the view of some grammars that equate the
PP with an adverb. The next paper, by David Stringer, focuses on the role
of PPs in directional predication across languages. Starting from Talmy’s ty-
pology of verb-framed and satellite framed languages, and based on French,
Japanese and English, the author shows that these three languages do conform
to universal syntactic principles, despite typological differences. It is argued
that prepositions form a closed class, the elements of which combine with each
other and with spatial nouns to form complex PPs. This first part ends by a con-
tribution by Mikel Lersundi et al.. This article describes a common inventory
of interpretations for postpositions in Basque and prepositions in English and
Spanish. The inventory is a flat list of tags, based mainly on thematic roles.
Using the same inventory allows for the identification, for each postposition or
preposition, of its translation depending on its interpretation.

The second group of papers focuses on foundational and general aspects
of the syntax of prepositions. A first paper, by Martin Volk, focuses on the
well-known problem of PP-attachment. Attachment tendencies in German of
contracted prepositions, pronominal adverbs and reciprocal pronouns are in-
vestigated. A statistical method is developed to resolve PP attachment based
on unsupervised learning and then an evaluation procedure against a gold stan-
dard test set is proposed. The next paper, by Markus Kracht, focuses on di-
rectional and non-directional locatives and the question of whether they are to
be interpreted directionally or not. This paper establishes that locative cases
have a layered structure. It also shows that head selection is not case selection
but directionality selection. The last paper, by Aline Villavicencio, is of a dif-
ferent nature. It investigates ways of using the web to help validate and filter
candidate phrasal verbs, in particular those automatically extracted from

be incorporated in many frameworks (e.g. the Abeillé et al. in this volume).
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Techniques
presented in Baldwin (this volume) can be applied to these phrasal verbs to
determine whether are compositional or not. The technique proposed by the
author can also be used in M. Volk’s contribution (this volume).

The third part of the book is devoted to the insertion of syntactic aspects of
prepositions within formal frameworks, in particular HPSGs. Some connec-
tions with semantics are also advocated and implemented, such as the reference
to MRS (Minimal Recursion Semantics). The first paper, by Valia Kordoni, in-
troduces a robust and deep analysis of indirect prepositional arguments in a
multilingual context (Greek, English, German) using HPSGs and MRS. The
treatment proposed can be coupled with language generation analysis of PPs.
This paper has direct relations with the other HPSG papers: Abeillé et ali, and
Baldwin et al (this volume) and also with Jensen et al, and Mari et al. chapters
devoted to ontological characterizations of restrictions holding over preposi-
tions. The next paper, by Anne Abeillé et ali., presents, within the HPSG
framework, a very comprehensive descriptive overview of the uses of the very
polysemic French prepositions à and de and the properties of the constructions
they appear in. The complexity of the data argues against a unitary syntactic
and/or semantic treatment, but the empirical facts are nevertheless organized in
a systematic fashion. The next paper, by Tim Baldwin et ali., the authors out-
line some of the syntactic and semantic idiosyncracies of determinerless PPs
in English and Dutch, proposing several HPSG-based analysis that capture dif-
ferent subclasses of this phenomenon. The fourth paper, by Beata Trawinski et
ali., deals with compositional aspects of a variety of PPs consisting of a prepo-
sition a noun, another preposition and an NP. Lexicalized Flexible Ty2, which
is an adaptation to HPSG of flexible Montague Grammar is considered for that
purpose. The last paper, by Tim Baldwin, refutes the conventional wisdom that
vector-based models are not suited for modelling preposition syntax and se-
mantics. The author also provides empirical evidence for a divergence in the
sense of transitive and intransitive usages of prepositions.

The fourth part of the book is devoted to semantics aspects of prepositions.
This part covers a large variety of aspects, which are not proper to this category,
among which: semantic classifications, ontologies, polysemy, and semantic
formalisms, including Lexical Conceptual Structure and Discourse Represen-
tation Theory. Some of these papers are theoretically oriented while others
show how research on prepositions can benefit to Computational Linguistics.
The first paper of this group, by J. Kelleher et al., proposes a computational
modelling of the spatial semantics of projective prepositions, with particular
attention to frames of reference ambiguity and object occlusion. Within our
cognitive grammar, the authors have developed a novel algorithm for locating
the spatial templates origin, a scalable 3D model of projective spatial templates
that integrates the impact of the perceptual cue of object occlusion and finally,

corpus of verbs that productively form combinations with particles.
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building on previous psycholinguistic work, they have developed an algorithm
for handling the impact of frame of reference ambiguity on the construction of
spatial templates. The next paper, by Per A. Jensen et al., investigates a formal
ontological semantics for modelling the conceptual contents of NPs with fo-
cus on the contribution of embedded PPs. The framework posits relationships
between prepositions and semantic roles, thereby accounting for their polyse-
mous semantics. Ontological wellformedness conditions are imposed on the
ontology in the form of so-called affinities’ enabling disambiguation of NPs
containing PPs and similar constructions such as Noun-Noun compounds and
genitive constructions. The next paper, by Ryusuke Kikuchi et al., proposes a
context dependent interpretation of the Japanese postposition ‘No’ within the
SDRT (Segmented Discourse Representation Theory). The meaning of this
postposition corresponds roughly to the preposition “of ” and the possessive

Typically, no forms a noun phrase, no . In-
terestingly, the meaning of this noun phrase depends not only on the semantic
properties of s occurring in the construction but also on contextual informa-
tion. The forth paper, by Alda Mari, presents an analysis and a formal model
for the notions of instrumentality and manner through the study of the prepo-
sition avec. These two notions are very often assimilated to one another. The
author investigates the semantic foundations of this intuition, and proceeds via
a bottom-up analysis, considering first the meanings-in-context and then the
underspecified formal representation common to both of these notions. The
Fifth paper, by Alda Mari et al., presents an concrete analysis and a formal
model based on the Lexical Conceptual Structure for Prepositions denoting in-
strumentality, based on corpus studies in French. This paper concludes by a
generic, underspecified model for the abstract notion of instrumentality. The
last paper, by Farah Benamara et al., shows how prepositions are used in WE-
BCOOP, a logic based cooperative question answering system. The authors
focus on a subset of French spatial and temporal prepositions. An adequate
interpretation in terms of Euclidean geometry is proposed. Then, the authors
show how these representations are used in specific reasoning schemas such as
conceptual relaxation, based on a set of relations that classify each preposition
according to its interpretation. Finally, the authors give some hints on how
prepositions can be generated in natural language both during the aggregation
and the lexicalisation phases proper to natural language generation.
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Abstract Contractions of prepositions and articles (P+A) in Quebec French (QF) are an-
alyzed in this paper as portmanteau prepositions with definiteness, number and
gender features. Examples of P+A are � for dans les and for à la, and
have the same status, I argue, as the older au and du of Standard French. The core
part of the paper gives arguments for this analysis from sociolinguistics, speech
style, orthography, phonology and syntax. The implications of this analysis for
the grammar of QF and eventual computational accounts that would want to gen-
erate the uses of the portmanteau vs. the simple prepositions are then examined.
One implication is phonological: we have to admit a new phoneme in the lan-
guage, . This is an interesting result, as the appearance of this new phoneme
and new portmanteau prepositions seems to correspond in time to the penetration
into the system of three other long vowels from English loanwords. Secondly,
in order to explain the distribution of these new portmanteau prepositions, an
account is proposed based on category blocking of the regular prepositions by
the selectional properties of the portmanteau prepositions. This account has the
advantage of also explaining a previously unnoticed gap in the combination of
prepositions and articles in QF.

Keywords: Portmanteau prepositions, Quebec French, syntax, coordination, phonology,
vowel fusion, liquid deletion, blocking, syntactic gap

1. Introduction

prepo
contrac
orig

sition contractions or simply contractions, for short. It is the surface
tion of a preposition and an article (P+A) as one element from which the

inal two are not readily distinguishable anymore. After introducing in §2 the

This paper looks at a phenomenon in Quebec French (QF) that I term

d[ ]e [ ]a

a/ /
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contractions specific to QF and some other contractions shared with Standard
French (SF), I argue in §3-5 that most of them cannot be treated in the phonol-
ogy, as has been previously assumed by authors such as (Dumas, 1974) and
(Walker, 1984). The evidence presented there will lead me to conclude that
most QF P+A contractions have been lexicalized, just like the contractions
shared with SF. (Santerre et ali., 1977) had suggested that the QF P+A con-
tractions are probably lexicalized without however weighing the arguments on
both sides and more recently (Tremblay, 1999) implies that the QF ones need
the same treatment as the ones shared with SF.

In the conclusion (§6), I examine two implications of the analysis of QF
P+A as lexicalized function words for the grammar of QF. The first implica-
tion is phonological: we have to admit the existence of a new underlying vowel,

, which occurs only in the new portmanteau prepositions. It seems that the
new portmanteau prepositions and this new phoneme have entered the gram-
mar in the same period as three other long vowels from English borrowings.
Secondly, since the set of such portmanteau prepositions has been extended,
the new pattern will require some explanation. They will be explained through
category blocking in the syntactic selection properties of prepositions, a solu-
tion that will have the advantage of also explaining a gap that has remained
unnoticed until now, as far as I know. Consequences for theories that try to
generate just the right uses of contracted vs. simple prepositions will also be
discussed.

In this paper, contraction is used as a descriptive term. It is also a neutral
term in two respects: 1) neutral as to whether the “contraction is diachronic
(has happened at a point in time and speakers do not contract them on-line)
or synchronic (speakers contract them on-line); 2) neutral as to whether the
contraction is or was phonological or morphological.

Five native speakers of QF other than myself were consulted for this study
in December 2000. Two (a female, 57; a male, 51) were born in Abitibi. The
female lived most of her life in Montreal, although she also lived for about ten
years as a child in the Ottawa Valley. The male lived a large part of his life in
Quebec city. The three other speakers lived most of their lives in the Ottawa
Valley (two females, one 45, one 25; one male, 44). My own judgements
(male, 26, Montreal) were also considered.

2. Facts

2.1 French P+A

In French, the prepositions à and de can be considered as functional
prepositions (as opposed to lexical prepositions): they have more general
semantic content, they are less free syntactically, they are unstressed and they
combine morphophonologically with some definite articles. (Tremblay, 1999)

”

a/ /
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argues that it is not accurate to claim that they are devoid of any semantic
content, because in some uses they clearly are associated with a meaning:

In (1a), the associated meaning is “destination/location and in (1b) it is
“possession". However, they do have semantically opaque uses such as (2),
where they serve more argument marking purposes, and uses such as (3b), and
to a lesser extent (3a) (a ‘source/location’), overlapping with (1), for certain
speakers.

One example of the “less free" syntactic status of these two prepositions in
QF is the fact that their complement cannot be omitted at the end of simple
sentences, contrary to the lexical prepositions:

In most varieties of French I am familiar with, neither à nor de can occur
followed by the masculine singular definite article le or the plural definite
article les. Instead, one uses respectively the morphonologically fused
contractions au/aux for à and du/des for de. These are summed up in (5).
Note that if the following word is singular and starts with a vowel, there is no
contraction, even if the word is masculine, and note also the z-liaison with the
plural contractions when the following word starts with a vowel.

(5) Standard French Preposition + Definite Article sequences

Not using the contracted forms in the required context yields strong
ungrammaticality judgements for any speaker of both SF and QF (cf. 6).
The only apparent counterexample to this claim is in the context where the
article is part of a fixed expression. In these cases, there is cross-dialectal
and inter-speaker variation. For example, we can see in (7) that most QF
speakers prefer to use the contractions in lexicalized NP cases, although both
realizations are possible.

”

(1) a. Je vais à l'école.   b. La pomme à Jean. 

  
I go to school.    The apple (belonging) to John. 

(2) a. Je le promets à Michel.  b. La construction de la maison. 

I promise it to Michel.  The construction of the house. 

(3) a. Je reviens de l'école.   b. Le livre de Michel. 

  

I am coming back from school. The book (belonging) to Michel. 

(4) a. Je sors avec (elle).   b. Je reviens de 
*
(l'école). 

  
I am going out with (her). I am coming back from 

*
(school). 

a. Pre V sing. à l' [al]  b. Pre V sing. de l' [d el]  

 Fem. sing. à la [ala]   Fem. sing. de la [d ela]  

 Masc. sing. au [o]   Masc. sing. du [dy] 

 Plural  aux [o(z)]    Plural  des [de(z)] 
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(6) La tarte {aux}/*{à les} bleuets. ‘Blueberry pie’

(7)

The use of these contracted forms is many centuries old and it should be
rather uncontroversial that they aren’t contracted on-line by speakers. Indeed,
it is more economical to admit them as lexicalized prepositions with definite-
ness, number and gender features, rather than to complicate the phonology for
just a handful of forms. If this analysis is right, the unidirectional grammat-
icalization hypothesis of (Hopper & Traugott, 1993) is appealing to explain
the fact that they haven’t been “decontracted in any dialect. It is especially
striking that they have been stable for so long since they have been reported to
be acquired rather late by children, so one would expect some non-standard
dialects to have undone the contractions, but this is apparently not the case, a
fact supporting a theory of unidirectional grammaticalization.

2.2 QF P+A

QF shows on the surface additional P+A contractions. In (8), the reader
can compare the QF surface forms in the same contexts as in (5) for SF. Note
that all contractions present in SF are still present in QF. The contractions not
shared with SF are in bold characters. (The prepositions à and de do not show
clear contractions on the surface with indefinite articles).

(8) Contractions of à and de with definite articles

More interesting is the fact that such contractions have arisen with two
other prepositions, dans ‘in’ and sur ‘on’, as shown in (9). Because these
two prepositions showed no contraction in previous stages of French, there
are more new contractions with them than with à and de, since the latter were
already contracted in the plural and masculine singular. Even more interesting
is the fact that, unlike the cases of à and de, clear contractions have arisen
between these prepositions and indefinite articles (10). Note that (10a) are
contractions of dans, not de.

”

a. Ce film-là ressemble {aux}/?{à Les} Misérables. 

This movie ressembles Les Misérables. 

b. Je déteste le début {des}/?{de Les} Misérables. 

I hate the beginning of Les Misérables. 

a. Pre V sing. à l' [al] b. Pre V sing. de l' [d

e

l] 

Fem. sing. à' [a:]  Fem. sing. dela˜da [d

e

la]˜[da] 

Masc. sing. au [o]  Masc.sing. du    [dy] 

 Plural  aux [o(z)]   Plural  des [de(z)] 

1

2

3

4 5

6
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3. Two possible analyses

3.1 Analysis 1: Phonology

(Dumas, 1974) and (Walker, 1984) do not discuss the facts presented in
§2.2 directly, but group them under analyses of the phonology of QF. In
(11-12), I give a simplified version of their phonological account. On the left,
I give a (very) simplified version of the two sequential phonological rules they
consider to be at work here: a (lexical) rule of inter-vocalic liquid deletion that
applies only to some clitics (pronouns and articles) and a (post-lexical) rule
of vocalic fusion. On the right, I illustrate the derivation with the underlying
sequence dans les.

So for example, Rule (11) is meant to also account for the inter-vocalic
liquid deletion (LD) in (13a), which is blocked in (13b) because of the
preceding consonant:

As for Rule (12), its effect can be observed with any two adjacent vowels.
It is labeled in the literature as vowel fusion (VF) and it is an automatic
post-lexical phenomenon. (14) gives two examples of the effect of VF in
contexts other than clitics.
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3.2 Analysis 2: New portmanteau prepositions

Analysis 2, which I am proposing, hypothesizes that most QF P+A contrac-
tions in bold in (8) through (10), are new portmanteaux elements, like the older
au, aux, du and des. What I propose, more precisely, is that LD and VF have
applied sequentially in most P+A at some point in the history of QF and that
the P+A have since been reanalyzed as a single unit.

Without further evidence, by Occam’s razor, since the mechanisms used
to account for LD and VF seem to be independently needed synchronically
(whether as rules, constraints, etc.), Analysis 1, or a modern constraint-based
version of it, should be considered as essentially on the right track and Analysis
2 should be abandoned. In §4-5, however, I will provide evidence that shows
how the latter analysis wins over the former, except for some speakers in the
case of the indefinite singular articles only.

4. External evidence for Analysis 2

4.1 Sociolinguistic evidence

In a sociolinguistic study on LD in QF, (Santerre et ali., 1977:536) noted
that upper class speakers tend to avoid LD, but that they nevertheless delete
many liquids, especially in sequences that the authors say must be lexicalized,
such as etc., i.e. P+A contractions.

Whether or not we accept Santerre et ali.’s suggestion that P+A contractions
are lexicalized, one thing is clear from their study: LD, if it is happening in
P+A, must have a different status in P+A than in other instances such as (13a),

elsewhere.

4.2 Staccato speech

A stronger argument in favor of Analysis 2 would be if we could find some
styles where LD and VF are not observed, but the P+A sequences still show
up contracted. Speakers, of course, cannot reliably tell in which styles they
produce this or that linguistic phenomenon.

In order to do so then, I investigated a style, staccato speech, which has
the advantage of providing contexts where speakers can make grammaticality
judgements about the possibility of using LD and VF or not, rather than simply
giving their opinion on whether they would prefer to use them or not in this
style.

Staccato speech is a style where one inserts small breaks or pauses between
syllables. This style is used to “weigh one’s words , that is, to insist on a part
of a sentence, for example, when speaking to children. In (15), we see that
some P+A contractions occur in staccato speech (15a), but true cases of VF

”

�d[ ]e~[ ]as , ,

7

at least for uppe class speakers, since they avoid it less in P+A sequences thanr
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(15b) and LD (15c), cannot be realized in this style. (The dots mark the
pauses).

(15)

I conclude from this that speakers are not using whatever mechanism it
is they are using in VF and LD cases in their P+A contractions. This result
supports Analysis 2. However, the P+A contractions with singular indefinite
articles don’t pass the staccato test (16) for most speakers.

(16)

4.3 Orthography

Although there is no fixed orthography for colloquial QF, there is an abun-
dant literature that can be consulted where either dialogues, popular songs or
old folktales are transcribed using an improvised orthography to render the
phonological differences from SF. Actually, this orthography is not always im-
provised, it is semi-conventionalized, as the same spellings often appear in
different authors’ works. Many of the P+A contractions have found regular
spellings (with more or less variation) in the literature and in email exchanges:
dins for dans les; à’ for à la; dans’ or simply dans for dans la; s’a for sur la;
etc.

On the other hand, I know of no other cases of VF that have developed
such conventional spellings, although LD is also often noted. In order to pro-
vide a more serious argument than these personal observations, I systematically
looked for such popular spellings in the song booklet of the CD (Desjardins,
1993). There, I found that every P+A contraction is transcribed as pronounced,
except one, but that no other cases of VF are transcribed as such. This finding
is in line again with Analysis 2 and goes against Analysis 1.

5. Core linguistic arguments for Analysis 2

5.1 Syntax: NP and PP Coordination

In this section, I show how the QF P+A contractions behave like the older
contractions shared with SF. This behavior will turn out to be inconsistent with
the phonological analysis, but is of course to be expected under Analysis 2.

a. P+A (definite article)  b. VF 

Check • dins • boîtes 
*
[

c

 • k  • lo: • lε] chocolat au lait 

Check in the boxes. [ c • k  • la • 

c

 • lε] ‘chocolate milk’ 

c. LD 
 Je • crois • [la]/

*
[a] • fille. 

I believe the girl. 

 P+A (indefinite article) 

La • pou • pée • ?
*
{[dyn]}/{dans • une} • boîte. 

The doll in a box. 

c

c

8

9

•
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First, observe the sentence in (17), where two PPs are coordinated. Notice
how in (18) the preposition can select for two coordinated NPs.

(17) Regarde [dans le placard] pis [dans la cave].
Look [in the wardrobe] and [in the basement].

(18) Regarde dans [le placard] pis [la cave].
Look in [the wardrobe] and [the basement].

Notice now that if a sentence as in (19) uses a preposition of SF with
definiteness, number and gender features (I will henceforth call these portman-
teaux, for portmanteau prepositions), extraction of the prepositional element
is impossible, as shown in (20).

(19) Regarde [aux portes] pis [aux fenêtres].
Look [from the doors] and [from the windows].

(20) *Regarde aux/à les portes pis les fenêtres.
Look from [the doors and the windows].

This behavior is paralleled by the new portmanteaux of QF in (21) and (22):

(21) Regarde [dins placards] pis [dans cave].
Look [in the wardrobes] and [in the basement].

(22) ?Regarde dins placards pis la cave.
Look in the cupboards and the basement.

Notice that under the phonological analysis, since it is possible to extract a
preposition (17-18), it should be possible to extract the preposition in (21), LD
and VF then applying to give us (22). Some speakers do accept (22) at first,
but upon further investigation, they mention they’ve heard the construction, but
wouldn’t use it. Further, every speaker I consulted without exception clearly
told me that (21) is the way to express this sentence. As we will see in §6,
the grammaticalization of the P+A sequences seems to be fairly recent (XXth
century). In this situation, it is to be expected that some speakers might have
heard, as they say, such sentences as (22) from older speakers who have not
reanalyzed the P+A sequences. It is also possible that they interpret (22) as a
syntactically standard sentence with colloquial phonology. In either case, it is
expected that (22) would be less grammatical.

Another similarity is that plural portmanteaux can be extracted (23) from a
coordination of plural nouns for some speakers if the coordinated nouns are a
fixed expression or are closely related semantically:

(23) Priorité aux [femmes et enfants].
Priority to [women and children].
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Extraction of the whole portmanteau from a coordination including at least
one singular noun yields ungrammaticality:

The new QF portmanteaux again parallel the behavior for some speakers
(25). Some speakers don’t like (25a), but that could just mean that café et
bistros isn’t a common expression for them, the crucial point is that (25b) was
clearly ruled out for all speakers, while (25a) was acceptable at least for some
speakers.

We thus have evidence that the syntactic behavior of new P+A contractions
is similar if not identical to that of the portmanteau elements shared with
SF. Finally, if you recall (7b-c), QF speakers usually prefer to use SF P+A
contractions even when the article is part of a lexicalized NP. In (26a-b), we
can see that they also prefer to use the P+A specific to QF rather than the
non fused variants. The SF equivalents without LD or VF are also of course
accepted by all speakers.

5.2 Phonetics/Phonology

Ironically, the final nail in the coffin of Analysis 1, which was a phonolog-
ical one, comes from phonological or phonetic evidence. In QF, underlying
long vowels undergo shortening in pre-stressless position, cf. (Meillet,
1912/1958:138) for SF and (Paradis & Deshaies, 1991) and (Ouellet &
Thibault, 1996) for QF:

(27) V V/

The rule in (27) should be taken as a descriptive statement, good enough
for our purposes. Perhaps there is rather a shortening in stressless positions
(from a constraint forbidding long stressless vowels) and that when adjacent
to a stressed syllable, long vowels tend to attract stress, which allows them

(24) *
Je reviens du [dépanneur et bureau de poste]. 

I'm back from the [corner store and post office]. 

 a. ? Je sors dins [cafés et bistros]. 

  I go out in the [cafés and bistros]. (25)

 b. 
*
Je mange dans' [cuisine et salle à manger]. 

I eat in the [kitchen and dining room]. 

  He played in Les Oraliens (television show). 
(26)

 b.  Mets donc ça {?[dã e]}/{[d ]}/{[dã le]} boîtes. 

 Why don't you put that in the boxes. 

a. Il jouait {?[dã ez]}/{[d z]}/{[dã lez]} Oraliens. 

10
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to keep their length. In such positions, P+A contractions undergo shortening,
while long vowels arising from true VF, do not undergo it, as (28c) shows us.

The conclusion to draw from (28) is that there is a boundary in the middle
of true VF cases, which isn’t there in P+A constructions. This is straightfor-
wardly accounted for under Analysis 2, but again remains unexplainable under
Analysis 1.

6. Conclusion: consequences of the analysis

The reanalysis of clitic contractions by VF as new portmanteaux has two
implications for the grammar of QF, each raising some interesting theoretical
questions. The first implication is phonological: a new vowel (the 21st by
my count), , must be admitted. This new vowel has already given rise to
minimal pairs:

Further, the reanalysis seems to have taken place sometime in the XXth
century, at about the time when words with long vowels not in the system
started penetrating the language through English borrowings (e.g., cheap ,
cool , steak ). Note that as a daughter-language of XVIIth century
SF, QF already had long vowels in its system: long opposed to
short , plus the four nasal vowels, which are long. However, before
the XXth century, the English vowels in bean, balloon and perhaps steak were
rendered short in borrowings (e.g., bean balloon ). These
three phonemes are now rendered long (or slightly diphthongized)
in new borrowings (e.g., cheap, cool), and we have evidence that they have
even penetrated the native stock of words. For example, there was a phonetic
lengthening when the next coda consonant was one of the following:

(douze ‘twelve’ showed up as ), but now this length has been carried
over to related words (so we get douzième ‘twelfth’ , as opposed to
cousine ‘female cousin’ ).

Notice how we now have a length opposition for most oral cardinal vowels
in the system:

 a. Pre-stressless P+A b. Pre-stress P+A 

  [d ] fi'lets   [d ] 'bars 

in the nets   in the bars (28)

c. Pre-stressless VF d. Pre-stress VF 
Less rues à Montréal. Les rues à Rouyn. 

 {[ra ]}/{
*
[ra]}    [ra ] 

 ‘The streets in Montreal.’ ‘The streets in Rouyn.’ 

(29) à /a/ ‘at’ à' /a / ‘at-FEM-SG-DEF’ 

sa /sa/ ‘POSS-FEM-SG’ s'a /sa / ‘on-FEM-SG-DEF’ 
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However, we now face a chicken and egg problem, as it is not clear which
of the three phenomena allowed for the others. (Sound change in words like
douze, new borrowing strategy from English or reanalysis of P+A sequences
yielding a new phoneme). Notice also, that it is not every vowel of English that
was suddenly available as a phoneme for QF speakers (e.g., is still rendered
as ). Unfortunately, investigating this problem would take us too far afield
for this paper.

The second implication, from my analysis that we have to admit new port-
manteau prepositions with definiteness, number and gender features, is that
any syntactic framework aspiring to account for QF must be flexible enough
to allow both portmanteaux and non-contracted P+A sequences (as it should
already do for SF). However, the same theory must also be able to restrict
the occurrence of non-contracted P+A sequences to just the right cases. This
second task is a non-trivial one, because if you recall the data in §2.2, the
context in question is not as predictable in QF as in SF. Whereas in SF, it
is only the plural and preconsonantal masculine definite articles that contract
with the prepositions, in QF it is hardly predictable in those terms: sometimes
the masculine articles contract, sometimes not, sometimes the feminine articles
contract, sometimes not.

One way around this problem is to propose that all combinations of a func-
tional preposition with an article are prepositions with definiteness, gender and
number features, even if they happen to look exactly like the syntactic combi-
nation of the two parts. For example dans le and sous les, which don’t show
phonological contraction like dans les or à la , would still both be
one word, respectively and . In this way, since whole classes of
preposition and article sequences are considered as one word, the non port-
manteau prepositions can select for the remaining classes of NPs.

If you recall the facts, it is always with the singular indefinite articles that
the functional prepositions prove to be part of a different word. Concretely,
my proposal is that the functional prepositions à, de, dans and sur (and per-
haps also sous, ’ec and sans, which, syntactically behave like à and de in not
allowing any argument deletion) would select only for indefinite singular NPs
and not for plural or definite NPs. These latter would be selected by the right
portmanteau prepositions. We also have to allow the non portmanteau prepo-
sitions to select singular proper nouns (à Pierre ‘to Pierre’), quantified phrases
(à tous les humains ‘to all the humans’, à deux personnes ‘to two people’),
possessives (à mes amis ‘to my friends’) and demonstratives (à ces personnes
‘to these people’).

[ [
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The careful reader will remember that the evidence in (18), where the prepo-
sition dans can stand outside a coordinated NP with two articles inside, speaks
against such a generalization. However, every speaker I consulted prefers to
repeat the preposition with the two members of the coordination as in (17).
Therefore, it is not an unreasonable hypothesis to assume that the dispreferred
realization with a single preposition is a SF one, which every speaker of QF I
consulted masters relatively well. In fact, (Larousse, 1964:572) mentions that
one usually does not repeat prepositions other than de, à and en in coordinated
structures.

An immediate advantage of this proposal is that it explains a gap in the
possible combinations of the preposition de and articles, which, as far as I
know, has never been noticed before. The gap is that it is impossible in QF to
express the sequence de des (de-preposition + indefinite plural article), either
as a contraction (31) or as a spelled-out sequence (32). Cf. indefinite singular
(33), definite singular (34) and definite plural (35).

(31) *La vie des insectes est courte.
The life of insects is short (indefinite interpretation).

(32) *La vie de des insectes est courte.

(33) La vie d’un insecte est courte.

(34) La vie de l’insecte est courte.

(35) La vie des insectes est courte.

Such a case is avoided by speakers simply by paraphrasing the intended
meaning otherwise, as in (36):

(36) La vie de certains/quelques/plusieurs insectes est courte.
The life of certain/some/many insects is short.

This kind of avoidance is typical of paradigm gaps. For example, the verb
frire ‘to fry’ behaves in such a way in the indicative imperfect, where there is
such a gap. Speakers are incapable of conjugating frire in this tense (37) and
tell you they would formulate it periphrastically as in (38).

(37) La nourriture *freyait, *fritait, *friyait, *frisait...
‘The food was frying.’

(38) La nourriture était en train de frire.
‘The food was in the process of frying.’

In SF, it is also impossible to have the sequence de des, but instead of
having a gap, the language uses simply de, which can here be considered a
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portmanteau:

(39) La vie d’insectes est courte.

(39), when simply not rejected by QF speakers, strikes them as very formal
or literary. One speaker couldn’t even get the intended meaning ‘The life of
some insects is short’ and only got the meaning ‘Insect life is short’ (which,
however, would be spelt differently, i.e. with singular insecte instead of plural
insectes).

The other solution I can think of is to allow the portmanteaux to block the
free combination of simple prepositions with articles. This has the advantage
that we do not have to consider as one word forms such as dans le, which
does not show decisive evidence for it. However, then, the observed gap in
QF could not be maintained, since the default free combination de des would
occur. A sketch of the two solutions for linguistic theories and computational
models is given in (40).

(40)

a. Solution 1: Blocking by category & generalized portmanteaux
Instead of an adjacent functional preposition and a [PLURAL] or [DEFINITE]
article, use the appropriate portmanteau:

In the other contexts, freely combine the relevant prepositions and determiners:

Disadvantage: E.g. dans le is one word, though there is no decisive evidence for this.

Disadvantage: The QF gap is erroneously filled by de des.

Now note that if the solution in (40a) is the right one, at least the combina-
tion of de and à with all plural and definite articles had to be already ruled out
in the stage of QF prior to VF, because it is the only way to maintain a gap.
The portmanteau analysis had to be already in place in these cases, even for
those that were homophonous with the syntactic combinations. At that stage,
the system was almost identical with that of SF, with the exception that SF sim-

[INDEF,PLUR] [DEF,PLUR] [DEF,SING] 

[PreC, M] 

[DEF,SING] 

[PreC, F] 

[DEF,SING]

[PreV]

/ade/ /o(z)/ /o/ /  /al/

/de(z)/ /dy/ /d la/ /d el/

/dãde/ /d  (z)/ /dãl/ /dã/ /dãl/ 

/syde/ (z)/ /syl/ /  /syl/ 

à, de, dans, sur les, le, la, l', des, un, une, ces, ce, cette, cet, etc.  

b. Solution 2: Blocking word by word
If one of the following portmanteaux can be used, use it: 

/o/, /o(z)/, /a /, /de(z)/, /dy/, /d  (z)/, /dã/, /se (z)/, /sa / 

Or else, combine the appropriate preposition and determiner. 

e

/a

/sa/se
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ply used de, a suppletive form, where QF has a gap, therefore I see no reason
to have a different analysis for SF: à and de cannot combine with plural and
definite NPs, instead the portmanteaux à-des, aux, à-la, au, de, des, de-la, du
must be used, it is just that the form of the SF portmanteaux is more readily
predictable than in QF. This explains why a SF grammar such as (Larousse,
1964:572) mentions that these prepositions are repeated in coordinated NPs
(some predictable exceptions exist), just like portmanteaux prepositions.

Finally, I take note that the analysis presented in Abeillé et ali. (this volume)
could shed light on the peculiar distribution of the portmanteaux associated
with de. If it can be shown that the cases where de selects for N’ instead of
NP independently motivate the same selection in indefinite plural context, then
there would be no need to have so many portmanteaux in French.
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Notes
1. (Bautier-Castaing, 1977:23) and (Labelle, 1976:62), mention that children still make mistakes at the

ages of four and five respectively (I thank Eve Clark for pointing out these references to me).
2. The only French speaking area where I have noticed uncontracted forms, especially with de, such

as de le or de les is Louisiana where a French dialect (Cajun) and a French Creole (Louisiana Creole)
are spoken. (Neumann, 1985:304-305) notes that the preposition de is very rare in the oldest Louisiana
Creole texts. I conclude that it is possible that the preposition is a borrowing from French to Louisiana
Creole that was generalized. Because of the close interaction between Cajun and Creole in Louisiana, the
“decontracted constructions then got borrowed back into Cajun. (Baronian & Michelet, 2005) show that
the constructions without the portmanteaux are significantly more frequent in the speech of Creoles than in
that of Cajuns.

3. [da] was reported to me by Yves Charles Morin, although I have never encountered it myself. I
don’t know at this point if its distribution is social or regional. According to Morin, it is possible that it is
restricted to some idiomatic expressions, again not for every speaker.

4. It might be argued that some other prepositions such as sous ‘under’ also show such surface contrac-
tions. I concentrate on the two in (9), because they show a clearer phonetic fusion and to avoid overwhelm-
ing the reader with data.

5. The variation with sur is speaker-dependent. For those speakers who use the latter form, it could be
argued that there is no contraction, because the [r] can always be omitted in this word.

6. The use of un before vowel initial feminine nouns can be traced back to France, a few centuries ago.
Today it is not used by all s eakers of QF (Janda, 1998). The speakers who don’t use un before vowels do
not get a different contraction in pre-V position for the feminine and masculine than their pre-C counterpart,
that is, they get or , respectively, if the noun is feminine or masculine.

7. The stratagem is reminiscent of (Zwicky, 1970)’s contrastive stress. Another more general similarity
with that article is that its author tried to show how what is often taken to be the obvious analysis is not so.
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8. Which leads me to believe that LD is no more a synchronic phonological phenomenon than clitic
contraction, just like the “deletion of the vowel of la before a vowel. QF has simply developed a liquid-less
shape (in the sense of (Zwicky, 1992)) for la and les after words ending in a vowel and which cannot be used
after a pause, just like in Welsh. The upper class speakers of Santerre et ali., then, were simply avoiding
these shapes of the articles and clitic pronouns, but did not avoid the portmanteau prepositions.

9. The only one that was not transcribed was Comme y a rien de plus plate qu’une vue d’horreur dans
une ville fantôme ‘Since there is nothing more boring than a horror movie in a ghost town’, where dans
une is pronounced (you have to know that vue here means ‘movie’ in order to rule out the d’une
interpretation). As seen in (16), there is good phonological evidence that the contractions involving singular
indefinite articles are not lexicalized, at least for most speakers.

10. (24) is a grammatical sentence with a different meaning: the corner store and post office are one
entity (some corner stores offer basic postal service). In (18), this special meaning was ruled out because a
basement cannot be a wardrobe and vice versa, or if so, I suppose all my speakers were unfamiliar with this
situation.

11. There is no noticeable difference between the length of the nasal vowel in P+A and in other non-VF
contexts. A certain length can always be observed. This is nicely illustrated by the popular spelling dans,
for the SF equivalent dans la, which speakers cannot distinguish from the non-feminine dans. Perhaps when
VF was still active, an extra length could be observed.

12. Short high vowels are obligatorily lax in closed syllables.
13. (McLaughlin, 1986:188) concludes that the strategy for adapting borrowings changed sometime

after the beginning of the XXth century.
14. These examples, I believe, were first pointed out by (Reighard, 1986), although he comes to a

different conclusion, namely that the opposition between the two sets of vowels is one of tenseness and not
length.
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THE A’S AND BE’S OF ENGLISH PREPOSITIONS
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Abstract The focus of this paper will be to show how English prepositions and adver-
bial particles are genetically related from a morpho-syntactical perspective. To
this end, the history of these grammatical items will shed some light on their
internal structure and grammatical function. It will be shown that many spa-
tial adverbs are reduced prepositional phrases thus confirming some grammars
that equate the PP with an adverb. Based on this morpho-syntactical analysis,
we can propose two broad classification systems depending on the desired fo-
cus of study, one morphological, and one semantic. The origin and morphology
of an adverb/preposition will identify it as being either simplex or compound,
with some entailments for identifying its grammatical function. The semantic
classification will depend on the origin and core meaning of the prefixed prepo-
sition, broadly either association or separation. From a typological perspective,
it would seem that other languages display the formation pattern of compound-
ing a preposition with a lexical item to form a new preposition. Lastly, we will
try to compare English with how French has grammaticalised some of its spatial
relations . Hopefully, the patterns and classifications observed will be useful for
computational linguistic systems.

Keywords: Grammaticalisation, spatial adverbs, prepositions, PP constructions, formative
patterns, morphology.

1. Some definitions

Without going into the long-standing debate on the precise grammatical
characterisation of the adverb as opposed to the preposition,we can assume
some working definitions for the present purpose:

1
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1 Prepositions are spatial grams that perform essentially linking func-
tions to a lexicalised landmark of some nature.

2 Adverbial particles (or adverbs) are spatial grams that essentially focus
a state without necessarily lexicalising the landmark to which it refers.

To illustrate these definitions adapted from O’Dowd (1998), let us take the
gram down which answers both, but which can be construed as preposition or
adverb depending on the contextual data.

(1) [...] she found herself falling down a very deep well.

(2) She knelt down and looked along the passage [...].

The landmark of (1) is the well, whereas that of (2) has been sublexicalised
but we can reasonably suppose that down refers to the floor or the ground.
However, in (3) the implicit landmark is open to interpretation.

(3) Take pen and ink and write it down.

Both downs of (2) and (3), however, focus on the state reached after the
action just as the down of (1) indicates the direction of the goal implied by the
landmark well, i.e. the bottom. In other words, the event and the participants
of the utterance are located relative to a location or a state. As states can be
conceptualised as locations (Lakoff & Johnson 1980), the correlation between
the landmark of the preposition and the state implied in the adverb is easy to
make on semantic grounds. However, what if morphology also corroborated
these observations?

2. Corpus data

The number of English prepositions and adverbs is between 60 and over
130, the figure varying depending on the definition of the terms. Of the
adverbs, Dwight Bolinger (1971:18) estimates that as many as a quarter
are used mainly, if not exclusively, in nautical language. In his discussion
of the Phrasal Verb in English, Bolinger quotes George Meyer’s corpus
findings (unpublished paper, c. 1969) concerning the 17 most frequently used
‘prepositional particles’. These are reproduced here:

(4) about, across, along, around, aside, away, back, by, down, in, off, on,
out, over, through, under, up.

2
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The list can be expanded to include Hill’s (1968) frequent particles:

(5) ahead, alongside, forth, forward, past, together.

To this list finally can be added Spasov’s (1966: 13; 24) frequency counts
in Modern English:

(6) aback, above, after, again, apart, astray, asunder, athwart, before,
behind, below, between, round.

Bolinger’s nautical terms include:

(7) abaft, abeam, aboard, aft, aground, aloft, amidships, aport, ashore,
astarboard, astern, overboard.

One is immediately struck by the number of words in these lists that start
with the letter a- (27/48), and several commencing with be- (4/48). If we do not
consider frequency as the defining parameter for devising the list and simply
take Hill’s 1964 list of prepositions and adverbs, the count is 64 of which 12
start with a-, and 8 with be-. However, Hill does not include the specifically
nautical collection. Whatever the list, the number of A’s and BE’s, as I will call
them, is surprising. The obvious question is why is this so, and what can it tell
us about prepositions and adverbs?
A glance in the ODEE will begin to lift a corner of the veil. In order to
understand the pattern which is revealed by the preceding observation, let us
start with the BE’s as they are less numerous and more transparent in their
structure. This will also enable us to put a finger on some general features of
what turns out to be a grammaticalisation process .

3. The general formative principle

comes from , a very ancient preposition going back
as far as Indo-European (*mb i). In corpus counts, such as in Francis and
Kucera (1982), is usually realised as a preposition, rarely as an adverb (1%
of the time). The preposition occurs typically before nominal items such as:

(8) be-hind, be-fore, be-side, be-tween (i.e. two), be-low (i.e. lower part).

A lot of these old nouns are hardly recognisable as such today by non-
specialists. In the first three cases, we have relatively transparent examples
of body-parts having been grammaticalised into prepositions (see Claudi and
Heine 1986, Heine, Claudi, and Hünnemeyer 1991, and Heine 1997). The

h 
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formative pattern can thus be set out as:

(9) p + N = pN

in which p stands for a grammaticalising preposition and N a bare noun (in
most cases). The syntactical pattern is in no way surprising as it follows the
general form of prepositional phrases, e.g. in (p) the house (NP). However, the
morphology of N draws attention to its high degree of grammaticalisation in
that:

a) - N does not allow a determiner, hence N and not NP,

b) - N does not allow inflexion,

c) - N has connected to the preposition (p is a quasi-prefix),

and, optionally:

d) - phonological reduction occurs,

e) - N is no longer morphologically or semantically identifiable as having
once been a separate word (e.g. -tween tweonum, tweoh = two). A
corollary of this is that those Ns which are morphologically identifiable are
not perceived as having a connection with their referent in the real world.

One feature is specific to the preposition:

f) - The preposition has also suffered phonological reduction or aphaeresis
and, in some instances, may have altogether disappeared (as will be seen with
the A’s).

These general features are typical markers of the process that led nouns to
be grammaticalised into adverbs by means of a preposition. However, not just
nouns are concerned by this formative process. Some verbs and especially ad-
verbs have also combined with a preposition to give a new adverb/preposition.
The process was especially productive during the Middle English period, but
the pattern is much more ancient . The following discussion will however be
limited to p+N constructions.

5
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4. Adverb formation

We are now in a position to conclude that a lot of particles in adverbial func-
tion (cf. §:1 definition (2)) can be derived from prepositional phrase structure,
i.e. p + NP. The process is that of grammaticalisation of p+N = pN. Ac-
cording to definition (2), the adverb does not necessarily connect to an overt
or lexicalised landmark. This can be explained now because the landmark is
already contained in the adverbial preposition. The main difference between
the two types of landmarks (prepositional and adverbial) is that the second has
become highly abstract and is no longer specifically lexicalised as it is with the
preposition.
This conclusion does not attempt on universality: all compounds are not ad-
verbs and all simplex forms are not just prepositions . However, the ubiquitous
categorical nature of prepositions and adverbs is now clearer as their genetic
relationship and structure have been revealed.
It may be added that in order for the adverb to gain prepositional function again
another preposition is usually added, such as of or to, after the gram to link it
with a relevant landmark.

5. The A’s: a more complicated origin

The prepositions commencing with A- follow the formative pattern outlined
above. However, the main difference lies in the origin of the grammaticalising
preposition (Gp). Feature f) has become aphaeresis and only an etymological
dictionary can supply the original Gp. In order of frequency, is the main
instrumental preposition:

(10) about (on-butan, on bi-utan), above (on-ufan, also bi-ufan, bufan),
again (ongeon, on gegin), ahead (on head), aside (on side), away (on way),
back (on baec); the list of nautical terms was formed mainly with .

is followed by in terms of frequency (cf. §:3). Next, we have :

(11) across (in crosse, on croiz; OF: en croix), amidships (LG: in mid
scheeps) around (OF: en rond), into (in to; on to).

It should be noted that in Old English and in earlier stages of the language,
and were not clearly distinguished semantically as attested in OE and

ME texts, and there was a clear preference for . Many of the were
translations from Old or Norman French. Away could also be classified in the

as the formation was based originally on en route/chemin.
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(also ultimately related historically to and ):

(12) after (aef hinden), down (of dune, i.e. from the hill), over (ofer, yfer;
*uper-).

And related to , -/ -:

(13) along (and lang, i.e. anti = against, opposite + lang).

This preposition is relatively unique in its formative power with only one
preposition. However, it may be found in the verb answer (and- swere: swear
or declare back), and, of course, in the conjunction and.
Space does not allow a complete list with the origin of all the prepositions. But
the demonstration of the principle is clear. Only a few prepositions, that I have
called the Grammaticalising Prepositions (see §:8 table 1 below), participated
in this formative process.
Although this historical and grammatical account of the formation of preposi-
tions and adverbs (spatial grams) may seem like a digression, it was a neces-
sary one in order to understand what etymology and morpho-syntax can bring
to understanding and classifying these grams. Based on these observations,
we can propose two classification systems that do not rely solely on syntactic
order or semantic considerations.

6. Simplex and compound prepositions: a classification

It can now be seen that many, if not all, English spatial grams may be di-
vided between simplex and compound. The simplex category contains usually
the most ancient prepositions, e.g. in, on, off/of, by, with, and also out, up,
to, at, through . Of these, only the first five were frequently grammaticalising
prepositions. On the other hand, the compound category contains the vast ma-
jority of prepositions and adverbs (cf. lists (4), (5) and (6) in §:2). It may be
predicted that a simplex gram can function as both preposition and adverb—
only syntax can tell them apart. Conversely, compound grams with a substan-
tive as second element in the combination are highly likely to be adverbial in
nature often functioning as prepositions only when followed by another prepo-
sition and a LM (e.g. away from X, ahead of X, back to X, etc.). Of course,
this statement is only a generality as grammaticalisation is an ongoing process
that tends to blur the line between adverbial and prepositional functions (e.g.
beside, beside X, down, down X).

7
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7. The prefixed Gp as a cognitive functional marker

The class of prepositions as grammatical words is considered to be closed.
There are at least two examples which show this is not necessarily so, and that
the form of the prefixed element A- could possibly motivate new additions.
The first example is the preposition amidst which derived from the simplex
gram mid which had the meaning of modern with and among. According to
Marie-Line Groussier (1984:1195), the preposition was replaced by with in
Middle English due to the fact that its uses had lost all reference to space and
its meaning had become solely metaphorical. The spatial uses of mid in the
sense of among were taken over by amidst. This preposition was formed in
the 16c. on the phonological contraction of on/in the mid(st) of and obeys the
principles of adverbial particle formation set down in §:2.
The second case is more modern but has not left any attested examples yet.
Len Talmy in his 1985 paper on “How Language Structures Space” discusses
the complex spatial knowledge that comes into play with the use of various
prepositions. In a long paragraph, he characterises the spatial dimensions and
orientations that are required to understand across in “The plow is across the
field.”(1985:228). Talmy then points out that there is no specific preposition
to condense the information needed to represent: “This field is plowed in con-
centric circles. Look at the middlemost furrow. There is a pit dug at one point
of it. The plow you are looking for is in that pit.” such as in “the hypothetical
preposition apit in: “*The plow is apit the field.”” (1985:229). Talmy invents
another preposition p. 270 “aflat” on the same formative principle of the addi-
tion of a grammaticalising prefix A-.
These inventions would tend to show that the Gp is a cognitive reality. The
prefixal A- especially, marks off words to indicate their grammatical function.
The syntax of the construction is also to be taken into account in the parsing of
the utterances.

8. Cognitive schemata of grammaticalising prepositions:
an alternative categorisation

Another classification schema can be proposed based on the grammatical-
ising prepositions. More specifically, it can be noticed that the prototypical
meanings of the prepositions fall into two or three main categories. The first
is the proximity schema , which will be seen to be part of two more general
schemata: association and dissociation.

8.1 by: the Proximity Schema

Historically, can be reconstructed as *mb i in IE. Watkins (1985:3)
ultimately derives *mb i from *ant- (meaning front, forehead) which can be

h

h
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correlated with the and- of along. In OE, the root gave two words, and the
defunct ymbe replaced in the 16c. by around. The meanings of each can be
characterised as a relationship between two equidistant entities: is relative
to a point, whereas ymbe refers to a circle . Both indicate proximity with the
landmark (LM).

Tr LM

Figure1:

In figure 1, the LM is perceived either as a line or a point relative to the
Trajector (Tr). The trajector is the located entity, which is either moving or
potentially movable, or is perceived to be less permanent than the landmark.
Tr refers to the entity that is Subject of the verb, or its Object and which is
contextualised by the prepositional phrase containing the LM. The proximity
schema shows one of the defining features of prepositions, i.e. the interdepen-
dency of the trajector and the landmark. The double arrow illustrates the dual
direction of this relationship. Schema (1) is however a sub-schema of a more
global cognitive schema represented below in (Figs. 2 and 3).

8.2 in, on, of : the Association/Dissociation Schema

and , and are the most typical Gp’s. Semantically, and
are associative prepositions that derive historically from a concept of

close contact with a landmark. As was pointed out above in §:5, the modern
meanings of “contact with the surface of an entity” and “containment within
an entity” were not clearly specified in earlier stages of the language.

and are dissociating prepositions ultimately related to and
in IE. The second F on was added in ME to distinguish between purely
prepositional uses ( ) and more adverbial functions ( ). is related
to , that is, in relation to the front of an entity, yet separated.
All of these meanings and etymologies point up the most prototypical function
of the preposition, that of relating two entities together while specifying their
independence as individual entities: at the same time independent yet interde-

,
or one of separation or . The schemata are laid out in figures 2
and 3. The large arrowheads point in the direction of the main association but
there remains an implicit reference back to the entity they contextualise.
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Tr LM

Figure 2:

Tr LM

Figure 3:

The grammaticalising prepositions can thus be categorised as in table 3.1
below.

Table 3.1. Associative and Dissociative grammaticalising prepositions

This table represents only the simplest prepositions that mainly participated
in the grammaticalisation process of forming the compound prepositions. The
prepositions in bold case have been discussed above. The other prepositions
mainly partook in grammaticalising other spatial adverbs or verbs (e.g. in
towards, together, etc.). participates in both schemata. It will come as no
surprise that the compounds formed with the items of one of the columns can
also be classified as associating or dissociating accordingly.
Although the classification proposed is somewhat simplifying in its approach
and results, I would suggest that it globally obeys a general principle of cogni-
tive economy in categorisation. That is to say that the broad schema provided
by this classification system can then be fine-tuned to meet the pragmatic re-
alities of the language user. Thus, overlaps and contradictions may appear
in actual usage, which are normal occurrences in language variation. To wit,
take the example of the historical change of with from its original meaning of
against (*wi-tero: separation of two landmarks originating from a central point
and comparing their increasing distance) to its modern sense of close associa-
tion. The ambiguity is manifest in the example he fought with him which can
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mean he fought either against or alongside the other person.
Another example of a different kind is found with home, which Bolinger
(1974:18) classified as an adverb. It is clearly on the long road to grammatical-
isation but it is arguable whether it is through the intermediary of less produc-
tive Gp’s, such as at or to, or whether it is a self-made preposition like through
was.

9. Extensions of the Pattern

The grammaticalisation formula in (9) can now be refined and rewritten
thus:

(17) p + N = Gp +N = GpN

The features set out in §:3 concerning GpN, more specifically the first three
and the last, can also be found incidently in a syntactic construction such as
the so-called present progressive tense. Historically the construction derived
from a subject, the inflected verb be, and a nominal form of a verb (V+ )
preceded by the preposition . For instance:

(18) ME: He waes on huntynge.

The sentences meant literally that “He was in the act of hunting”. The old
form can still be heard in archaic PDE sentences like “The times, they are a-
changing.” which confirm features a), b), c) and f). This hypothesis is dealt
with in more detail in Lapaire & McMichael (2001).
The functions of the elements of this formula are also reminiscent of some of
the general principles of word formation in English. The prepositional adverb
sideways might look like it represents an intermediate stage between noun for-
mations of the form N+N (e.g. sidewalk) and a formation of (Gp)N+N (e.g.
(on/a) + side + ways). A closer look reveals that not only was side an adverb,
but ways was originally -wise (meaning: in the manner of) and that it was gov-
erned by the Gp . However, without this specialist knowledge, the layman
could construe that there was probably reanalysis and transfer by analogy from
one construction to the other resulting in sideways and other examples. What-
ever the case, such visual parallels as these are evidence again of cognitive
economy at play deep in the language with realisations that are not directly
identifiable with analogous structures.

10. Language Typology

Soteria Svorou (1994:80-6) has many examples of prepositions from other
languages that seem to display the same pattern of grammaticalisation. Of
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particular interest are some Middle Welsh grams such as ar ol (after ar = on
+ ol = track), ar dwrs (in front of ar + dwrs = door), ar hyt (along ar + hyt
= length), ar ben (on top of ar + penn = head), ar uchaf (upon, over ar +
uchaf = top). The Celtic influence on English is negligible from a lexical point
of view but this may be an instance of some syntactical influence. However,
the question remains open for the present until further research has been done,
including comparison with Scandinavian formative patterns.
Many languages of the world have resorted to the Gp+N formative structure
for their prepositions . Further research is required to ascertain whether they
have adverbial functions comparable to the English formations as Svorou
(1994:51) excluded spatial adverbs occurring only in intransitive constructions
from her study.
If we look at how one language has grammaticalised space, French provides
some evidence of slightly different formations with analogous results. The
French prepositions are very like English ones in that they are free and
precede the landmark/NP. Their function is also identical and only differs
sometimes in their interpretations. Literal translations are not always pos-
sible as the translations into French of examples (1), (2) and (3) from §:1 show.

(19) ...elle tombait dans un puits très profond.

The French preposition dans means literally in, the locative preposition .
The idea of down, the direction, is derived from the contextualising LM puits
= well and the verb tomber = fall.
Conversely, the adverbial counterparts of the prepositions were prefixed to the
verbs much like Latin and are now not perceived as being additions.

(20) Elle s’agenouilla et regarda le long du couloir.

The prefix a- comes from Latin ad- meaning at, i.e. contact between two
entities. The verb indicates the action of kneeling and the adverb focuses on
the end state of the action with LM (the floor) sublexicalised.

(21) Prenez plume et encre et consignez-le par écrit.

This sentence is one translation but possibly not the most frequent equiva-
lent. It has simply been chosen to highlight the adverbial prefix con- (Latin:
with or against) absent in other translations. The French language, and other
Latin-origin languages, establishes different forms of cognitive connections
with the LM but these relationships are still coherent with the schema of

and the members of that category. Con-, with, and down are members
and hence are motivated as conceptual equivalents.
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The comparison of the two languages also shows more clearly the adverbial
status of the grams but a diachronic study reveals the same broad spatial ref-
erence system of contact and dissociation. The main difference between the
preposition and the adverb/preverb is the reference to an overt or to an implicit
landmark.

11. Conclusion

The main purpose of this paper was to show how a study of the morphology
of the words commonly referred to as prepositions could help to establish other
classification criteria and to reveal the genetic relationship between preposi-
tions and spatial adverbs in English. We can conclude by saying that the ap-
parent polysemy of these words is motivated and a common semantic core can
be found hence giving some criteria for a broad classification system. On the
other hand, the morphology of these items also points to the importance of tak-
ing syntactical criteria into account when defining the grammatical functions
of the grams, notably by recognising the importance of the fixed word-order
of the prepositional phrase and its various manifestations in the morphology of
words. The morphological study shows that the adverb and the prepositional
phrase can often be one and the same.

Notes
1. Conventional abbreviations will be used throughout this paper, namely: N and NP = noun and noun

phrase; PP = prepositional phrase; OE, ME, PdE = respectively Old, Middle and Present-day English; IE
= Indo-European; LG = Lower German; OF = Old French; an asterisk (*) before a word marks either a
reconstructed form or an incorrect or ungrammatical phrase. Upper case is used for concepts or roots.

2. In the sense of Svorou (1995:31) i.e. Bybee’s (1986) short grammatical morphemes with a semantic
reference to space.

3. The Oxford Dictionary of English Etymology (1966) edited by C.T. Onions.
4. Grammaticalisation is defined as the historical process by which a lexical item takes on a grammat-

ical function.
5. John Hewson (1992) demonstrates that the prepositional phrase is the oldest fixed syntactic structure

in IE.
6. Up and out are perfect examples of simplex forms which function typically as adverbs. It is inter-

esting to note that neither is used frequently in the grammaticalisation process.
7. Through is special in the sense that the noun, meaning “hole”, grammaticalised without the means

of a grammaticalising preposition. It is also slightly more recent than the others having no IE form but
many parallels in daughter languages. All the Gp’s are said to have been derived from nouns in IE but their
original meanings are difficult to recover. Through is also interesting from this respect.

8. Groussier (1984:725;743)
9. ODEE:1009
10. To name only a few of representative diversity: Melanesian Pidgin, Middle Welsh, Persian, Margi,

Modern Greek, Indonesian, Basque (although Basque, and other languages not mentioned, have locative
suffixes rather than pre-posed or prefixed prepositions).

11. Cf. Svorou 1994: Appendix E for lists of prepositions from 26 languages of the world.
12. It may be noted that the French preposition is itself the result of the combination of de and en, two

other prepositions following the more specific formative pattern p+p.
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ADPOSITIONS
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Abstract Variation in the linguistic expression of trajectories in motion events has been at-
tributed to a widely-accepted binary typology: ‘satellite-framed’ languages (e.g.
English, Russian, Chinese) generally encode direction in adpositions or affixes,
whilst ‘verb-framed’ languages (e.g. Japanese, French, Arabic) do so in verbs
(Talmy, 1985, 1991). However, elicited production data from a first language
acquisition experiment comparing directional predication in Japanese, French
and English reveals a common syntax of PPs, and no particular language setting,
with all variation due to differences in the properties of individual lexical items.
I adopt and extend a theoretical framework in which interpretable features inter-
act through syntax, and a layered PP structure is subject to universal principles
of interpretation. These findings are in accordance with the hypothesis that the
lexicon is the primary locus of crosslinguistic syntactic variation in argument
structure.

Keywords: acquisition, lexical semantics, motion events, path, PP, predication, preposition,
satellite

1. Introduction

The syntactic category P (subsuming prepositions, postpositions, and cer-
tain affixes considered as incorporated P) plays a greater role in some lan-
guages than others in the framing of motion events. According to Talmy’s
(1985, 1991, 2000) widely-accepted binary typology, whilst ‘satellite-framed’
languages such as English, Russian and Chinese generally encode direction in
P (e.g. ‘swim across the river’ / ‘run into the cave’), ‘verb-framed’ languages

 57
P. Saint-Dizier (ed.), Computational Linguistics Dimensions of the Syntax and Semantics of Prepositions, 57-68. 
© 2006 Springer. Printed in the Netherlands. 



58 SYNTAX AND SEMANTICS OF PREPOSITIONS

such as Japanese, French and Arabic typically do so in V (e.g. ‘cross the river
swimming’ / ‘textitenter the cave running’). This crosslinguistic generalization
groups together vast numbers of languages independently of cultural traditions
or social factors, and points to intriguing limitations on the range of variation
in the way motion events are linguistically represented. In order to bring fresh
evidence to bear on formal syntactic aspects of this typology, an original first
language experiment was devised and conducted with Japanese (J), French (F)
and English (E) children and adults. Whilst the results are broadly supportive
of the typology, they also highlight weaknesses in the simple binary distinc-
tion, and show that despite much lexical variation within and across the three
languages, they appear to share a common syntax of motion events. I draw
on acquisition data, constructed examples, and generative investigations of PP
structure in proposing that children are able to acquire the grammar of direc-
tional predication through the combination of two factors: (i) innate knowledge
of a universal syntax of PPs; and (ii) the development of a language-particular
lexicon, which is able to package grammatically-relevant concepts into lexical
entries. This paper is organized as follows. Section 2 presents the satellite-
framed / verb-framed distinction, describes the experimentation, and presents
elicited production data. In Section 3, a theoretical framework is proposed
for comparative analysis in which features such as LOCATION, PATH and
PLACE are operational in syntax, and in which V is merged with a layered
PP, the whole being subject to universal principles of interpretation. Section
4 summarizes the findings and relates them to lexical parameterization theory.
Syntactic variation in motion events is attributed to differences in the proper-
ties of individual lexical items, a finding in accordance with the hypothesis that
the lexicon plays a pivotal role in crosslinguistic syntactic variation (e.g. Borer
1984, Chomsky, 1995, Emonds 2000, Fukui 1995).

2. A monkey, a parrot and a banana

Talmy’s (1985, 1991, 2000) theory of event structure has at its core a small
number of universal semantic elements that are mapped to overt linguist forms
such as prepositions and verbs by a process variously referred to as ‘lexi-
calization’ (McCawley, 1968), ‘incorporation’ (Gruber, 1965), or ‘conflation’
(Talmy, 1972). Such grammatically relevant concepts include Motion, Man-
ner, and Path. Simplifying Talmy’s definitions somewhat, Motion is movement
per se in the event, Manner is the way in which the entity moves, and Path is
the trajectory followed by the moving entity. Examples of canonical ‘satellite-
framed’ and ‘verb-framed’ syntax in Japanese, French and English are shown
below, with Path predicates underlined.

1

2
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Akira wa umi no naka ni odotte haitta.
Akira TOP sea GEN inside LocP dancing entered
‘Akira danced into the sea.’

Akira est entré dans la mer en dansant.
Akira AUX entered in the sea dancing
‘Akira danced into the sea.’

Akira danced into the sea.

In these examples, the features MOTION and MANNER are lexicalized
in a matrix or subordinate V (J: odoru; F: danser; E: dance), whilst PATH
is lexicalized following the typology, as either V (J: hairu ‘enter’; F: entrer
‘enter’) or as P (E: into).

In an endeavour to shed light on formal principles at work in the syntax of
motion events, an experiment was devised and conducted with the participation
of 77 monolingual Japanese, French and English child test subjects, divided
into five age groups from 3 to 7 years, and 18 adults in corresponding control
groups. There were on average five participants in each age group. A picture-
story book was designed whose plot is as follows: a monkey sits in a tree-
house about to eat his banana; a parrot swoops in, steals the banana, and flies
off. The monkey chases the parrot whilst overcoming various obstacles. A
specific manner of motion is associated with a specific path on each page of
the book: the monkey slides down his tree, runs under a bridge, jumps over
a rock, etc. The monkey and the parrot then encounter a lion in a cave, after
which the parrot drops the banana. The monkey catches it and hurries home,
going through the same motions for a second time, before eating his banana
in peace. Test subjects were asked to say what happens on each page. If they

followed to elicit appropriate responses. No PATH predicates were used by the

predication could be recorded and transcribed for analysis.
As shown in Table 1, the findings support only a broad interpretation of the

absence of an inherent PATH verb were much less common in Japanese and
French than in English, accounting for 15.7 percent (68/432) of the Japanese
data, 32.2 percent (131/407) of the French data, and 93.4 percent (438/469)
of the English data. However, the three languages fell into discrete response
categories in all age groups - the mean percentage ranges being 12.5 - 20.0
for Japanese, 25.8 - 39.4 for French, and 92.8 - 94.0 for English. Not only
were the responses ranges categorically distinct, but the confidence intervals
on the means were non-overlapping (Japanese: 0.157 0.034; French: 0.322

0.045; English: 0.934 0.022, using WaldŠs approximation). This three-
way distinction clearly calls for analysis beyond a simple binary typology.

3 

4 

5 

lexicalization typology: utterances in which adpositions encoded PATH in the

did not describe the path followed by the monkey, a series of prompts was

experimenter in such prompts. In this way, 1607 relevant examples of PATH
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Table 1. Percentages of responses with PATH in PP in the absence of an inherent PATH verb.

Exceptions to the dominant pattern in each language resulted in a wide variety of syntactic
types, as shown in the following sets of examples, which include test subject codes for reasons
of transparency. The codes indicate the language group (J, F, E), then the age group in years
(3, 4, 5, etc.), followed by a lower-case letter for position within the age group. Thus J5b is a
Japanese 5-year-old, and the second-youngest in the group. The Japanese data included many
lexical and syntactic variations on the theme of the monkey rolling down the hill:

J5b: korogeochita
roll-fell
‘(he) fell and rolled down’

J7a: oka no shita ni korogari nagara itta
hill GEN bottom LOcP rolling while went
‘(he) went rolling down the hill’

J6c: ue kara korogatte iku
top from rolling goes
‘he goes rolling from the top’

J6d: yama no ue kara korogatta
mountain GEN top from rolled
‘he rolled from the top of the mountain’

The expression of PATH in these utterances may be characterized as follows: J5b used a
(non-productive) form of lexical compound; J7a produced a complex PP with a noun specifying
geometric information (LocN) and a general spatial postposition (LocP), the manner V merg-
ing with a durative complementizer, and tense carried by a deictic verb; J6cŠs utterance has a
complex PP with LocN and a directional postposition (PathP), the manner V as an adjunct, and
again tense carried by a deictic; and in the utterance of J6c, we find a directional manner V
merging with a directional PP (PathPP).

The French data were also highly varied. As the monkey went under the bridge, elicited
resposes included the following:

F3c: il passe par dessous
he passes via underneath
‘he goes under’

F3d: il passe en dessous
he passes LocP underneath
‘he goes under’

F4a: il passe par en dessous
he passes via LocP underneath
‘he goes under’

F6d: il passe sous le pont
he passes under the bridge
‘he goes under the bridge’
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F5a: il court sous le pont
he runs under the bridge
‘He runs under the bridge’

F7e: il court en dessous le pont
he runs LocP underneath the bridge
‘he runs under the bridge’

The first four utterances exemplify an inherent PATH verb merging respectively with (F3c)
PathP and LocN; (F3d) LocP and LocN; (F4a) PathP and LocP together followed by LocN; and
(F6d) LocP. The last two French examples illustrate a directional manner V merging respectively
with (F5a) LocP and (F7e) a complex PP with LocP and LocN. Note that when par Śvia and en
ŚLocPŠ are combined, the directional P precedes the locational P, a fact that will prove relevant
when the discussion turns to universal aspects of PP hierarchy.

The English data exemplified various means of expressing the monkey’s crossing of the river:

E3b: he splashes into it and then gets out

E3e: he swims across the river

E4c: swims over to the shore

E5b: he crosses the river

In the utterance of E3b, we see non-directional manner V with PathP, and the splitting of
the complex trajectory; in that of E3e, we find directional manner V with PathP; E4c combined
directional manner V with a P modifier and a PathPP; whilst E5b used PathV with a direct
object.

In each language and across age groups, directional manner verbs were merged with locative
adpositions in directional contexts, e.g.

E4d: he runs in the cave

E6e: he climbs on the top of the hill

J3e: ishi ni jampu shita
rock LocP jump did
‘He jumped on the rock’

J5c: soto ni nigeta
outside LocP fled
‘He fled outside’

F3a: il court dans le trou
he runs in the hole
‘He runs in the hole’

F7d: il nage de l’autre côté
he swims LocP the other side
‘He swims across’

However, non-directional manner verbs were never attested with LocP in such contexts in
any language. Examples such as E3e: he jumps in the river were typical, yet non-directional
manner verbs and onomatopoeia invariably merged with overt PathP, e.g. E3b: he splashes into
the river; J3b: ishi no ue kara piyon-tte shita (rock GEN top from whoosh! did ‘he whooshed
from the top of the rock’). The above examples of elicited production will be shown to provide
support for both a strong theory of universal grammar, and a lexicalist approach to argument
structure.



62 SYNTAX AND SEMANTICS OF PREPOSITIONS

3. Lexical variation and single syntax
Despite the highly interesting implications of the verb-framed / satellite-framed distinction

in terms of stylistics, rhetoric and translation theory (see e.g. Berman and Slobin, 1994; Naigles
and Terrazas, 1998; Ohara, 2000; Ozcaliskan, 2002; Slobin, 1996), the designs and conclusions
of previous investigations speak to issues of preference rather than possibility, and language use
(performance) rather than language knowledge (competence): they do not distinguish what is
grammatical from what is ungrammatical. This follows naturally from the way in which the
typology was originally conceived. The criterion for classification of a language in the typology
is that the language as a whole selects V or P as its most ‘characteristic’ expression of PATH,
i.e. it is a colloquial, frequent, and pervasive speech pattern (Talmy, 1985: 62). The following
sections approach the same syntactic variation from a generative perspective.

3.1 The case of congruent features on V and P
I draw on work by Jackendoff (1990) and Emonds (2000) in positing universal semantic fea-

tures on lexical items which play a role in the syntax of PPs. In particular, verbs may obligato-
rily select or optionally merge with adpositions carrying the spatial features LOC (LOCATION)
(e.g. under), which allows either locational or directional interpretation, PLACE (e.g. within),
which allows only locational interpretation, and PATH (e.g. to) which allows only directional
interpretation. In the initial set of three examples, Japanese ni and French dans are both cases
of LocP, unlike English into, which is a PathP. However, crucially, if in (LocP) is substituted for
into (PathP) in the English example Akira danced into the sea, the directional interpretation is
impossible due to the non-directional manner verb, leaving a strictly locational interpretation:
Akira danced in the sea. In the Japanese and French examples, the primary predicate (J: hairu /
F: entrer ‘enter’) specifies a directional interpretation. However, if the non-directional manner
verb ‘dance’ takes the place of the primary predicate, interpretation again is strictly locational,
not directional. Thus in French we derive: Akira a dansé dans la mer (Akira danced in the sea
- ‘Akira danced in the sea.’), and in Japanese, we get: Akira wa umi no naka de odotta (Akira
TOP sea GEN inside LocP danced - ‘Akira danced in the sea.’). Japanese de here replaces ni for
an independent reason (de is required by locational adjuncts to activity verbs, rather than sta-
tive verbs). Thus interplay between P and V determines whether the interpretation is locational
or directional, and if the verbal and adpositional predicates in these sentences have congruent
features, locational interpretation is identical in each language.

In colloquial speech, though not in prescriptive grammar, directional interpretation is possi-
ble if a directional manner-of-motion verb (e.g. run, jump, swim, slide, NOT dance, twist) is
merged with a locational adposition: in this case the indirect object may be interpreted as a goal
in a directional interpretation, as shown below:

Akira wa umi no naka ni jampu-shita /hashitta.
Akira TOP sea GEN inside LocP jump-did/ran
‘Akira jumped/ ran in the sea.’

Akira a sauté /couru dans la mer.
Akira AUX jumped/ ran in the sea ‘Akira jumped/ ran in the sea.’

Akira jumped/ran in the sea.

This directional reading is a characteristic of colloquial child and adult speech in each lan-
guage, as confirmed by both adult informants and the elicited production data of test subjects. It
appears to be disparaged in the standard varieties, which encode PATH as an inherent feature of
either V or P. However, in appropriately colloquial contexts this lexicalization pattern may even
be preferred. For example, a French mother who is with her children in the garden as it begins

6 
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to rain might might naturally produce the first utterance below, but the second would be most
improbable:

It should also be noted that although Japanese and French lack an equivalent directional P
to English into, they do have directional Ps (e.g. J: kara ‘from’, F: vers ‘towards’), which can
form a syntactic structure of the ‘satellite-framed’ type. Thus in Japanese, French and English, a
directional interpretation is possible in all registers if the feature PATH is inherent in either P or
V, or both. A directional interpretation is also possible in colloquial varieties if a LocP merges
with a certain class of MANNER verbs, a point which is addressed more formally in Section 3.3
below. To return to the first set of examples and the binary typology, the reason that the English
example with into finds its nearest equivalents in Japanese and French examples with hairu
‘enter’ and entrer ‘enter’ has nothing whatsoever to do with language-particular grammars, but
is simply due to the fact that English into has no lexical equivalent in Japanese or French.

3.2 PATH and PLACE layers in PP
In order to provide a principled account of the interaction between V and P in directional

contexts, I maintain that there is a universal layered PP structure, with a higher functional head
hosting the PATH feature, and a lower lexical head hosting the PLACE feature. This idea has
been adapted by several syntacticians from Jackendoff’s (1990) theory of Conceptual Seman-
tics, in which sentences such as The deer came from behind the tree and Barthez went onto the
pitch are assigned the following semantic representations.

There is accumulating evidence that the configuration is part of syntac-
tic structure. Van Riemsdijk (1990: 236-237) provides convincing evidence of a higher func-
tional layer in German PPs with circumpositions. In cases where there is a (lower) preposition
and a (higher) postposition, only the lower lexical P may assign case, may subcategorize the DP,
and may impose idiosyncratic selectional restrictions (among other distinctions). This structure
is exemplified below in German.

Koopman (2000) draws similar conclusions about Dutch PPs, and makes the pivotal obser-
vation that all spatial Ps in the higher functional projection rceive a PATH interpretation, whilst
those in the lower projection are interpreted as PLACE. Cinque (1999: 138) points out that the
same structural hierarchy can be found in English and Italian, with a ‘grammatical P’ in a lower
projection:

 ‘Come on, let's run in the house!’ 

• Allez, entrons dans la maison en courant! 

 

go-2PL enter-1PL in the house running 

‘Come on, let's enter the house running!’ 

 

• Allez, courons dans la maison! 

 go-2PL run-1PL in the house 

• [EventCOME([ThingDEER], [PathFROM([PlaceBEHIND([ThingTREE])])])] 

• [EventGO([ThingBarthez], [PathTO([PlaceON([ThingPITCH])])])] 

• [PP,func[PP,lex[P,lexhinter][DPder Scheune]][P,funchervor]] 

 
behind the barn from 

 

‘from behind the barn’ 

•[PathPFrom[PlacePout[Pof [DPthe darkness]]]] 

8 
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from behind of us
‘from behind us’

The universality of this structure is further supported by the discovery that in languages that
express notions of PATH and PLACE in extended spatial case systems, there is a strict hierarchy
of PATH, PLACE and ‘grammatical’ affixes, which exactly mirrors the PP-internal hierarchy
(Van Riemsdijk and Huybregts, 2001; see also Kracht, this volume). In the example from
Lezgian below, the oblique stem marker -re appears to mirror the role of grammatical Ps such
as English of and French de. The mirror order can be derived either by successive adjunctions
or by feature-checking following insertion of the fully inflected lexical item (Chomsky, 1995),
as long as the order of checking is the mirror order of the morphological derivation.

sew-re-qh-aj
bear-of-behind-from
‘from behind the bear’

A further articulation of the PP structure is necessary to include the spatial nouns which
proved so ubiquitous in the elicited production data discussed in Section 2. That a bare N pro-
jection carrying geometric information is possible within layered PP is supported by indepen-
dent investigations such as Ayano (2000) and Holmberg (2002). Elements which can appear as
bare LocN in English in the absence of an overt D include (in) front (of), (on) top (of) and in
American English only, (in) back (of). In Japanese, N rather than P conveys almost all geomet-
ric information. Thus concepts of English in, over and towards are expressed with spatial nouns
such as naka ‘inside’, ue ‘top’ and hō ‘direction’. In French, spatial nouns include haut ‘top’,
bas ‘bottom’ and dessous ‘underneath’. An English sentence such as He jumped from in front
of the train illustrates a fully articulated layered PP structure with spatial N, as shown below.

The semantic element TO is usually covert in such contexts ( ?He jumped to in front of the
train). That there is a covert PathP in syntax in this case is motivated by the fact that as an
empty category, it must be locally licensed by strict adjacency to the verb. When moved into a
focus position, directional interpretation is impossible e.g.

It was in the lake that Bush jumped.( PATH)

It was on the pitch that Zidane ran. ( PATH)

On the basis of the research evidence summarized in this section, and considering the impli-
cations of crosslinguistic syntactic invariance for first language acquisition, I maintain that:

The internal structure of PP is universal, and avail-
able at all stages of acquisition.

Lexical entries specified as LocP (e.g. in, under, on) are inserted in the lower lexical P, and
are interpreted as PLACE in the absence of a functional projection. If the functional PathP is
merged, LOC checks the higher functional feature. For example, if the phrase is
merged as an adjunct with the verb run, it has a [PLACE] interpretation. If it is merged as a
complement, there is a functional projection, whose PATH feature is checked by LOC, deriving
a directional interpretation.

For posited universal structures, assuming the ‘continuity hypothesis’, it is to be predicted
that they will be present and inviolable at all stages of acquisition. Thus we should never find
errors in violation of this layered PP hierarchy, e.g.
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The monkey runs in from the cave.
(context: from inside the cave)

The monkey climbs top on the hill.
(context: on top of the hill)

In 1608 recorded utterances of path predication, such errors were never attested. That this is
so in each language and in all age groups lends further support to the notion that these aspects
of phrase structure are part of universal grammar.

3.3 A principle of PATH interpretation
As noted in Section 2, prescriptive grammar in Japanese, French and English prefers to

spell out the feature PATH overtly on V or P or both, whilst natural colloquial speech in each
language also allows a PATH interpretation when directional manner V merges with LocP. We
can now formalize this latter observation. This possibility is restricted to verbs which may
incorporate a functional PathP. In all three languages discussed here, the equivalents of run (J:
hashiru, F: courir) may incorporate an empty PathP, whilst the equivalents of dance (J: odoru,
F: danser) may not. As shown above in Section 3.1, in Japanese and French colloquial speech,
the equivalents of run but not dance may merge with LocP in directional contexts. The only
reason that English dance appears to differ in argument structure from its French and Japanese
equivalents is that there is contrastive polysemy among English into / in, French dans, and
Japanese ni. Just as in French and Japanese, English dance requires an overt PathP complement
(e.g. into, to) in such cases for the VP to convey directed motion.

In order to account for such interpretive variation across verb classes, I propose the following
universal principle:

In a layered PP may be covert iff the following two conditions
obtain: bears the feature LOC, which checks the higher PATH feature; and the whole
is merged with a PATH-incorporating V.

Despite the range of predicate semantics and syntactic structures in all three sets of data, not
one of the 1608 utterances violated this principle. As noted at the end of Section 2, all instances
of non-directional manner verbs (including onomatopoeia) invariably merged with overt PathP.
In cases where is covert, it has variable interpretation. This can be seen from the three-way
ambiguity in sentences such as E: Bob ran under the bridge, or F: Bob a couru sous le pont ‘Bob
ran under the bridge’, where the LocP may be interpreted as locational (PP in adjunct position),
or as directional with either a TO or VIA interpretation. In Japanese, each interpretation is
syntactically spelled out, with geometric information encoded in LocN.

Bob wa hashi no shita de hashitta.
Bob TOP bridge GEN underneath PlaceP ran
‘Bob ran under the bridge.’

Bob wa hashi no shita ni hashitta.
Bob TOP bridge GEN underneath LocP ran
‘Bob ran under the bridge.’

Bob wa hashi no shita o hashitta.
Bob TOP bridge GEN underneath ACC ran
‘Bob ran under the bridge.’

In the first example, the postposition de is strictly PlaceP. In the second, ni is an instance of
LocP, which merges with covert PathP to render a TO interpretation (for discussion see Ayano,

[ Path PPα [Place PP β]]
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2000: 73-75). In the third case, the VIA interpretation is inferred by assigning accusative
case to the spatial noun, ensuring ‘object affectedness’. This strategy finds parallels in English
examples such as swim the Channel (ACROSS inferred) and walk the road to Santiago (TO
END OF inferred). Syntactic structures thus vary according to the inventory of available lexical
items, but the claim that interpretable features on lexical items interact with a universal layered
PP structure holds in all three languages.

4.
Typological patterns in motion events have led to much research on the degree to which

languages are ‘verb-framed’ or ‘satellite-framed’. However, despite the validity of such gen-
eralizations they remain informal tendencies. The comparative syntactic analysis reported here
reveals that at least in respect of Japanese, French and English, (i) syntactic variation is sin-
gularly due to variation in the lexicon; (ii) no language as a whole selects a ‘setting’ to frame
motion events, i.e. there is no language-particular grammar involved in this variation; and (iii) a
fixed hierarchical internal structure of PP and the same interpretive syntactic principles appear
to hold in each language. Such findings concur with one trend in universal grammar research
that ties parametric variation to the acquisition of the lexicon (e.g. Borer 1984, Chomsky, 1995,
Emonds 2000, Fukui, 1995). Aspects of syntax which are universal are plausibly part of the ini-
tial state of the language learner, whilst knowledge of language-particular syntax is acquired via
positive evidence in the form of lexical items whose contextual properties are revealed through
their syntactic environment. The acquisition data gleaned from the elicited production experi-
ment furnish strong support for the contention that the syntactic structure of layered PP and the
relevant principles of interpretation are part of the initial state, leaving to children the task of
learning their lexicon.

cknowledgements This research was conducted with the support of the Arts and Human-
ities Research Board, the University of Durham (UK), and a COE research grant from Mie
University (Japan). Special thanks to Seiki Ayano, Joseph Emonds, Thierry Guthmann, An-
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Notes
1. Several influential articles by Talmy (e.g. 1985, 1991) have been revised and republished in Talmy

(2000).
2. Both constructed examples and verbatim examples from test subjects are given in italics, to distin-

guish them from glosses and translations. Glosses include the following terms: ACC - accusative; AUX
- auxiliary; GEN - genitive; LocP, PlaceP, PathP - Ps carrying the features LOCATION (both locational
and directional readings possible), PLACE (only a locational reading possible), or PATH (only a directional
reading possible); TE - Japanese TE-form; TOP - topic; e.g. 2PL - second person plural.

3. A fully comprehensive review of this project is provided in Stringer (in preparation). The relation
of semantic complexity in P to delays in acquisition is discussed in Stringer (2003).

4. On this analysis, a PATH verb inherently specifies direction in a specific spatial configuration (e.g.
cross, descend, enter). NB. There is crosslinguistic variation between supposedly equivalent verbs, which
affected the classification. For example, Japanese noboru ‘climb’ and French grimper ‘climb’ must always
be used in upward contexts, whilst English climb imposes no restrictions on the direction e.g. He climbed
down the cliff, across the ledge, and into the cave.

5. Japanese and French adults dispreferred the more colloquial PP forms in experimental conditions,
the control group percentage means being 3.7 (3/82) for Japanese, 17.9 (21/117) for French and 89.1
(90/101) for English. However, it is noteworthy that in follow-up interviews, the adults judged all the
child utterances with PPs to be grammatical in this respect. Thus child-adult differences reveal stylistic
preference rather than grammaticality, the latter being the focus of the current investigation.

A

Conclusion
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6. This has always been a key issue in generative grammar: ‘The fundamental aim in the linguistic
analysis of a language L is to separate the grammatical sequences which are the sentences of L from the
ungrammatical sequences which are not the sentences of L and to study the structure of the grammatical
sequences. The grammar of L will thus be a device that generates all of the grammatical sequences of L and
none of the ungrammatical ones.’ (Chomsky, 1957: 13)

7. The example with hashiru ‘run’ improves with the deictic iku ‘go’. The bare MANNER verb is
unproblematic in colloquial speech, e.g. Eki ni hashitta - station LocP ran - ‘He ran to the station’. If
further spatial information is encoded in the PP it is preferred that direction be spelled out with a deictic
verb, e.g. Eki no naka ni hashitte-itta - station GEN inside LocP running-went - ‘He went running into the
station’.

8. I do not assume that the higher functional projection is restricted to PATH.
9. I argue that such N obligatorially lack functional material such as D or plurals (Stringer, in prep.),

and as Ayano (2000) points out, bare N e.g. in front of the train can be referentially distinguished from DPs
e.g. in the front of the train.

10. A reviewer questions the possibility of this VIA interpretation with French sous ‘under’). As noted in
Section 2.1, prescriptive varieties prefer that PATH be overt in V or P. Thus there is a clear ‘improvement’
with VIA lexicalized in passer ‘pass’ e.g. Bob a passé sous le pont en courant. However, in colloquial
French VIA-sous is productively attested, as shown in Section 2 (F5a) and as confirmed by adult informants.
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Chapter 5

MULTILINGUAL INVENTORY OF
INTERPRETATIONS
FOR POSTPOSITIONS AND PREPOSITIONS

An application to Basque, English and Spanish
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Abstract This article describes a common inventory of interpretations for postpositions (in
Basque) and prepositions (in English and Spanish). The inventory is a flat list of
tags, based mainly on thematic roles. Using the same inventory for all languages
allows to know, for each postposition or preposition, which are the translations
under each possible interpretation. We think this resource will be useful for
studies on machine translation, but also on lexical acquisition experiments on the
syntax-semantic interface that make use of multilingual data (see, for instance
(Agirre and Lersundi, 2002)). The method to derive the inventory and the list of
interpretations for Basque postpositions and Spanish and English prepositions
has tried to be systematic, and is based on (Aldezabal, 2004) and (Dorr, 1993).

Keywords: Multilinguality, postpositions, thematic roles, Lexical Conceptual Structures

Introduction

This article describes an inventory of interpretations for postpositions (in
Basque) and prepositions (in English and Spanish). Basque is an agglutinative
language, and its postpositions are more or less equivalent to prepositions, but
they are also used to mark syntactic functions such as the subject and objects
of verbs.

Literature on Basque suffixation phenomena has not agreed yet on a com-
mon definition of postposition. For some, they are separate from grammatical

{ }

69 
P. Saint-Dizier (ed.), Computational Linguistics Dimensions of the Syntax and Semantics of Prepositions, 69-82. 
© 2006 Springer. Printed in the Netherlands. 



70 SYNTAX AND SEMANTICS OF PREPOSITIONS

cases (absolutive, ergative and dative), and postpositions refer to the rest of
cases (instrumental, adlative, possession-genitive, etc.). For others, postposi-

framework.

a generic form.
by-product is that it is possible to know which are the possible translations

Table 5.2

into English prepositions.
The table of interpretations is a generic knowledge resource that helped

in the acquisition of complex multilingual structure in the framework of the

2002) describe a method based on such a multilingual table that links the syn-
tactic function of an argument or adjunct to the semantic interpretation of the
argument or adjunct. The method has proved to be effective to disambiguate
the occurrences of the Basque postposition -z (instrumental case) in dictionary
definitions, using parallel Spanish and English definitions. We are currently
applying the method to all postpositions using the multilingual table described
in this paper.

Our inventory of interpretations is based on (Aldezabal, 2004) and (Dorr,
1993). Our goal is to deliver a flat list of interpretations in the form of tags.
The tags are derived mainly from thematic role tags, but also cover adjuncts
and other phenomena. In order to have a common inventory of interpretations,
we have to fix first which are the interpretations that we are interested in. This
is not an easy task, and we decided to fix the inventory as we were building the
table of interpretations.

This article is organized as follows. Section 5.1 presents previous work,
followed by Section 5.2, which presents the method used to build the table
and the inventory of interpretations. Section 5.3 illustrates the method with
an in-depth study of the Basque instrumental case (-z). Section 5.4 presents
the analysis of the results. Section 5.5 reviews some remaining problems, and,
finally, Section 5.6 draws the conclusions.

1. Previous work

As we can read in (EAGLES, 1998), semantic relations were introduced in
generative grammar during the mid-1960s and early 1970s (Fillmore, 1968;

tions are used for combinations of words like “-en parean” (in front of)

As the list of interpretations is common for all languages, a
Our inventory includes interpretations for both arguments and modifiers, in

for a given postposition or preposition into the other languages.

front of). We prefer to take a simpler and more general view,and refer as

MEANING project (Rigau et. al., 2002) . For instance, (Agirre and Lersundi,

post

including the case suffix(-en in this example)and the postposition proper(parean–

(like “-en parean”). This allows for an integration of all of them in a unified
positions to all cases (grammatical or not)and also to complex postpositions

shows some possible translation of the Basque instrumental postposition -z

1
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Jackendoff, 1972; Gruber, 1967) as a way of classifying the arguments of
natural language predicates into a closed set of participant types which were
thought to have a special status in grammar. A list of the most popular roles
and the properties usually associated with them (adapted from (Dowty, 1989))
is given below.

Agent: A participant which the meaning of the verb specifies as doing or caus-
ing something, possibly intentionally. Examples: subjects of kill, eat,
hit, smash, kick, watch.

Patient: A participant which the verb characterizes as having something hap-
pen to it, and as being affected by what happens to it. Examples: objects
of kill, eat, smash but not those of watch, hear, love.

Experiencer: A participant who is characterized as aware of something. Ex-
amples: subject of love, object of annoy.

Theme: A participant which is characterized as changing its position or con-
dition, or as being in a state or position. Examples: objects of give, hand,
subjects of walk, die.

Location: The thematic role associated with the NP expressing the location
in a sentence with a verb of location. Examples: subjects of keep, own,
retain, know, locative PPs.

Source: Object from which motion proceeds. Examples: subjects of buy,
promise, objects of deprive, free, cure.

Goal: Object to which motion proceeds. Examples: subject of receive, buy,
dative objects of tell, give.

In linguistic theory, thematic roles have traditionally been regarded as determi-
nant in expressing generalizations about the syntactic realization of the predi-
cate arguments (see (EAGLES, 1996)). In many cases, the interpretation of the
prepositions is linked to thematic roles.

(Aldezabal, 2004) presents an in-depth study of 100 Basque verbs, including
their argument structure and also mentioning the semantic interpretation of el-
ements, which are related to thematic roles. We have used the link between the
argument structure and the semantic interpretation in order to extract possible
interpretations for postpositions . This list of postpositions and their interpre-
tation is the main source of our inventory for Basque. Nevertheless, it has some
shortcomings:

Aldezabal’s work focuses mainly on arguments, and her inventory of
interpretations may miss adjuncts. To get over this gap, we checked

2
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the inventory of interpretations from (Dorr, 1993) which does include
adjuncts.

For a given postposition, some interpretations might be missing. Aldez-
abal works only on the interpretations that arise during her study of the
100 verbs, and it could be the case that some interpretations for a given
postposition do not appear in her data. We tried to cover those miss-
ing interpretations with bilingual dictionaries, and the interpretations on
other languages.

Some postpositions might be missing. We will take missing suffixes
from Basque grammars. We currently do not include complex postpo-
sitions (which are comparable to complex prepositions in English, e.g.
the already seen “-en parean”, which is equivalent to “in front of”).

Regarding English and Spanish prepositions, our main source is the Lexical
Conceptual Structure (LCS) description in (Dorr, 1993; Dorr and Habash,
2002). From the LCS we extract the thematic roles assigned to prepositions,
either directly from the description of the prepositions or indirectly from the
LCS describing verbs. We also got a table from (Habash, 2002) where each
English preposition has a list of possible thematic roles. The same way that
we use the term postposition’ for all cases in Basque (grammatical or not),
we decided to adopt a uniform representation for prepositions and syntactic
functions in other languages as well. For example, we added the dummy
preposition for subject and object positions in English and Spanish. This does
not imply any linguistic claim, and is just a practical issue.

Extracting interpretations for all prepositions from the LCS is not straight-
forward, as the interpretation of some prepositions are not always described in
terms of thematic roles (e.g. it might refer to a primitive). For the sake of this
paper, when we refer to the LCS of a preposition, we really mean either the the-
matic role or the primitive that identifies the interpretation of the preposition.
Besides, some interpretations for prepositions might be missing, specially for
adjuncts. To our experience, the quality and coverage for English prepositions
is very good, but the Spanish prepositions are not so well represented.

2. Method to obtain the inventory and the multilingual
table

First, we have to decide which kind of interpretation we will use in the
description of postpositions, and use the same interpretation inventory for En-
glish and Spanish prepositions. In order to get this interpretation inventory we
had two main sources:

Izaskun Aldezabal’s semantic interpretation for some Basque postposi-
tions (Aldezabal, 2004).

‘
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Bonnie Dorr’s LCS for English and Spanish prepositions (Dorr, 1993).

In addition, we also have used the examples from bilingual dictionaries:

Bilingual English/Basque and Spanish/Basque dictionaries (Morris,
1998; Elhuyar, 1996).

A first approach to get the inventory list would be to map both Aldezabal’s and
Dorr’s interpretations, and perhaps choose an inventory which is a combination
of both. We compared both lists, and realized that sometimes Dorr’s interpre-
tations are more specific than those from Aldezabal (this is the case of perc
–perceived item–); but, overall, Aldezabal’s interpretations are more specific
than Dorr’s (we have touched theme, displaced theme, etc. instead of a single
theme).

There is another disagreement between what Aldezabal considers semantic
interpretation and Dorr considers thematic role. For example Aldezabal con-
siders as semantic interpretations both cause and path, and in the LCS repre-
sentation done by Dorr, these appear as primitives and types. We also realized
that manner is listed among Dorr’s thematic roles, but it is not linked to any
preposition in her lexicon.

The problem is that it is very difficult to match interpretations without study-
ing the examples to which they apply. This is specially the case when the
interpretations have been given for different languages.

As a method to fix the inventory of interpretations and build the multilin-
gual table, we start on Basque and jump into the other languages via a set of
manually tagged bilingual examples from a bilingual dictionary. Previously,
we decided to group some of Aldezabal’s semantic interpretations (which are
too granular) into a single interpretation. After this, the postpositions in the
Basque examples are tagged using our interpretations and the tag is copied
to the corresponding example in Spanish and English. Finally, we compare
the interpretations of Spanish and English prepositions thus obtained with the
thematic roles given by Dorr.

This is the method step by step for each postposition:

1 Take a postposition.

2 Extract examples for this suffix from the bilingual dictionaries. This way
we will translations in context of the suffix into the other two languages.

3 Look for interpretations of this postposition in (Aldezabal, 2004).

4 Study the interpretations, and, when we think interpretations are too fine-

postpositions.
grained, join them, controlling that it is coherent with the other
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5 Tag the Basque examples with the interpretations, and take special care
in possible gaps:

Study if there is any interpretation in the Basque examples that is
missing from Aldezabal’s list.

Find Basque examples and English translation for the interpreta-
tions that do not appear in the examples from the bilingual
dictionary, but which do appear in Aldezabal’s list.

6 At this stage we already have a list of interpretations for the Basque
suffix, a list of examples for each interpretation, and a list of English and
Spanish translations for each interpretation.

7 Each English preposition in the bilingual examples is assigned the
Basque interpretation. This is compared with Dorr’s LCS for that
preposition .

8 At this stage we produce a list of 4-tuples: (postposition - Aldezabal’s
interpretation - preposition - Dorr’s LCS). From the study of the 4-tuples
we derive the following:

A study of the mismatches between both interpretations, includ-
ing gaps in the interpretation of English and Spanish prepositions,
accompanied by a qualitative and quantitative analysis of the mis-
matches.

A unified interpretation tag that tries to solve the mismatches,
based on Aldezabal’s and Dorr’s tags, thus yielding a list of triples:
(postposition, unified interpretation, preposition).

A mapping from the unified interpretation to Aldezabal’s and
Dorr’s inventories.

After applying this method to all postpositions, we get a unified inventory of
interpretations that is applied to Basque postpositions and English and Spanish
prepositions. We also get a mapping between our unified inventory and Dorr’s
and Aldezabal’s inventory.

3.

We will illustrate the methodology of our study using the instrumental post-
position. First we look for interpretations of this postposition in (Aldezabal,
2004). It is important to take into account that the goal of Aldezabal’s PhD
work is not the study of thematic roles. She determines the argument structure
of some verbs, and arranges them into groups according to their syntactic be-
havior. During her study she mentions some semantic interpretations of Basque

Case study with the Basque instrumental postposition

3
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Table 5.1. The first column shows the interpretations for the Basque instrumental postposi-
tion. The second and third columns show the list of prepositions in English and Spanish with a
common interpretation after applying the method to all Basque postpositions

Table 5.2. Interpretations for the Basque instrumental postposition

postpositions, but the goal is not to produce an exhaustive list of semantic in-
terpretations.

Sometimes the interpretations she gives to postpositions are very granular,
and we have tried to do a list with more general interpretations, joining some
of her interpretations. Aldezabal gives 12 interpretations to the instrumental
and we joined them into 6 (step 4 above).

After this, we tag the examples extracted from bilingual dictionaries (61 ex-
amples) and we check them in order to see if there is any new interpretation
for the postposition (step 5). In the case of the instrumental we found a new in-
terpretation. Table 5.2 shows the 7 interpretations for the Basque instrumental
postposition.

Once we have tagged the examples extracted from the bilingual dictionaries
with the interpretations (step 6), we obtain the equivalences in Table 5.1.

Once we have the database of triples, we compare the interpretations for
English and Spanish prepositions obtained so far with the ones we have from
Dorr’s work (step 7). During this comparison, we will be able to map Dorr’s
LCS with the ones we have; and, at the same time we will build the 4-tuples
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Table 5.3. Evaluation of the mapping of the instrumental postposition with Dorr’s LCS. 4-
tuples refer to (postposition - Aldezabal’s semantic interpretation - preposition - Dorr’s LCS)

mentioned on step 8 of the method (postposition - Aldezabal’s semantic in-
terpretation - preposition - Dorr’s LCS). After building the list, we are able
to evaluate the quality of the mapping between the unified interpretations and
Dorr’s interpretations (Table 5.3).

There are 44 4-tuples between English prepositions and the Basque instru-
mental postposition, depending on the interpretation, and 33 between Spanish
prepositions and the Basque instrumental. From these, we have 19 good links
with English, and 10 with Spanish. We say the link is good when our interpre-
tation agrees with a thematic role in Dorr’s LCS. Table 5.4 shows some of the
mappings occurring in the 4-tuples for the instrumental case. The primitive-
role problem line in Table 5.3 relates to the case when Dorr represents what
we call an “interpretation” with an LCS primitive. In the case of the instru-
mental all the mismatches are caused by primitives cause (7 for English and 4
for Spanish) and path (7 for English and 3 for Spanish). Table 5.5 shows the
relevant mapping .

Regarding missing interpretations in Table 5.3, they are mainly caused by
manner and time. Dorr’s representation takes manner as a thematic role (they
also have it as a type), but they have not assigned it to any preposition. This

interpreta
tions. Something similar happens with time: 3 of the missing interpretations in

from English (in) and Spanish (a).
The missing prepositions for English is “on account of”. For Spanish, “ ”

(4 links), “a causa de”, “acerca de”, “durante”, “por delante de”, and “por
encima de” are missing.

The process is repeated for all postpositions (see section 5). At this point
the final unified interpretations are fixed. After adding the information for all

English ( , by, in), as well as 3 of the missing interpretations in Spanish (a, de,

may be because manner is not usually part of an argument, and their job

en) are caused by time. Incidentally the instrumental interpretation is missing

focuses on arguments of verbs .We have counted this as a “missing
tion”,and amounts to 6 (English) and 3(Spanish)of the missing interpreta-

English (and Spanish) prepositions from Dorr (via mapping), the table for the

4
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Table 5.4. Mapping with Dorr’s thematic roles in the LCS

Table 5.5. Mapping with Dorr’s primitives in the LCS

instrumental is as shown in Table 5.6. Note that the list of Spanish prepositions
is shorter, due to the fact that less prepositions were covered in Dorr’s work.

4. Overall results

After analyzing all Basque postpositions, their intersection with English and
Spanish prepositions, and the comparison with Dorr’s LCS, we get the quanti-
tative results as shown in Table 5.7.

Regarding English, most of the mappings are correct. The percentage of
missing interpretations is quite high, but most of them are caused by the man-
ner and time interpretations not being present in the English data (30 and 9
times respectively). Regarding Spanish, manner is also missing, but the main
problem for Spanish is the lack of coverage of prepositions.

Once we have applied the method to all Basque postpositions, we have built
the mapping between Dorr’s LCS and the unified list of interpretations. For
instance, Table 5.6 shows the definitive list of triples for the instrumental post-
position, and the complete set of interpretations and equivalencies between
postpositions and prepositions is accessible on the Internet . Table 5.8 shows
the main figures in relation with the number of postpositions and prepositions
we have used, and the number of triples that we get for each pair of languages.

5. Remaining problems

Once we have built the mapping between Dorr’s LCS and the our own in-
ventory of interpretations, there may be some thematic roles without mapping.
One example is Dorr’s purpose thematic role. We have decided to exclude it

6
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Table 5.6. Unified interpretation of the instrumental postposition together with its equivalent
English and Spanish prepositions

Table 5.7. Overall evaluation of the 4-tuples (postposition - Aldezabal’s semantic interpreta-
tion - preposition - Dorr’s LCS)

Table 5.8. Main figures for the whole database
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for the time being, because in most of the cases this is a Verb-Verb relation,
and we have focused on Verb-Noun relations.

includes
Regarding the amount of prepositions, the list of prepositions in English

is quite comprehensive. According to our analysis we think that most of their
interpretations are covered, as we have completed Dorr’s LCS with those which
appeared in the bilingual examples. The situation is worse for Spanish, as we
have a lot of missing interpretations and prepositions. Further work is needed
in order to get a satisfactory status for Spanish. Regarding Basque we are very
satisfied with the coverage, but we need to extend our work to complex Basque
postpositions which were not included in this study.

6. Conclusions and future work

We have produced an inventory of interpretations that has been used to
describe Basque postpositions and English and Spanish prepositions (see Ta-
ble 5.9). The whole database is freely available in the Internet6. Using a single
inventory allows to know for each postposition or preposition which are its
equivalents on the same language, as well as which are the translations for
each possible interpretation. We think this resource will be useful for studies
on machine translation, but also on lexical acquisition on the syntax-semantic
interface which makes use of multilingual data.

The source of the unified inventory of interpretations has been Aldezabal’s
semantic interpretations (Aldezabal, 2004) and Dorr’s lexicon of LCS for verbs
and prepositions (Dorr, 1993; Dorr & Habash, 2002; Habash 2002). We pro-
vide a mapping from our inventory to both of them. Their work also provides
the main source of interpretations for each postposition and preposition. We
have to note that our interpretations try to cover all possible meanings of a
preposition when acting as an argument or adjunct of a verb. Dorr’s work is
relevant because although her description focuses on argument structure of lex-
ical verbs, she also gives importance to adjuncts. She has also analyzed a list
of prepositions (including complex prepositions), and once we got the relation
between her LCS and the our of interpretations, we have been able to use all
the English and Spanish prepositions she has studied. We have to note that
we have simplified the LCS: we take an atomic tag, either a thematic role or a
primitive, which summarizes the interpretation of the preposition in her LCS.

The method to derive the inventory and the list of interpretations for Basque
postpositions and Spanish and English prepositions tried to be systematic. We
first extracted the interpretation for Basque postpositions from Aldezabal’s
work on verbs. We complemented this data with examples from bilingual dic-
tionaries (Basque/Spanish and Basque/English), which also provide English
translations. Checking Aldezabal’s semantic interpretations for each bilingual
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Table 5.9. Unified inventory of interpretations

example against Dorr’s LCS allowed us to construct a systematic mapping.
The main advantage of this method is that we are able to map different inven-
tories of interpretations based on actual examples, rather than the sole intuition
of the linguist. The results of this analysis are a database of triples (Basque
postposition – interpretation – English or Spanish preposition) plus mappings
between our interpretations and Dorr’s and Aldezabal’s interpretations.

Regarding future work, it is important to remark that the inventory of in-
terpretations and the database is not in a final stage. Some further research
needs to be done for a number of issues. Nevertheless, the use of three differ-
ent sources and the work done extracting the relationship between them gives
a strong base to this approach.

More specifically, we would like to find a better treatment of the dummy “ ”
preposition, and specify whether there is a “subject” or an “object” relation.
We will also need to go beyond verb-noun relationships, and cover all syntactic
functions intermediated by prepositions or postpositions.

Regarding Basque we have to incorporate all complex postpositions with
their interpretations. Spanish is without doubt the language with worse cover-
age: we have only 3.31% missing prepositions for English, while 27.54% are
missing for Spanish.

φ 
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Notes
1. �

2. As mentioned in the introduction, the syntactic function of Basque arguments is marked in the sur-

face by postpositions, that is, each argument has a postposition that determines (ambiguously) the syntactic

function of the argument.

3. Remind that we examine not only the LCS of the preposition, but also the LCS of all verbs which

subcategorize the preposition

4. For the sake of this article, “� ” corresponds to noun phrases without prepositions. In the future, we

plan to split “� ” into “subject” and “object” syntactic functions.

5. It is important to remark that our theme interpretation has always a perc interpretation between

English and Spanish prepositions. This happens in the case of the instrumental postposition.

6. �
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Chapter 6

GERMAN PREPOSITIONS AND THEIR KIN

A survey with respect to the resolution of PP attachment
ambiguities

Martin Volk
Stockholm University, Department of Linguistics
Universitetsvägen 10C, S-10691 Stockholm
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Abstract This paper surveys German prepositions and their relatives: contracted preposi-
tions, pronominal adverbs, and reciprocal pronouns. We elaborate on corpus fre-
quencies for these and on their properties with respect to PP attachment. Prepo-
sitions and contracted prepositions show an overall attachment tendency towards
the noun. But pronominal adverbs and reciprocal pronouns show an overall at-
tachment tendency towards the verb and therefore must be treated separately.

Keywords: Corpus linguistics, ambiguity resolution, unsupervised learning

1. Introduction

Any computer system for natural language processing has to struggle with
the problem of ambiguities. If the system is meant to extract precise informa-
tion from a text, these ambiguities must be resolved. One of the most frequent
ambiguities arises from the attachment of prepositional phrases (PPs). A PP
that follows a noun (in English or German) can be attached to the noun or to the
verb. We did an in-depth study on unsupervised statistical methods to resolve
such ambiguities in German sentences based on cooccurrence values derived
from a shallow parsed corpus (see (Volk, 2001) and (Volk, 2002)).

Corpus processing consisted of proper name recognition and classification,
part-of-speech tagging, lemmatization, phrase chunking, and clause boundary
detection. We used a corpus of more than 5 million words from the Computer-
Zeitung (CZ), a weekly computer science newspaper. In addition to this train-

1
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ing corpus, we prepared a 3000 sentence corpus with manually annotated syn-
tax trees. From this treebank we extracted over 4000 test cases with ambigu-
ously positioned PPs for the evaluation of the disambiguation method. We will
call these test cases the ‘CZ test set’.

As a basis for this study we surveyed German prepositions and their relatives
and we checked for prepositions, contracted prepositions, pronominal adverbs
and reciprocal pronouns whether they can mutually benefit from each other
with respect to attachment tendencies.

2. German prepositions

Prepositions in German are a class of words relating linguistic elements to
each other with respect to a semantic dimension such as local, temporal, causal
or modal. They do not inflect and cannot function by themselves as a sen-
tence unit (cf. (Bußmann, 1990)). But, unlike other function words, a German
preposition governs the grammatical case of its argument (genitive, dative or
accusative). Frequent German prepositions are an, für, in, mit, zwischen.

Prepositions are considered to be a closed word class. Nevertheless it is dif-
ficult to determine the exact number of German prepositions. (Schröder, 1990)
speaks of “more than 200 prepositions”, but his “Lexikon deutscher Präposi-
tionen” lists only 110 of them. In this preposition dictionary all entries are
marked with their case requirement and their semantic features. For instance,
ohne requires the accusative and is marked with the semantic functions instru-
mental, modal, conditional and part-of.

The lexical database (Baayen et al., 1995) contains 108 Ger-
man prepositions with frequency counts derived from corpora of the “Insti-
tut für deutsche Sprache”. This results in the arbitrary inclusion of nördlich,
nordöstlich, südlich while östlich and westlich are missing.

Searching through 5.5 million tokens of our tagged computer magazine cor-
pus we found around 540,000 preposition tokens corresponding to 99 preposi-
tion types. These counts do not include contracted prepositions. A list of the
75 most frequent German prepositions with frequencies from our corpus can
be found in the appendix.

An early frequency count for German (by (Meier, 1964)) lists 18 preposi-
tions among the 100 most frequent word forms. 17 out of these 18 prepositions
are also in our top-20 list. Only gegen is missing which is on rank 23 in our
corpus. This indicates that the usage of the most frequent prepositions is stable
over corpora and time.

All frequent prepositions in German have some homograph serving as

separable verb prefix (e.g. ab, auf, mit, zu),

clause conjunction (e.g. bis, um) ,

2
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adverb (e.g. auf, für, über) in often idiomatic expressions (e.g. auf und
davon, über und über),

infinitive marker (zu),

proper name component (von), or

predicative adjective (e.g. an, auf, aus, in, zu as in Die Maschine ist
an/aus. Die Tür ist auf/ zu.).

The most frequent homographic functions are separable verb prefix and
conjunction. Fortunately, these functions are clearly marked by their position
within the clause. A clause conjunction usually occurs at the beginning of a
clause, and a separated verb prefix mostly occurs at the end of a clause (rechte
Satzklammer). A part-of-speech tagger can therefore disambiguate these cases.

Typical (i.e. frequent) prepositions are monomorphemic words (e.g. an, auf,
für, in, mit, über, von, zwischen). Many of the less frequent prepositions are
derived or complex. They have turned into prepositions over time and still
show traces of their origin. They are derived from other parts-of-speech such
as

nouns (e.g. angesichts, zwecks),

adjectives (e.g. fern, unweit),

participle forms of verbs (e.g. entsprechend, während; ungeachtet), or

lexicalized prepositional phrases (e.g. anhand, aufgrund, zugunsten).

German prepositions typically do not allow compounding. It is generally
not possible to form a new preposition by a concatenation of prepositions. The
two exceptions are gegenüber and mitsamt. Other concatenated prepositions
have led to adverbs like inzwischen, mitunter, zwischendurch.

(Helbig and Buscha, 1998) call the monomorphemic prepositions primary
prepositions and the derived prepositions secondary prepositions. This dis-
tinction is based on the fact that only primary prepositions form prepositional
objects, pronominal adverbs (cf. section 6.2.2) and prepositional reciprocal
pronouns (cf. section 6.2.3).

In addition, this distinction corresponds to different case requirements. The
primary prepositions govern accusative (durch, für, gegen, ohne, um) or dative
(aus, bei, mit, nach, von, zu) or both (an, auf, hinter, in, neben, über, unter, vor,
zwischen). Most of the secondary prepositions govern genitive (angesichts,
bezüglich, dank). Some prepositions (most notably während) are in the process
of changing from genitive to dative. Some prepositions do not show overt case
requirements (je, pro, per; cf. (Schaeder, 1998)) and are used with determiner-
less noun phrases.
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Some prepositions show other idiosyncracies. The preposition bis often
takes another preposition (in, um, zu as in 6.2) or combines with the parti-
cle hin plus a preposition (as in 6.2). The preposition zwischen is special in
that it requires a plural argument (as in 6.2), often realized as a coordination of
NPs (as in 6.2).

. Portables mit 486er-Prozessor werden bis zu 20 Prozent billiger.

. ... und berücksichtigt auch Daten und Datentypen bis hin zu Arrays oder den
Records im VAX-Fortran.

. Die Verbindungstopologie zwischen den Prozessoren läßt sich als dreidi-
mensionaler Torus darstellen.

. Durch Microsoft Access müssen sich die Anwender nicht mehr länger
zwischen Bedienerfreundlichkeit und Leistung entscheiden.

Results for PP attachment We explored various possibilities to extract PP
disambiguation information from the automatically annotated CZ corpus. We
first used it to gather frequency data on the cooccurrence of pairs: nouns +
prepositions and verbs + prepositions.

The cooccurrence value is the ratio of the bigram frequency count
divided by the unigram frequency . For

our purposes can be the verb or the reference noun . The ratio de-
scribes the percentage of the cooccurrence of against all
occurrences of . It is thus a straightforward association measure for a
word pair. The cooccurrence value can be seen as the attachment probability
of the preposition based on maximum likelihood estimates. We write:

. The cooccurrence values for verb and noun
correspond to the probability estimates by (Ratnaparkhi, 1998) except that

nator case. We added special precautions for this case in our disambiguation
algorithm. The cooccurrence values are also very similar to the probability
estimates by (Hindle and Rooth, 1993).

We started by computing the cooccurrence values over word forms for
nouns, prepositions, and verbs based on their part-of-speech tags. In order
to compute the pair frequencies , we search the training corpus
for all token pairs in which a noun is immediately followed by a preposition.
The treatment of verb + preposition cooccurrences is different from the treat-
ment of N+P pairs since verb and preposition are seldom adjacent to each other

with

Ratnaparkhi includes a back-off to the uniform distribution for the zero denomi-

cooc(W, P) = freq(W, P) / freq(W)

freq (word preposition), freq (word)

word
word preposition

word
+

∈ {V N }W , 1 V N1

freq ( )N1, P

V N1
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in a German sentence. On the contrary, they can be far apart from each other,
the only restriction being that they cooccur within the same clause. We use the
clause boundary information in our training corpus to enforce this restriction.
For computing the cooccurrence values we accept only verbs and nouns with
an occurrence frequency of more than 10.

With the N+P and V+P cooccurrence values for word forms we did a first
evaluation over the CZ test set with the following simple disambiguation algo-
rithm.

We found that we can only decide 57% of the test cases with an accuracy of
71.4% (93.9% correct noun attachments and 55.0% correct verb attachments).
This shows a striking imbalance between the noun attachment accuracy and
the verb attachment accuracy. This imbalance was countered with a noun
factor which was automatically derived from the corpus based on the over-
all attachment tendency of prepositions towards nouns in comparison to their
tendency towards verbs (cf. (Volk, 2002)). This move leads to an improvement
of the overall attachment accuracy to 81.3%. We then went on to lemmatize
all word forms which also included mapping contracted prepositions to their
corresponding bare forms.

2.1 Contracted Prepositions

Certain German primary prepositions combine with a determiner to con-
tracted forms. This process is restricted to the prepositions an, auf, ausser,
bei, durch, für, hinter, in, neben, über, um, unter, von, vor, zu. Our corpus
contains about 89,000 tokens that are tagged as contracted prepositions (14%
of all preposition tokens). The contracted form stands usually for a combina-
tion of the preposition with the definite determiner der, das, dem. If a con-
tracted preposition is available, it will not always substitute the separate usage
of preposition and determiner but rather compete with it. For example, the
contracted preposition beim (example 6.2.1) is used as separate forms with a
definite determiner in 6.2.1. Example 6.2.1 shows a sentence with bei plus an
indefinite determiner. But the usage of the contracted preposition would also
be possible (Beim Ausfall einer gesamten CPU), and we claim that it would not
change the meaning. This indicates that sometimes the contracted preposition
might stand for a combination of the preposition with the indefinite determiner
einer, ein, einem.

5
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. Detlef Knott, Vertriebsleiter beim Softwarehaus Computenz GmbH ...

. Eine adäquate Lösung fand sich bei dem indischen Softwarehaus CMC, das
ein Mach Plan-System bereits ... in die Praxis umgesetzt hatte:

. Bei einem Ausfall einer gesamten CPU springt der Backup-Rechner für das
ausgefallene System in die Bresche.

For the most frequent contracted prepositions (im, zum, zur, vom, am, beim,
ins), the separate usage of determiner and preposition indicates a special stress
on the determiner. The definite determiner then resembles a demonstrative
pronoun.

The less frequent contracted prepositions sound colloquial (e.g. aufs,
überm). The frequency overview in the appendix shows that these contracted
prepositions are more often used in separated than in contracted form in our
newspaper corpus. (Helbig and Buscha, 1998) (p. 388) claim that ans is un-
marked (“völlig normalsprachlich”), but our frequency counts contradict this
claim. In our newspaper corpus ans is used 199 times but an das occurs 611
times. This makes ans the borderline case between the clearly unmarked con-
tracted prepositions and the ones that are clearly marked as colloquial in writ-
ten German.

Some contracted prepositions are required by specific constructions in stan-
dard German and should be treated separately with respect to PP attachment.
Among these are (according to (Drosdowski, 1995)):

am with the superlative: Sie tanzt am besten.

am or beim with infinitives that are used as nouns: Er ist am Arbeiten.
Er ist beim Kochen.

am as a fixed part of date specifications: Er kommt am 15. Mai.

By using verb lemmas and noun lemmas (including noun decompounding;
i.e. using only the last component of a compound noun), and by mapping con-
tracted prepositions to their bare preposition counterparts, we increased the
coverage of our disambiguation procedure from 57% to 83% of the test cases
with only a minor loss in accuracy which could not be attributed to the con-
tracted prepositions but rather to low frequencies and idiosyncracies of some
verbs and nouns. It is therefore safe to conclude that contracted prepositions
can be dealt with in the same way as base prepositions for the PP attachment
task.

The base prepositions in our test set (3831 tokens) display a tendency to-
wards noun attachment (63%) rather than verb attachment (37%). The con-
tracted prepositions in the test set (640 tokens) display a similar, slightly
weaker tendency towards noun attachment (55%).
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2.2 Pronominal Adverbs

In another morphological process primary prepositions can be embedded
into pronominal adverbs. A pronominal adverb is a combination of a particle
(da(r), hier, wo(r)) and a preposition resulting in (e.g. daran, dafür, hierunter,
woran, wofür). In colloquial German pronominal adverbs with dar are of-
ten reduced to dr-forms (e.g. dran, drin, drunter), and we found some dozen
occurrences of these in our corpus.

Pronominal adverbs are used to substitute and refer to a prepositional
phrase. The forms with da(r) are often used in place holder constructions,
where they serve as (mostly cataphoric) pointers to various types of clauses.

. Cataphoric pointer to a daß-clause: Es sollte darauf geachtet werden, daß
auch die Hersteller selbst vergleichbar sind.

. Cataphoric pointer to an infinitive clause: Die Praxis der Software-
Nutzungsverträge zielt darauf ab, den mitunter gravierenden Wandel in den
DV-Strukturen eines Unternehmens nicht zu behindern ...

. Anaphoric pointer to a noun phrase: Vielmehr können sich /36-Kunden,
die den Umstieg erst später wagen wollen, mit der RPG II 1/2 darauf vorbere-
iten.

The complete list of pronominal adverbs can be found in the appendix. It
is striking that the frequency order of this list does not correspond to the fre-
quency order of the preposition list. The most frequent prepositions in and von
are represented only on ranks 13 and 6 in the pronominal adverb list. Obvi-
ously, pronominal adverbs behave differently from their corresponding prepo-
sitions. Pronominal adverbs can only substitute prepositional complements (as
in 6.2.2) with the additional restriction that the PP noun must not be an animate
object (as in 6.2.2; the asterisk marking the ungrammatical variant). Pronom-
inal adverbs cannot substitute adjuncts. Those will be substituted by adverbs
that represent their local (hier, dort; see 6.2.2) or temporal character (damals,
dann). (de Lima, 1997) exploits these facts to automatically determine ver-
bal subcategorisation frames based on unambiguously positioned pronominal
adverbs in main clauses.

. Die Wasserchemiker warten auf solche Geräte / darauf ...

. Absolut neue Herausforderungen warten auf die Informatiker / *darauf /
auf sie beim Stichwort “genetische Algorithmen” ...

. Daher wird auf dem Börsenparkett / *darauf / dort heftig über eine mögliche
Übernahme spekuliert.

We restrict pronominal adverbs to combinations of the above-mentioned
particles (da, hier, wo) with prepositions. Sometimes other combinations with
prepositions are included as well. The guidelines for the German tag set STTS
(Schiller et al., 1995) includes combinations with des and dem (deswegen;

6
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ausserdem, trotzdem; also with postpositions: demgemäss, demzufolge, demge-
genüber).

On the other hand the STTS separates the combinations with wo into the
class of adverbial interrogative pronouns. This classification is appropriate for
the purpose of part-of-speech tagging. The distributional properties of wo-
combinations are more similar to other interrogative pronouns like wann than
to regular pronominal adverbs. But for the purpose of investigating prepo-
sitional attachments, we will concentrate on those pronominal adverbs that
behave most similar to PPs.

Our test set contains 152 test cases with pronominal adverbs. 81% of these
cases are verb attachments. This contrasts sharply with the 60% noun attach-
ments that we observed over all the prepositional test cases. This makes it
obvious that pronominal adverbs require special treatment with respect to their
attachment and cannot be resolved by using cooccurrence values derived from
prepositions. By computing cooccurrence values over the pronominal adverbs
in our corpus we were able to improve the attachment accuracy for pronominal
adverbs to about 85%.

2.3 Reciprocal Pronouns

Yet another disguise of primary prepositions is their combination with the
reciprocal pronoun einander. The preposition and the pronoun constitute an
orthographic unit which substitutes a prepositional phrase.

A reciprocal pronoun may modify a noun (as in example 6.2.3) or a verb
(as in 6.2.3). Most reciprocal pronouns can also be used as nouns (see 6.2.3);
some are nominalized so often that they can be regarded as lexicalized (e.g.
Durcheinander, Miteinander, Nebeneinander).

. ... und damit eine Modellierung von Objekten der realen (Programmier-)
Welt und ihrer Beziehungen untereinander darstellen können.

. Ansonsten dürfen die Behörden nur die vom Verkäufer und vom Erwerber
eingegangenen Informationen miteinander vergleichen.

. Chaos ist in der derzeitigen Panik- und Krisenstimmung nicht nur ein Wort
für wildes Durcheinander, sondern ...

In our corpus we found 16 different reciprocal pronouns with prepositions.
The frequency ranking is listed in the appendix. It is striking that some of the
P+einander combinations are more frequent than the reciprocal pronoun itself.

With respect to their attachment reciprocal pronouns are similar to pronom-
inal adverbs in that they show a strong tendency towards verb attachment. We
checked through our treebanks and found 34 reciprocal pronouns. Four of
these were noun attachments (12%) including one deverbal noun (Umgehen
miteinander), and two were adjective attachments again including one dever-

7



German prepositions and their kin 91

bal adjective (present participle; nebeneinander liegenden). This leaves 28
cases (82%) for verb attachment.

2.4 Prepositions in Other Morphological Processes

Some prepositions are subject to conversion processes. Their homographic
forms belong to other word classes. In particular, there are P + conjunction +
P sequences (ab und zu, nach wie vor, über und über) that are idiomized and
function as adverbials (cf. example 6.2.4). They are derived from prepositions
but they do not form PPs. As long as they are symmetrical, they can easily be
recognized. All others are best listed in a lexicon so that they are not confused
with coordinated prepositions.

Some such coordinated sequences must be treated as N + conjunction + N
(das Auf und Ab, das Für und Wider; cf. 6.2.4) and are also outside the scope of
our research. Finally, there are few prepositions that allow a direct conversion
to a noun such as Gegenüber in 6.2.4.

. Eine Vielzahl von Straßennamensänderungen wird nach und nach noch er-
folgen.

. Nachdem sie das Für und Wider gehört haben, können die Zuschauer ihre
Meinung ... kundtun.

. Verhandlungen enden häufig in der Sackgasse, weil kein Verhandlungspartner
sich zuvor Gedanken über die Situation seines Gegenübers gemacht hat.

Prepositions are often used to form adverbs. We have already mentioned
that P+P compounds often result in adverbs (e.g. durchaus, nebenan, überaus,
vorbei). Even more productive is the combination with the particles hin and
her. They are used as suffix nachher, vorher; mithin, ohnehin or as prefix
herauf, herüber; hinauf, hinüber. These adverbs are sometimes called preposi-
tional adverbs (cf. (Fleischer and Barz, 1995)). The particles can also combine
with pronominal adverbs (daraufhin).

In addition, there is a limited number of preposition combinations with
nouns (bergauf, kopfüber, tagsüber) and adjectives (hellauf, rundum, weitaus)
that function as adverbs if the preposition is the last element. Sometimes the
preposition is the first element, which leads to a derivation within the same
word class (Ausfahrt, Nachteil, Vorteil, Nebensache).

Finally, most of the verbal prefixes can be seen as preposition + verb com-
binations. Some of them function only as separable prefix (ab, an, auf, aus,
bei, nach, vor, zu), others can be separable or inseparable (durch, über, um,
unter). Note that the meaning contribution of the preposition to the verb varies
as much as the semantic functions of the preposition. Consider for example the
preposition über in überblicken (to survey; literally: to view over), übersehen
(to overlook, to disregard, to realize; literally: to look over or to look away),
and übertreffen (to surpass; literally: to aim better).

2

1
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The preposition mit shows an idiosyncratic behaviour when it occurs with
prefixed verbs (be they separable as in 6.2.4 or inseparable as in 6.2.4). In this
case mit does not combine with the verb but rather functions as an adverb.

. Schröder ist seit 22 Jahren für die GSI-Gruppe tätig und hat die deutsche
Dependance mit aufgebaut.

. Die Hardwarebasis soll noch erweitert werden und andere Unix-Plattformen
mit einbeziehen.

This analysis is shared by (Zifonun et al., 1997) (p. 2146). mit can function
like a PP-specifying adverb (see 6.2.4). And in example 6.2.4 it looks more
like a stranded separated prefix (cf. an Bord mitzunehmen). (Zifonun et al.,
1997) note that the distribution of mit differs from full adverbs. It is rather
similar to the adverbial particles hin and her. All of them can only be moved
to the Vorfeld in combination with the constituent that they modify.

. ... und deren Werte mit in die DIN 57848 für Bildschirme eingingen.

. ... geht man dazu über, Subunternehmer mit an Bord zu nehmen.

2.5 Postpositions and Circumpositions

In terms of language typology German is regarded as a preposition language
while others, like Japanese or Turkish, are postposition languages. But in Ger-
man there are also rare cases of postpositions and circumpositions. Circumpo-
sitions are discontinuous elements consisting of a preposition and a “postposi-
tional element”. This postpositional element can be an adverb (as in example
6.2.5) or a “preposition form” (as in example 6.2.5). Even pronominal ad-
verbs can take postpositional elements to form circumpositional phrases (see
example 6.2.5).

. Beispielsweise können Werte und Grafiken in ein Textdokument exportiert
oder Messungen aus einer Datenbank heraus parametriert und gestartet wer-
den.

. ... oder vom Programm aus direkt gestartet werden.

. Die Messegesellschaft hat darüber hinaus globale Netztechnologien und
verschiedene Endgeräte in dieser Halle angesiedelt.

The case of postpositions is similar. There are few true postpositions (e.g.
halber, zufolge; see 6.2.5), but others are homographic with prepositions (see
nach, über, which are mostly used as prepositions, functioning as postpositions
in the examples 6.2.5 and 6.2.5).

. Über die Systems in München werden Softbank-Insidern zufolge Gespräche
geführt.

. Das größte Potential für die Branche steckt seiner Ansicht nach in der
Verknüpfung von Firmen.

8
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. Und das bleibt auch die Woche über so.
Because of these homographs the correct part-of-speech tagging for post-

positions and postpositional elements of circumpositions is a major problem.
It works correctly if the subsequent context is prohibitive for the preposition
reading (e.g. when the postposition is followed by a verb). But in other pre
vs. post ambiguities a part-of-speech tagger often fails since the preposition
reading is so dominant for these words. Special correction rules are needed.

3. Conclusions

This survey has focused on German prepositions and their relatives: con-
tracted prepositions, pronominal adverbs, reciprocal pronouns, circumposi-
tions and postpositions. Based on automatically annotated corpora and a small
treebank we have investigated their behaviour with respect to noun versus verb
attachment. We have found that

contracted prepositions can be mapped to prepositions since they display
similar attachment tendencies (towards noun attachment),

prepositions behave different from pronominal adverbs and reciprocal
pronouns (tendency towards verb attachment), and

a number of prepositional idiosyncracies can be exploited for am, bis,
mit, zwischen and others.

Since we did a quantitative evaluation, we only evaluated 59 preposition
types because our test set happened to contain only these prepositions. A tho-
rough evaluation of the attachment tendencies of the remaining 40 plus prepo-
sitions needs to be tackled next (together with those prepositions that occurred
only rarely in the test set and the few missing contracted forms and pronominal
adverbs).

Notes
1. This paper is based on my research at the University of Zurich in a project supported by the Swiss

National Science Foundation under grant 12-54106.98.
2. See also (Klaus, 1999) for a detailed comparison of the range of German prepositions as listed in a

number of recent grammar books.
3. These figures are based on automatically assigned part-of-speech tags. If the tagger systematically

mistagged a preposition, the counting procedure does not find it. In the course of the project we realized that
this happened to the prepositions a, via and voller as used in the following example sentences (all examples
in this paper are from the Computer-Zeitung, Konradin-Verlag, 1993-1997).

. Derselbe Service in der Regionalzone (bis zu 50 Kilometern) kostet 23 Pfennig a 60 Sekunden.

. Master und Host kommunizieren via IPX.

. Windows steckt voller eigener Fehler.

4. (Jaworska, 1999) (p. 306) argues that “clause-introducing preposition-like elements are indeed
prepositions”.
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5. (Helbig and Buscha, 1998) (p. 388) mention that it is possible to build contracted forms with the
determiner den: hintern, übern, untern. But these forms are very colloquial and do not occur in our corpus.

6. This is why pronominal adverbs are sometimes called prepositional adverbs (e.g. in (Zifonun et al.,
1997)) or even prepositional pronouns (e.g. in (Langer, 1999)).

7. Sometimes the word gegenseitig is also considered to be a reciprocal pronoun. Since the preposition
gegen in this form cannot be substituted by any other preposition, we take this to be a special form and do
not discuss it here.

8. A detailed study of the preposition mit can be found in (Springer, 1987).
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Appendix: Prepositions
This appendix lists the 75 most frequent prepositions of the Computer-Zeitung (1993-

95+1997). We have added the classification as either primary or secondary preposition. Fur-
thermore we have added the case requirement (accusative, dative, genitive), contracted forms
that occur in our corpus, and pronominal adverb forms. Pure postpositions and circumpositions
are not listed.



German prepositions and their kin 97



98 SYNTAX AND SEMANTICS OF PREPOSITIONS

Appendix: Contracted Prepositions
This appendix lists all contracted prepositions of the Computer-Zeitung (1993-95+1997).

The table includes contracted forms for the prepositions an, auf, bei, durch, für, hinter, in, über,
um, unter, von, vor, zu. In order to illustrate the usage tendency we added the frequencies for
the non-contracted forms.

Appendix: Pronominal Adverbs
This appendix lists all pronomial adverbs of the Computer-Zeitung (1993-95+1997) sorted

by the cumulated frequency of the corresponding preposition.



German prepositions and their kin 99

All primary prepositions are represented except for ohne and wegen. Queries to the internet
search engine Google reveal that pronominal adverb forms for wegen do exist albeit with low
frequencies (dawegen 8, hierwegen 82, wowegen 3!). The internet search engine also finds
examples for those forms with zero frequency in the Computer-Zeitung (hiergegen being by far
the most frequent form).

Appendix: Reciprocal Pronouns
This appendix lists all prepositional reciprocal pronouns of the Computer-Zeitung (1993-

95+1997). The table includes the pure pronoun einander (rank 7).

Five primary prepositions do not have reciprocal pronouns in this corpus. But for all of them
we find usage examples in the internet (with wegeneinander being the least frequent).
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Abstract It has frequently been observed that locative PPs are bimorphemic, consisting
of two heads: one specifying the location, and the other one specifying the path
or directionality. This bipartite structure carries over to other PPs (predicatives
and habitives). This structure is problematic for standard syntactic theory. For
ordinary selection of those locatives consists in the selection of two heads rather
than one, contrary to theory. On the other hand, there is a kind of selection that
selects just one of them, namely the outer one, which specifies directionality.
This is the directionality selection that is the topic of this paper. We shall study
this type of selection in various languages. It will emerge that directionality se-
lection is not at all marginal, and that it is responsible for systematic differences
between various languages.

Keywords: locatives, selection, syntax, directionality

1. Introduction

The proper understanding of the way space is encoded in language is of ex-
treme importance. Moreover, language is filled with expressions that originate
one way or another in spatial talk. Whenever a language has a rich case system
it is because it has plenty of local cases. Languages which have few cases,
on the other hand, do have adpositions that fulfil the same function (English,
French and German are a case in point). It turns out that the mechanics of the
PPs is the same as that of the local cases.

In the last years, space and spatial expressions have received growing in-
terest (see for example the collection (Bloom et al 1989), (Jackendoff, 1983),

I wish to thank Raimo Anttila and two anonymous referees for helping me improve this paper.
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(Wunderlich et al. 1986), (Svorou, 1993), (Maienborn, 2001), (Fong 1997),
(Levinson, 2003) and (Kracht 2002)). Primarily, the emphasis has been on the
study of locations and location denoting expressions or on the metaphorical
use of space. We have stressed in (Kracht 2003) that the mechanics of direc-
tionality is an integral part of locatives, something which is often neglected in
favour of the purely locational aspect.

In this paper I shall be concerned with locative expressions and the inter-
action of syntax and semantics. Locatives have the following structure (order
irrelevant):

(7.1)
[M [L DP]]

We call DP the landmark, L the localiser, and M the modalizer. L+DP is
the location phrase, M+L+DP the mode phrase. Semantically, the landmark
contributes an object ( ), which may or may not move in space. L+DP
returns a set of spatial regions (‘neighbourhoods’), which may change through
time ( ). Finally, M+L+DP describes the way in which a
certain element changes its position with respect to this (possibly changing)
neighbourhood ( ).

Directionality was studied from a semantic point of view by
(fong:locatives). Fong argues that directionals denote phase quantifiers
in the sense of (loebner:wahrfalsch), and that verbs may either denote a single
phase (in which case they are static) or two successive phases. Directionals
either specify a property of the first phase (coinitial), or of the second phase
(cofinal). Fong views the phases as completely formal objects, which allows
verbs to select directionals even when no change in state or location occurs.
This approach turns the exact directional meaning of the directionals into a
mystery (see (kracht:locatives)). Instead, we have proposed that the directional
meaning is removed upon selection. (An inverse scenario, that directional
meaning is added upon selection, is also conceivable, but I see no way
to implement it.) Yet, this argument, although workable, ignores that the
particular choice of directionals in Finnish is to a large extent predictable.

2. Modes

The meanings of modalisers are called modes. In the literature there is no
consensus on the name for these meanings; typically, modes express properties
of the motion of the trajector. So, they can often — but not always — be viewed
as modifying the path of the trajector. There are several basic modes (see
(Melcuk, 1994): static (the object is at rest inside the neighbourhood during
event time), cofinal (the object moves into the location), coinitial (the object
moves out of the location), transitory (the object moves into and then out of
the location), approximative (the object approaches the location), recessive

[ [ [ ]]]from behind the car

car

the carbehind 

the carbehind from 



Directionality Selection 103

(the object goes away from the location). The object of which the directional
asserts change of location is called the mover (some call it trajector). We have
argued in (kracht:locatives) that static locatives indicate event location rather
than participant location.

Our paper is mainly based on Finno–Ugric languages, with comparison to
some Indo–European languages. Proto–Finno–Ugric is said to have distin-
guished by means of cases only mode, not location. It had three grammatical-
ized modes: static, cofinal and coinitial. This threefold distinction is clearly
visible still today. It should be noted that (as in many other languages), mode
heads are not only used to derive spatial (locative) expressions; they naturally
expand into other cognitive domains; for example, they can typically also de-
note predicative expressions, and habitives. (Alhoniemi, 1967), based on work
by Paavo Siro, has studied the meaning of locatives in Finnish and Cheremiss
(today called Mari). He gives the following table of cases, where items in the
same row have identical mode:

Locative cases Predicative cases Habitive–locative cases

Inessive Essive Adessive

Illative Translative Allative

Elative Elative Ablative

In Finnish grammar the cases of the first column are called inner locatives,
the ones in the last outer locatives. Notice that the outer locatives serve a dual
purpose: on the one hand they are locatives ( ‘at the house’) on the
other hand they denote possession ( ‘I have a house’). For
example, the Finnish essive means ‘being a ship’ or ‘as a ship’, the
transformative means ‘transforming (changing) into a ship’. Notice
that the third entry in this column is the elative, originally a locative case,
but used in many other connections, too, for example, as a substitute for the
partitive.

It is irrelevant for syntactic and semantic purposes in which way these ele-
ments are realized (that is whether they are cases, nouns, or adpositions). We
have shown that within one language, local DPs and local PPs are syntacti-
cally and semantically alike, only their morphology is different. For example,
English has no cases, and the locatives are mainly realized through preposi-
tions. However, there are subtle details. First, the distinction between static
and cofinal has become marginalised. On the other hand, it still exists in the
pair (and ). (In colloquial speech, this distinction is less and
less observed.) The coinitial counterpart is , which selects the genitive
(realized by ). In German the contrast static/cofinal is encoded by the da-
tive versus accusative on the DP ( ‘on the wall’,
‘onto the wall’). Finnish and Hungarian both have a fair amount of local cases.
For example, Finnish has six cases, corresponding — roughly — to the trias

and . Hungarian adds . In

talo lal

talominulla  
laivana 

laivaksi

in/into on/onto
out

of
an der Wand an die and W

in/into/out of at/to/from on/onto/from onto

on
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these languages, other Ls (= localisers) are expressed by means of adpositions
(for example Hu. ‘under’), and it is possible to coordinate a locative
DP with a locative PP. We shall therefore consider the realization immaterial.
This is why we shall talk also of an allative in German (realized by +ACC).
Cases are such markers that are selected by a higher head. Notice that in Ger-
man (and for example in many Indo–Aryan languages) as many as three (or
even four) elements make up the marking of a DP (see (masica:indoaryan)).
These are (a) M, (b) L, and (c) the case of the DP (which in Hindi is once again
a postposition governing oblique case).

3. One Word — Three Meanings

We shall outline the basic analysis from (Kracht, 2003). Language is a set
of signs, and a grammar is a language together with a family of operations. A
sign is a triple being the exponent (typically a string), the cate-
gory (formed from attribute value structures (AVSs) using directional slashes)
and its meaning (typically a typed –term). For example,

There is a binary operation ‘ ’ (called merge) which on the side of exponents
concatenates the strings (with a blank interspersed), on the side of categories
applies slash–cancellation (according to the rules , and )
and on the side of meanings applies the functor to its argument. Thus,
is a sign and we have

Obviously, in a realistic model we should expect that the indefinite changes to

can take not only bare nouns), and so on. However, these are matters of detail
and do not bear on what we have to say in the sequel.

To say that if occurring
as a syntactic object of category N has the meaning man (which, by
the way, is nothing else but ). It is possible to have any number of signs
with identical exponent, category or meaning. For example, the lexicon of
English will contain at least two entries for as a common noun, one that
has meaning roughly paraphrasable as ‘is a of a river’ and the other has
meaning roughly paraphrasable as ‘is a financial institution’. The frameworks
that come closest in spirit to this setup are Montague grammar and categorial
grammar. However, as the exponents can be trees rather than strings, and even

s a sign of English (simplifying matters greatly). Another sign is 

man

an

m

A MAN

x x′
′

( ).

an before vowel, that man can be modified by adjectives (and so the determiner

manis a sign of English is to say that the stringMAN

bank
bank
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complex functions on them, various other frameworks can be rendered into this
form, ensuring that the approach we take is maximally neutral. However, in the
course of this paper we shall make specific proposals as to how the categories
shall look like and what operations other than the grammar shall contain.
How the requirements can factually be reconciled with particular frameworks,
is another matter that lies outside the scope of this paper.

We assume in particular that the categories are attribute value structures, and
that they contain a pair . Here is the syntactic case of the relevant
element. We assume that cases are sequences of morphemes (formed with the
help of ‘;’). Thus, there is no need for extra features to define cases. Roots
have empty case. However, they may select items with a particular case.

As said, cases are sequences of morphemes, not just individual morphemes.
A particular case in point, we argue, is constituted by the locatives. Morpho-
logically, a locative is formed from a DP by the addition of two heads. This
addition can proceed in two ways.

Function Application The meaning of the head is a function, and this func-
tion is applied to the meaning of the argument. Syntactically the oper-
ation performs slash–cancellation. This is the standard mechanism of
categorial grammar, denoted by .

Case Stacking The exponent of the head is stacked as a case marker on the
case stack. It replaces by . Semantically, no
change occurs. We denote this operation by .

We shall outline our analysis using the Finnish phrase , the ablative
form of (‘ship’). It is composed from three signs,

It can mean three things:

(a) It can mean ‘from the ship’. In this case we say that it has null syntactic
case. Its structure is

(b) It can mean ‘at the ship’. In this case we say that its syntactic case is
the cofinal. Its structure is

laiva atl

laiva

α→[CASE: ] α→

α→[CASE: ] α→[CASE: ]e

®

e



106 SYNTAX AND SEMANTICS OF PREPOSITIONS

(c) It can mean ‘the ship’. In this case we say that it has ablative syntactic
case. Its structure is

(Notice that . The reason why we have to keep the two
distinct is not apparent from the discussion of this paper.) The expression in (a)
is an adverbial. It enters with its full meaning. Moreover, it is this meaning that
motivates the case name ‘ablative’. (c) arises in case selection. For example,
the verb selects ablative case:

The reason why this is full case selection is that there is no choice: only ablative
marked DPs can be used. Finally, the selection that gives rise to the meaning
in (b) we call directionality selection. It occurs with verbs selecting only the
directionality. It can be diagnosed by the fact that in place of the expression
we can put in another one or a PP that has the same directionality.

Notice that in all three cases, the morphological realization is the same. Only
the syntactic case and the meaning are different. Also, there is a competition
between syntax and semantics: if the case is added as a syntactic marker, it is
semantically void, and if the case enters with its proper meaning, then it cannot
be stacked as a case marker. For more syntactic and semantic arguments in
favour of this analysis see (kracht:against).

4. Selection

Any PP can in principle also be selected by a verb. For example, German
(‘to be afraid’) selects +DAT (translated: ‘in front of’). (In

(Kracht 2003), I argued that the selected case consists of three morphemes, not
just two, as one might initially think.) In Hungarian, (‘to be afraid of’)
selects ablative case, so it selects both M and L. In addition to these types of
selection, there exist also the possibility of selecting just the M, not the entire
case marker. This is directionality selection. Suppose for simplicity that the
morpheme for cofinality in Finnish is (in fact, this marker only appears
after long vowels, but we do not intend to make things more complicated).

1; ta ≠ 1 ta  = ta1

seen-

v roAngst haben

lnifé

tuntua
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Then the verb is the exponent of the following sign (which we contrast
with the one for English):

Contrast this with a verb that selects a case (that is, both and ):

Here is an example.

(7.13)

‘We arrived in London.’

The case that must be used here is the illative (movement into). This has two
reasons. (a) The state of being in a city is encoded using inner locative cases
(except for a few Finnish places such as Turku), (b) the verb selects cofinal
mode; hence, in place of the expected inessive (no movement), we find illative.
To show that this is an instance of directionality selection and not ordinary

Then allative case is
mandatory.

(7.14)

arrived-we coast-

‘We arrived at the coast.’

Notice that English does not tolerate cofinal mode. Neither does Finnish toler-
ate static mode.

(7.15)

(7.16)

arrived.we London-

‘to forget’ (cofinal), ‘to find’ (coinitial) (see (Fong, 1997), and other
examples below). If is a separate head, we expect that verbs which select
only will do so even with predicative and habitive cases. Moreover, the
semantic contribution of should be cancelled. We expect, for example, that
the verb selects translative rather than inessive for predicatives, and
allative rather then adessive for habitives. On the other hand, the verb
‘to remain’ selects static mode. Consequently, it chooses the essive, not the

saapua

M  L

Saavuimme Lontoo-seen.

Saavuimme rannalle.

*We arrived into London.

* Saavuimme Lontoossa.

M
M

M
jää äd

jää äd

INE

ALL

case selection, we exchange Lontoo by ranta ‘coast’.

unohtaaFinnish has many verbs that are similar: ‘to stay, remain’,
l ytääö 

pysyä

arrived-we London-ILL
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translative (in the same meaning). (See (Fong, 2003) for an analysis along the
lines of the earlier (Fong, 1997).)

Similarly, look at the following contrast with habitives:

Notice that in our analysis selects not only LPs in cofinal mode, but
also predicative phrases and habitives. Each of the different arguments has
a different semantics, since the three are type–theoretically different. This is
to be expected. Other verbs are not that flexible (for example ‘to get
enough of, get tired’).

Hungarian enjoys selectional properties that are much closer to German than
to Finnish. However, it also has verbs that select the cofinal, where the German
(and English) counterparts select static mode. One example is ‘to hide’.
Another example is

(Korhonen, 1996) claims that in Finno–Ugric languages the cofinal mode is
the least marked one, while in Indo–European it is the static mode (see also
(Alhoniemi, 1967)).

5. Significance for Interpretation

The primary difference between selected and unselected properties of a con-
stituent is that the selected properties are semantically inert. For example, if
Hu. selects a DP in ablative case, the ablative will not contribute to
the meaning. This can be seen as a universal claim or just as a matter of cod-
ing. Surely, if a head selects an argument with such and such property (say, in
cofinal mode), we can write whatever meaning this property contributes to the
complex expression into the meaning of the head. However, if some property

lnifé

ä äv sy

úb jni 

jää äd
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(say, cofinality) is unselected, then its contribution is its normal one and there
should be no need to encode it anywhere. To see the point here, notice that it is
somehow reasonable that the cofinal appears with the Finnish verb , as
it is not necessarily logical that in German selects static mode. It is
conceivable that there is a representation that makes this difference fall out. If
we used such representations, however, we would implicitly claim that
means something different than . This would make translation next
to impossible, though. The simplest approach is therefore to treat this as an
instance of selection and give both verbs the same semantics.

The posture verbs are interesting in this connection. Some of them actually
allow to use a directional (always the cofinal), in which case the verb denotes
motion–to–posture. A case in point is provided by Hu. . When used with
a static mode it is a posture verb (German ), while when used with a
directional it is a verb of motion–to–posture (German ):

(Népszabadság Feb 13, 2003, commenting on the dispute between France, Ger-
many and the USA.) In German, the distinction between posture and motion–
to–posture is made lexically (see the example above and ‘to sit’ and

‘to sit down’). The contrast static/cofinal is actually signalled
not by the preposition but by the dative/accusative contrast on the DP, as can
be seen with pure motion verbs:

With pure motion verbs, no difference in verb meaning arises, however. (The
same contrast is coded in Mari (= Cheremiss) using the illative/lative contrast.)
Some verbs in German can denote both posture and motion–to–posture without
there being a visible difference. An example is (‘to rest
on’). A similar verb is (‘to hide’), which in contrast to
Hungarian selects static. Thus, all four options are realized for motion and
posture verbs:

(1) The verb does not select mode. Different modes denote different paths
of motion. (Example: motion verbs)

ankommen

ankommen

sa apua

sa apua

stehen
llni

sich ste lenl

zsit en
sich zs t ene

sich zt enst auf
versteckensich

ü
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(2) The verb does not select mode. Different modes induce different verbal
meanings. (Example: posture and motion–to–posture contrast with Hu.

)

(3) The verb selects static case. (Example: Ge. )

(4) The verb selects cofinal case. (Example: Hu. )

Case (2) could be analysed as involving two homophonous roots. However, the
contrast is quite systematic so that this account would miss the general pattern.

6. Predicting Selectional Properties

Uralic languages are often very different from Indo–European languages as
concerns the selection of . For example, verbs of change of state often select
coinitial or cofinal mode. (See (Fong 1997) and (Karlsson, 1984).)

(Fi.)(7.25)

build-we new hotel Turku-

‘We are building a new hotel in Turku.’

(Fi.)(7.26)

old.man got.tired way-

‘The old man got tired on (lit. onto) the road.’

(Fi.)(7.27)

Christmas- God was.born horse stable-

‘At Christmas, God was born in (lit. into) a horse stable.’

(Fi.)(7.28)

sweet is war- to.die

‘It is sweet to die in (lit. into) war.’

(Fi.)(7.29)

this- tends disappear things

‘(From) here, things tend to disappear.’

(Fi.)(7.30)

hunter shot bear forest-

‘The hunter shot the bear in (lit. into) the forest.’

(Mari)(7.31)

‘The animal died in (lit. into) the water.’

The explanation according to Fong is as follows: the meaning of the verb has
two phases (this is generally the case with verbs of creation, verbs of action,

M
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and verbs of change of state). If the property holds at the end state, cofinal
mode is used, if the property holds at the begin state, coinitial mode is used.
To make this idea work, the directional meaning of (‘onto the way’)
and (‘into the forest’) must be cancelled. Moreover, it would predict
that a static locative is generally impossible — but the verb does select
static mode.

Some of these examples could be dealt with inside a structured theory of the
lexicon in the spirit of (Wechsler, 1995). We may postulate a generic verb of
creation and coming to existence, which select cofinals for the location of its
transitive object/subject. This solves (7.25) and (7.27) in a principled manner.
Notice that static selection of English and German in these sentences might be
deemed no less problematic, since the static mode seems to require the exis-
tence of the theme throughout the event time. Hence, for these verbs we have
to allow for the fact that the object only exists at some subinterval. However,
facts are complex; we have argued that static locatives predicate over the event
location. It is only when we unfold the temporal patterns of these verbs that
we see what this actually means. In the case of (7.25) we contend that the
event of building takes place at a certain location inside Turku (the buidling
site), which is independent of the existence of the building itself. Finnish em-
ploys a different metaphor: it considers the building a mover onto which the
directional locative hooks. It predicates a change of location figuratively from
somewhere into Turku. (An analogous analysis will work for (7.29), which
does not require the existence of objects beyond their moment of disappear-
ance.) However, if we wrote that into the meaning of the cofinal mode, there
would be no principled way to stop it from overgeneralising. Hence, cofinality
selection seems to be the best option.

A comparable case is that of coinitial locatives. We find here that Indo–
European languages do use them more in line with Finnish (cf. (7.29)). They
are also used in the meaning of ‘location of source’, for example with verbs of
communication.

+NP[DAT] does not code the source
(source is subject); rather, it encodes the location of the subject. If a plain
inessive is used, that encodes either the location of the subject or that of
the object (the position of the locative partially disambiguates, see (maien-

tielle
met äs na
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vonNotice that the circumposition aus
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born:modifiers)):

However, cofinal mode is impossible. Notice that with other places (
‘the Bahamas’), superessive replaces inessive (
‘to give a call in the Bahamas’), once again demonstrating that this

is a case of directionality selection.

7. Mode Heads: Evidence from Mari

In (bierwisch:lexikon) it is assumed that there is selection of directionality,
and that it is a matter of binary choice ( directional ). This would allow to
save the account of single head selection, since now M and L are one head.
Although languages have various modes, most of them are not grammatical-
ized (I know of no grammaticalisation of the recessive mode in German, for
example). Mostly, the distinction between directional and nondirectional takes
care of everything, particularly since the choice of the type of directional mode
(coinitial/cofinal) seems to be predictable. Still, it seems that the best way is
to assume that directionality selection is a case of head selection (which im-
plies that it can have many more choices in principle). In an extensive study,
(alhoniemi:wohin) has investigated the use and distribution of the lative and
illative in Mari. Both are directional cases, and both the lative in the illa-
tive express cofinal mode. Alhoniemi notes that where a directional in Mari
(and other Finno–Ugric languages) corresponds to a static locative in Indo–
European, it is typically expressed by a lative (this is the case with the exam-
ples given above). For example, the place where someone undergoes change
is expressed in the lative, quite unlike other Finno–Ugric languages. On the
other hand, lative and illative sometimes are in free variation, sometimes not.
Verbs of eating and drinking, for example, require a lative. There seems to be
no theory in terms of the meaning that explains this. For such a theory would
have to tell us which arguments may count as undergoing change; for these are
the arguments that are predicated of using the lative. The choice lative versus
other locative can only be predicted if we know independently which argument
is changing. I know of no theory that can fulfill this. For notice that any ar-
gument in a verb that expresses a change undergoes change of some sort: its
relation to the other arguments changes. For example, if I cook spaghetti, then
not only the spaghetti change from uncooked to cooked, also I change: from
someone standing in front of a pot of uncooked spaghetti into someone who
does not. There is as far as I know no theory that defines the cut–off point

die
 Bahamas  auf  den Bahamas  
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between the good cases and the bad ones. I conclude that there is every reason
to believe that directionality selection is an instance of head selection, and that
languages may have quite different sets of mode heads.

8. Conclusion

I have argued that locatives consist of minimally two parts, one specifying
the mode, the other the place. There is, as far as I can see, no difference be-
tween the various realizations, be it by cases, be it by adpositions. Moreover,
selection can take place either by selecting both heads or by just selecting one.
Interestingly, the typical scenario of a PP selected by a head consists — un-
der this analysis — of a selection of two, sometimes even three heads (see
(kracht:against)). This is quite unlike what is assumed in current syntactic
theories, where a head can only select the highest head inside its immediate
complement. Interestingly, the case of selection of a single head does exist.
This is what we call directionality selection. It has only rarely been studied. A
proper understanding of its mechanics is however vital for many areas of lin-
guistics and computational linguistics (we only mention machine translation,
and man–machine interaction as cases in point).
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Abstract
In this paper we investigate verb-particle constructions, discussing their

characteristics and their availability for use with NLP systems. Combinations
automatically extracted from corpora greatly improve the coverage of available
lexical resources. However, the data sparseness problem is particularly acute
for these constructions and even using a corpus as large as the British National
Corpus, one finds that a great proportion of combinations have a very low
frequency, while others never occur in it. To minimise the problem of data
sparseness in this paper we propose to validate candidate VPCs using the World
Wide Web as a very large corpus. This method can be used to extend the
coverage of existing lexical resources by filtering combinations automatically
generated from classes of verbs, and by improving the reliability of those
combinations automatically extracted from corpora.

Keywords: Verb-Particle Constructions, Verbal Classes, World Wide Web, Productivity.

1. Introduction

In this paper we investigate verb-particle constructions (VPCs) in English
and their availability for NLP systems. Due to their complex characteristics
and their flexible nature, they provide a challenge for NLP technology. In par-
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ticular, there is a lack of adequate resources to identify and treat VPCs, and
many applications cannot capture them appropriately. However, due to their
frequency in natural language interactions, it is clear that successful applica-
tions need to deal with them adequately, if they propose to capture natural
languages successfully.

VPCs are combinations of verbs and prepositional or adverbial particles,
such as eat up in Bob ate up the chocolate. In these constructions particles are
characterised by containing features of motion-through-location and of com-
pletion or result in their core meaning (Bolinger, 1971). However, VPCs can
range from these more regular combinations, such as clean up (in e.g. He
needs to clean up his flat) to idiosyncratic or semi-idiosyncratic ones, such as
give in (in e.g. Her son was so determined to get what he wanted that she
finally gave in). Cases of ‘idiomatic’ VPCs like give in, meaning to agree to
what someone wants after a period when you refuse to agree, where the mean-
ing of the combination cannot be straightforwardly inferred from the meaning
of the verb and the particle, fortunately seem to be a small minority (Side,
1990). Most cases seem to be more regular, with the particle composition-
ally adding a specific meaning to the construction and following a productive
pattern. Indeed, Side noted that particles in VPCs seem to fall into a set of pos-
sible categories, defined according to their meanings in the combinations. For
instance, in his analysis of VPCs involving off, which is defined as indicating
distance in time or space, departure, removal, disconnection, separation, most
VPCs considered seem to fit into this category. Examples are take off meaning
to depart, cut off meaning to disconnect and strain off to remove. A three way
classification is adopted by Dehé (Dehé, 2002), Emonds (Emonds, 1985) and
Jackendoff (Jackendoff, 2002), where a VPC can be classified into composi-
tional, idiomatic or aspectual, depending on its sense. In the compositional
VPCs the meaning of the construction is determined by the literal interpreta-
tions of the particle and the verb (e.g. throw out in I don’t want these old books
anymore, so I’ll throw them out). Idiomatic VPCs, on the other hand, cannot
have their meaning determined by interpreting their components literally (e.g.
go off meaning ‘to explode’ in Dur! ing the last war a bomb went off near that
village). The third class, of aspectual VPCs, have the particle providing the
verb with an endpoint, suggesting that the action described by the verb is per-
formed completely, thoroughly or continuously (e.g tear up in She’ll tear up
any letters that he sends her). In the investigation described here the focus is
on compositional and aspectual senses of combinations of verbs and particles.

VPCs have been the subject of a considerable amount of interest, and some
investigation has been done on the subject of productive VPCs. Bame analysed
some of these productive cases in the framework of Head-Driven Phrase Struc-
ture Grammar: namely those of aspectual and resultative combinations using
the particle up (Bame, 1999). For example in Kim carried the television up the
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resultative up indicates that the argument is affected (i.e., at the end of the ac-
tion the television is up). In contrast, the aspectual up in Kim ate the sandwich
up suggests that the action is taken to some conclusion (i.e., the sandwich is to-
tally consumed at the end of the action). Villavicencio and Copestake proposed
defining a family of lexical rules, organised in a default inheritance hierarchy,
to capture productive patterns of verb-particle constructions like these (Villav-
icencio and Copestake, 2002). Fraser pointed out that semantic properties of
verbs can affect their possibilities of combining with particles (Fraser, 1976).
For example bolt, cement, clam, glue, paste and nail are all semantically sim-
ilar verbs where the objects specified by the verbs are used to join material
and they can all productively combine with down. There is clearly a common
semantic thread running through this list, so that a new verb that is semanti-
cally similar to them can also be reasonably assumed to combine with down.
Moreover, Side notes that frequently new VPCs are formed by analogy with
existing ones, with often the verb being varied and the particle remaining (e.g.
hang on, hold on and wait on).

As these works suggest, many VPCs follow productive patterns, where se-
mantically related verbs are combined with a given sense of a particle. By
identifying classes of verbs that follow patterns such as these in VPCs, it is
also possible to maximise the use of the information contained in lexical re-
sources. In this way, one can make use of regular patterns to productively
generate VPCs from verbs already listed in a lexical resource, according to
their verbal classes and the particles with which they can combine. For exam-
ple, the resultative combinations walk/run/jump up/down/out/in/away/around
from the motion verbs walk, run and jump and the directional/locative parti-
cles up, down, out, in, away and around. In this context, the use of Levin’s
classification of verbs (Levin, 1993) to productively generate candidate VPCs
from semantically related verbs is a possible alternative to extend the coverage
of lexical resources, as suggested by Villavicencio (Villavicencio, 2003). The
verbal classes seem to be good indicators of productivity in verb-particle con-
structions. However, the data sparseness problem, which is particularly acute
for multiword expressions like VPCs, means that the full contribution made by
the candidate VPCs remains ye !t to be determined, since a large part of the
combinations proposed could not be verified given the available corpus and
lexica. From these combinations some may be valid, but simply do not occur
in these resources, while others are genuinely invalid. In this paper we pro-
pose to verify the validity of VPCs automatically generated from classes of
verbs by searching for them using the World Wide Web as a very large corpus,
in order to minimise the problem of data sparseness, following Grefenstette
(Grefenstette, 1999) and Keller et al. (Keller et al., 2002).

We begin by discussing some characteristics of VPCs that make them so
challenging. Then in the next two sections we analyse the coverage provided
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by some available lexical resources, and the use of information automatically
extracted from corpora to extend their coverage. We then discuss Levin’s
classes of verbs and the combinations they productively generate with the par-
ticle up, which is the most widely used particle in these lexical resources. Next
we address the issue of how these can be validated using the World Wide Web,
to avoid the problem of data sparseness, closing with a discussion of the results
obtained and future work.

2. VPCs in a Nutshell

In this section we briefly discuss some of the characteristics that make VPCs
so challenging for NLP. VPCs are often highly polysemous, with, for in-
stance, eight senses being listed for make up in the Collins Cobuild Dictionary
of Phrasal Verbs (among them, e.g. to form something and to invent). They
also show syntactic variation, where each combination can take part in several
different subcategorisation frames. For example, add up can occur as an in-
transitive verb-particle combination in It’s a few calories here and there, and
it all quickly adds up or as a transitive one in We need to add these marks up.

In transitive VPCs, where an NP complement is required, some particles
have a fixed position in relation to the verb, such as come up in She came up
with the idea, where the particle is expected immediately after the verb. Thus
one cannot have *She came with the idea up. Other combinations have a more
flexible order in relation to the verb, and can equally well occur after another
complement or immediately after the verb: e.g. John ate his cereal up and
John ate up his cereal. In the latter, the particle comes before a simple definite
NP without taking it as its object (unlike, e.g., It consists of two parts, which is
a prepositional verb). Whether a particle can be separated or not from the verb
may depend on the degree of bonding between the particle and the verb, on
the size of the NP, and on the kind of NP. Thus, when the NP is an unstressed
personal pronoun, in a transitive VPC, it must precede the particle (e.g. They
ate it up but not *They ate up it). This is also the case for VPCs subcategorising
for other verbal complements, like PPs and sentential complements, ! where
the particle must come immediately after the verb (e.g. He found out about the
affair but not *He found about the affair out). Besides complements, certain
adverbs are also accepted between the verb and the particle, such as right in
He came right back.

3. VPCs and Dictionaries

In this section we analyse some of the lexical resources available for NLP
systems, in terms of the VPCs they contain. Table 8.1 shows the coverage of
phrasal verbs (PVs) in several dictionaries and lexica: Collins Cobuild Dic-
tionary of Phrasal Verbs (Collins-PV), Cambridge International Dictionary of

1
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Phrasal Verbs (CIDE-PV), the electronic versions of the Alvey Natural Lan-
guage Tools (ANLT) lexicon (Carroll and Grover, 1989) (which was derived
from the Longman Dictionary of Contemporary English, LDOCE), the COM-
LEX lexicon (Macleod and Grishman, 1998), and the LinGO English Resource
Grammar (ERG) (Copestake and Flickinger, 2000) version of November 2001.
This table shows in the second column the number of PV entries for each
of these dictionaries, including not only verb-particle constructions but also
prepositional verbs. The third column shows the number of VPC entries (avail-
able only for the electronic dictionaries).

Table 8.1. Phrasal Verb Entries in Dictionaries

These dictionaries have a considerable number of PV entries potentially pro-
viding us with a good starting point for handling VPCs. Each dictionary uses
a slightly different set of verbs and particles in its VPCs, and table 8.2 shows
some of their characteristics. In this table A+C represents the union of ANLT
and Comlex, A C their intersection and A+C+E the union of ANLT, Comlex
and ERG.

Table 8.2. VPCs in Dictionaries

When the particles were ranked according to the frequency with which they
occur in the VPCs, similar patterns were obtained for all of the dictionaries.
Figure 8.1 shows the five top ranked particles for each of the dictionaries. For
all of them, up is the particle involved in the largest number of combinations.
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Figure 8.1. Top Ranked Particles in Dictionaries

In each of these dictionaries only a small proportion of the total number of
verbs is used in VPCs, as can be seen in figure 8.2 which shows the proportion
of verbs used in VPCs from all the verbs listed in a dictionary. For example,
only 20% of the verbs listed in the ANLT form at least one VPC. For the other
dictionaries this proportion is even lower. These tend to be very widely used
and general verbs, such as come, go, get, put, bring and take. Which of the
remaining verbs do not form valid VPCs and which verbs form VPCs that were
simply omitted remains to be determined, and this investigation is an attempt
to take a step in this direction.

Figure 8.2. Verbs in VPCs and Verbs in Dictionaries

The number of VPCs listed in each dictionary is shown in table 8.2, where
we can also see the increase in the number of VPCs obtained by the union
of the dictionaries. Even though there is a large number of entries already
obtained by combining the two largest dictionaries, ANLT and Comlex, a con-
siderable proportion (16%) of the entries in the LinGO ERG lexicon are not
listed in any of them (this proportion would increase if subcategorisation etc
was also taken into account). Most of these are at least semi-compositional,
e.g. crisp up, come together, tie on, and were probably omitted from the dic-

2
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tionaries for that reason, though some others, such as hack up, are probably
recent coinages. Dictio! naries are valuable but static resources that tend to
list idiosyncratic combinations at the expense of omitting the more productive
ones, so one cannot rely only on the combinations they provide.

4. VPCs and Corpora

The number of VPCs available in language is constantly growing, and ways
of extending the coverage provided by lexical resources are needed. The use
of corpora to extract VPCs is a good alternative for extending the coverage of
these resources. In this section we use VPCs extracted from the British Na-
tional Corpus (BNC) and compare them with those contained in the combined
dictionaries (A+C+E-VPCs), using the former to complement the coverage
provided by the latter.

The BNC (Burnard, 2000) is a 100 million word corpus containing samples
of written text from a wide variety of sources, designed to represent as wide
a range of modern British English as possible. It includes texts from newspa-
pers, journals, books, and many other sources. Using the methods proposed
by Baldwin and Villavicencio (Baldwin and Villavicencio, 2002), 8,751 VPC
entries were extracted from the BNC. These entries are classified into intran-
sitive and/or transitive VPCs, depending on their subcategorisation frame, and
they result in 7,078 distinct VPCs. A few of these entries are not VPCs but
rather noise, such as **** off ’s down, etc. After removing the most obvious
cases of noise, there were 7,070 VPCs left. These are formed by 2,542 verbs
and 48 particles. The method proposed by McCarthy et al. (McCarthy et al.,
2003) resulted in 4,482 distinct VPCs extracted, after the most obvious cases
of noise were removed. They are formed by the combination of 1,999 verbs
and 9 particles, among which there are also cases of prepositional verbs.

These different extraction methods yielded different sets of VPCs, as it is
possible to see in table 8.3. This table shows some comparisons, where BNC-1
represents the set of VPCs extracted using the methods described by Baldwin
and Villavicencio, BNC-2 those extracted by McCarthy et al., and BNC the
union of both. Even though these two methods were applied to the same cor-
pus, their results are quite distinct, with one complementing the other.

In terms of the VPCs, by joining A+C+E-VPCs with all the VPCs extracted
from the BNC (BNC-VPCs) there is an increase of 209% in the number of
VPCs, since from the 8,911 VPCs in BNC, only 2,318 are also in the combined
dictionaries, as can be seen in table 8.4. A considerable number of the extracted
VPCs form productive combinations, some containing more informal or recent
uses of verbs (e.g. hop off, kangaroo down and skateboard away). These
VPCs provide a useful addition to the information contained in the dictionaries,
resulting in a total of 9,745 distinct combinations.

3
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Table 8.3. Comparison between VPCs Automatically Extracted from Corpora

Table 8.4. Comparison between VPCs from Combined Dictionaries and those from BNC

These methods provide us with a larger set of VPCs and some information
about their syntactic behaviour, like their subcategorisation frames. However,
they suffer from the problem of data sparseness and a great proportion of the
extracted VPCs have a very low frequency. For instance, in BNC-2 40.52% of
the combinations occur only once. Among these there are genuine combina-
tions (e.g. telephone back) but there are also instances of false positives like
mispellings or noise (e.g. scimitare down instead of scimitar down and theyre
in instead of they’re in), and it is difficult to decide which is which on the basis
of one occurrence. In the next section we discuss a possible way of using the
World Wide Web to help distinguish genuine VPCs.

5. VPCs in the Web

One possible way of minimising the problem of data sparseness is to
use the World Wide Web as an extremely large corpus, since, as pointed
out by Grefenstette (Grefenstette, 1999) and Keller et al. (Keller et al.,
2002), the web is the largest data set available for NLP: in December
2002 the web contained at least 3,033 million pages, which were indexed
by the search engine Google, according to the Search Engine Showdown
(http://www.searchengineshowdown.com). Several researchers have started to
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explore this idea, making use of this huge resource to overcome the prob-
lem of data sparseness. For instance, Grefenstette employs the web to do
example-based machine translation of compounds from French into English.
The method he employs would suffer considerably from data sparseness if it
were to rely only on corpus data, so for compounds that are sparse in the BNC
he also obtains frequencies from the web. Keller et al. use the web to obtain
frequencies for adjective-noun, noun-noun and verb-object bigrams, testing if
the web could be used to obtain frequencies for bigrams that are unseen in a
given corpus. They suggest that the large amount of data available on the web
largely outweighs any problem that may derive from it being unbalanced and
containing noise.

In this paper we propose to use the web to find evidence to distinguish be-
tween valid VPCs and noise in automatically generated or extracted combi-
nations, minimising the problem of data sparseness. The web could be thus
employed to obtain frequencies for the candidate VPCs and filter them out ac-
cordingly. To test these possibilities, initially all VPCs in BNC-2 that have
frequency of 1 occurrence were searched on the web using the search engine
Google. For each combination searched, Google provided us with a measure
of frequency in the form of the number of pages in which that combination
appeared. Indeed, as expected the results obtained indicate that this alterna-
tive provides further evidence for differentiating spurious combinations such
as scimitare down, which cannot be found, or are found in only a small num-
ber of pages, from genunine VPCs like package up (in e.g. Why do I need to
use a zip program to package up my files?).

In order to investigate even further the contribution of the web, a verbal
classification was used to automatically generate candidate VPCs, and the web
used as a corpus to test the validity of the combinations generated. In this
investigation we concentrate on VPCs generated by combining a classification
of semantically related verbs and the particle up. The valid combinations can
then be used to extend the coverage of the available resources.

5.1 The Candidate VPC Set

Fraser noted how semantic properties of verbs can affect their possibilities
of combination with particles (Fraser, 1976). For example verbs of hunting
and the resultative down (hunt/track/trail/follow down) and verbs of cooking
and the aspectual up (bake/cook/fry/broil up). Therefore, by having a seman-
tic classification of verbs one can investigate how they combine with certain
particles. This can be used to extend the coverage of the available resources
by generating VPCs from classes of related verbs that follow productive pat-
terns of combinations. One such classification was proposed by Levin, where
verbs are grouped into classes according to semantic and syntactic properties,
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based on the assumption that the syntactic behaviour of verbs is semantically
determined (Levin, 1993). In this section we further investigate the possibility
of using Levin’s classes of verbs to generate candidate verb-particle combina-
tions, following Villavicencio (Villavicencio, 2003).

In Levin’s classification there are 190 classes and subclasses that capture
3,100 different verbs, resulting in 4,167 entries, since each verb can belong
to more than one class. For example, the verb to run belongs to classes 26.3
(Verbs of Preparing), 47.5.1 (Swarm Verbs), 47.7 (Meander Verbs) and 51.3.2
(Run Verbs). The number of elements in each class varies considerably, so
that 60% of all of these classes have more than 10 elements, accounting for
88% of the verbs, while the other 40% of the classes have 10 or less elements,
capturing the remaining 22% of the verbs. The 5 larger classes are shown in
table 8.5.

Table 8.5. Five Larger Classes

All the combinations formed by Levin’s classes and the particle up were
produced. The combinations were generated by taking each verb and append-
ing the particle to it. It is necessary to test the validity of a candidate VPC,
since not all verbs can be combined with particles. For example, Fraser noted
the generalisation that stative verbs almost never combine with a particle (e.g.
know, want, hope, resemble, etc); some other verbs seem to occur with only
one particle (e.g. chicken out and sober up) (Fraser, 1976). Moreover, al-
though there are some cases where it appears reasonable to treat verb-particle
combination as fully productive (within fairly finely specified classes), there
are also cases of semi-productivity. For instance, many verbs denoting cook-
ing processes can occur with aspectual up: e.g. boil up, fry up, brew up, heat
up. But some other combinations seem odd e.g. ?sauté up. This problem of
semi-productivity is further discussed by Villavicencio and Copestake (Villavi-
cencio and Copestake, 2002). Nonetheless, some verbal classes (and particles)
seem to be good indicators of VPC acceptability. For example, in Class 11.3
(Verbs of Bring and Take), all verbs seem to form valid combinations with the
particles in, down, out, up (Villavicencio, 2003).
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5.2 Looking for VPCs in the Web

From the 4,167 verbs listed in Levin’s classification the majority, 3,933, are
in the combined resources. However, from the 4,167 possible VPCs generated
from combining the verbs in Levin’s classes with up, only 1,674 are in the com-
bined resources (A+C+E+BNC-VPCs). Even though the combined resources
have a large number of VPCs, this coverage is still limited. For instance, in
a manual analysis of the combinations involving the class of motion verbs, a
great proportion of the VPCs are not attested in these resources, even if most of
the combinations are considered acceptable by native speakers. It is necessary
to establish whether the unattested VPCs genuinely do not form valid combi-
nations, or whether they do not occur due to the data sparseness problem. In
this section we discuss how to use the web to verify if the candidate VPCs are
genuine on the basis of their occurrences on the web.

As not all verbs in Levin’s classes will form valid VPCs, each of the combi-
nations that was unattested in the combined resources was searched on the web
using Google, which returned the number of pages in which that combination
appeared. Since the goal is to be able to identify genuine cases, we assume that
if a VPC is attested either in the combined resources or in the web, then it is a
valid VPC.

In order to provide a uniform search pattern for all the VPCs, initially they
were all searched as intransitive VPCs, which is one of the most common sub-
categorisation frames for VPCs. Furthermore, it was necessary to define de-
limiters to use when searching for VPCs to ensure that up is not followed by an
NP, which would be ambiguous between a transitive VPC (Verb Particle NP)
and a prepositional verb, where the PP is headed by up (Verb PP), aiming to
retrieve only VPCs, and not prepositional verbs. In this way, the following pat-
tern was used for the searches: “ up ”, where each verb in
Levin’s classes is searched for occurrences where it is immediately followed
by “up” and a delimiter. Prepositions seem to be suitable candidates for de-
limiters of VPCs, and in this investigation, the prepositions for and from were
used as delimiters. For instance, slim up, which was unattested in the com-
bined resources, was found in the web in the context of slim up for, and one of
the pages found contains the sentence: Why do we need to spend tax money to
convince you to slim up for your own good?.

By adding a delimiter as an extra term in the context of the search, the aim
is to avoid the problem of ambiguity with prepositional verbs. However, at the
same time the addition of a delimiter also restricts considerably the evidence
that can be gathered for the validity of a VPC, because any additional word
in the search term may reduce the number of pages that can be retrieved. For
example, searching only for slim up returns 1,400 pages against 42 returned
by searching for slim up for. In this way, one exchanges the retrieval of a

VERB DELIMITER 
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potentially larger set of pages that contains the VPC for a much smaller but
much more precise set containing the delimiter preposition too. Only pages
containing that exact search pattern are retrieved.

An analysis of the results obtained confirms that for is a good delimiter of
VPCs, since it is frequent enough in the data to allow for a considerable number
of pages to be retrieved for a large number of combinations. Nevertheless, for
greater accuracy other delimiters also need to be employed, since some of the
unattested VPCs may occur so unfrequently that only using their occurrences
with a single delimiter such as for as evidence may be too restrictive. In this
way, when from is used as an alternative delimiter, a considerable increase in
the number of attested VPCs was observed.

When looking for evidence to validate the candidate VPCs it is also im-
portant to consider that some of these combinations may be realised predomi-
nantly in a certain subcategorisation frame and therefore using only one frame
in the search patterns may prove to be insufficient for validating them. Thus,
for greater accuracy, alternative search patterns, with different subcategorisa-
tion frames may also be employed. For the purposes of this investigation,
to also gather evidence for transitive VPCs, the pattern “ up

was used, where stands for the pronouns like you, it and
them. The NP complement is in the form of personal pronouns added to the
search pattern, since the use of pronouns not only simplifies the form of the NP,
but also abstracts away from the problem of the VPC word order, given that
pronouns tend to occur between the verb and the particle in transitive VPCs.
These alternative subcategorisation frame patterns can also be useful to dis-
cover which of the frames is the preferred form for the realisation of a VPC,
in the case of VPCs that occur in several different frames. An example is eat
up, that can be used both as an intransitive VPC (e.g. in let it eat up for a few
hours) or as a transitive one (e.g. he should eat that up for breakfast), but that
is found in 141 pages as an intransitive VPC against only 4 pages as a transitive
one.

In this investigation the results reported include both the intransitive and
transitive search patterns and both for and from as delimiters.

Using the web as a corpus, a total of 1,871 of the candidate VPCs were con-
sidered valid. Among the unattested combinations one can find genuflect up
and salaam up. As a result a total of 3,225 VPCs out of the 4,167 candidate
VPCs was attested in the combined resources or in the web, corresponding to
77.4% of the possible candidates. From these, 154 are cases of VPCs con-
taining verbs that were listed in the combined resources but were not used in
any VPC listed therein. In terms of the classes, 96.31% of them had most of
its candidate VPCs considered valid; from the remaining 3.68% of the classes,
only one of them had no attested VPCs: Class 39.4 of Devour Verbs, which
contain a total of 5 VPCs. By joining them with A+C+E+BNC-VPCs there is
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an increase of 12.8% in the number of VPCs with a total of 10,994 VPCs. This
is an encouraging outcome for this investigation, with the use of these very
simple search patterns and with no extra linguistic processing required.

6. Conclusions

In this paper, we investigated using the web as a way of verifying the validity
of candidate VPCs automatically generated from a verbal classification. This
method is employed to find evidence for genuine VPCs, where we assume that
a VPC is valid if it is attested, so that prior to inclusion in a lexical resource,
unattested cases can be filtered out. However, one could also set a threshold for
VPCs that are only attested in the web. In this case, adopting a threshold of e.g.
5 pages, a VPC would only be considered valid if it occurred at least in 5 pages.
By searching the web for candidate VPCs generated from Levin’s classes on
the basis of their semantic/syntactic interrelations rather than searching for any
possible occurrence of a word followed by a particle, means that only gen-
uine verbs were used in the combinations avoiding random noise caused by
misspelled words, non-native speakers, pages in other languages, etc. Thus,
Levin’s classes were used as a means of constraining the possible combina-
tions and the web as a means of filtering unattested VPCs. However, as some
of the verbs in Levin’s classes can also occur as nouns (e.g. mail), for greater
accuracy in the number of pages obtained for these cases, one alternative is to
use the inflected forms of these verbs in the search patterns (e.g. mailed up
for, to mail up for,...). This method was used to help not only to validate auto-
matically generated VPCs, but also to verify which of the low frequency VPCs
automatically extracted from corpora are genuine ones, while at the same time
reinforcing their frequencies using the web. The valid combinations can then
be used to extend the coverage of lexical resources.

The results obtained suggest that Levin’s classes are indeed a good start-
ing point for obtaining productive patterns in verb-particle constructions. This
investigation focused only on the particle up as a test case, but it is already pos-
sible to see an improvement in the coverage of the available lexical resources
when VPCs with this particle are considered. A more wide investigation using
a larger set of verbs and particles and human annotators is envisaged, to extend
even further the coverage of existing lexical resources. In particular, we plan to
explore the use of other verbal taxonomies (e.g. (Tenny, 1995)) for generating
VPCs, since some of them may prove to be even more suitable for this task than
Levin’s, given that the latter was not designed especially on the basis of VPCs.
This investigation will continue to address the question of the great number of
the verbal entries in a lexical resource not used in its VPCs, using the web to
search for candidate VPCs generated by these verbs. For these automatically
generated VPCs, a method like that proposed by Bannard and Baldwin (Ban-
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nard and Baldwin, 2003), Baldwin (Baldwin, this volume) or McCarthy et al.
(McCarthy et al., 2003) can be subsequently used to determine the semantics
of the valid VPCs.

The approach proposed here can be straightforwardly extended to also deal
with cases of combinations between other classes of words. For instance, it
could be used to search for evidence of combinations of prepositions and nouns
to aid e.g. the analysis done by McMichael (McMichael, this volume).

The results obtained so far are encouraging and confirm that the coverage of
lexical resources can be straightforwardly extended by using (semantic) clas-
sifications of verbs to productively generate possible VPCs, and the web as a
very large corpus to validate them.
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Notes
1. A more detailed discussion of VPCs can be found in (Bolinger, 1971), (Fraser, 1976) and (Villavi-

cencio and Copestake, 2002) among others.
2. The LinGO ERG lexicon was manually constructed with most of the verb-particle entries being

empirically motivated by the Verbmobil corpus. It is thus probably reasonably representative of a moderate-
size domain-specific lexicon.

3. The Cobuild Dictionary explicitly states that literal meanings and combinations are not given for all
verbs.
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Abstract This paper focuses on indirect prepositional arguments in a multilingual con-
text. We show that the theoretical framework of HPSG (Pollard and Sag, 1994)
with semantic representations in Minimal Recursion Semantics (MRS; (Copes-
take et al., 1999); (Copestake et al., 2001)) constitutes the appropriate theoretical
basis for a robust, linguistically-motivated account of indirect prepositional ar-
guments. The case study here is indirect prepositional arguments in Modern
Greek and English.

Keywords: HPSG, MRS, robust deep analysis of indirect prepositional arguments, multilin-
gual grammar development.

1. Introduction

This paper focuses on the key role of semantics in a robust deep analysis of
indirect prepositional arguments in a multilingual context.

The aim here is to show that the theoretical framework of Head-Driven
Phrase Structure Grammar (HPSG; (Pollard and Sag, 1994)) with semantic
representations in Minimal Recursion Semantics (MRS; (Copestake et al.,
1999); (Copestake et al., 2001)) constitutes the appropriate theoretical basis for
a robust, linguistically-motivated account of indirect prepositional arguments,
which does not only overcome the natural limitations of previous syntactic
and semantic analyses of these arguments (see, among others, (Rappaport and
Levin, 1988), (Pinker, 1989), (Markantonatou and Sadler, 1996)), but also pro-
vides the necessary formal generalizations for the analysis of such arguments
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in a multilingual context, since MRS structures are easily comparable across
languages. Our case study here is indirect prepositional arguments in Modern
Greek and English (see Section 1.2).

The rest of the paper is organized as follows. In the next section (Section
1.2) we give an overview of the relevant data in Modern Greek and English.
In Section 1.3 we present briefly previous analyses of indirect arguments. In
Section 1.4 we present the robust analysis of indirect prepositional arguments
that we propose. Finally, in Section 1.5 we are highlighting the advantages the
proposed analysis presented in Section 1.4 might bring to the task of (multilin-
gual) development of broad coverage grammars of natural language.

2. The Data

In this section we turn to the data. The given English data is extensively
discussed in the existing literature on valency patterns and valency alterna-
tions, while the Modern Greek is not. Our overview focuses on whether the
optional arguments of a verbal predicate are existentially quantified in their
absence. From this point of view, a three-way classification emerges as syn-
tactically obligatory arguments are distinguished from those which are syntac-
tically optional and amongst the latter, those which are existentially quantified
are distinguished from those which are not.

2.1 Indirect Prepositional Arguments in Contact
Predicates

Consider the following sentences:

(1) O georgos fortose to ahiro sto karo.
the farmer.N load.PAST.3S the hay.A onto-the wagon
“The farmer loaded the hay on the wagon”.

(2) O georgos fortose to karo me ahiro.
the farmer.N load.PAST.3S the wagon.A with hay
“The farmer loaded the wagon with hay”.

(3) I diadilotes psekasan tin mpogia sto agalma.
the demonstrators.N.PL spray.PAST.3PL the paint.A onto-the statue
“The demonstrators sprayed the paint onto the statue”.

(4) I diadilotes psekasan to agalma me mpogia.
the demonstrators.N.PL spray.PAST.3PL the statue.A with paint
“The demonstrators sprayed the statue with paint”.

(5) The farmer loaded the hay on the wagon.

(6) The farmer loaded the wagon with hay.

(7) The demonstrators sprayed the paint onto the statue.
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(8) The demonstrators sprayed the statue with paint.

(1)-(4) are examples of Modern Greek contact predicates which participate
in the so-called locative alternation phenomena (see, among others, (Dowty,
1991), (Rappaport and Levin, 1988), (Levin and Rappaport Hovav, 1991)). Al-
ternations in Modern Greek with the locative verbs fortono (load) and psekazo
(spray) are of the general form NP V NP [P NP ] NP V NP [P NP ],
where the indices denote referential identity. The main features of such verbs
in Modern Greek is that they are morphologically identical and that they in-
volve two arguments: one denoting a location and one denoting the locatum
(karo (wagon)/agalma (statue) and ahiro (hay)/mpogia (paint), respectively, in
(1)-(4) above).

Two arguments, one of which denotes a location and the other the locatum
(wagon/statue and hay/paint, respectively, in (5)-(8) above), are also supported
by the English contact predicates load and spray.

(Levin, 1993) describes this class of predicates as follows:

[Locative alternation] is found with certain verbs that relate to putting substances
on surfaces or things in containers, or to removing substances from surfaces or
things from containers.

Much of the discussion in the literature has dealt with the so-called holistic
interpretation of the English locative verbs spray and load.

In (5) all the available hay has been loaded onto the wagon no matter
whether the wagon is full or not. In (6) the wagon is completely loaded. Like-
wise in (7) all the paint has been sprayed on the statue which is not necessarily
covered. In (8) all the statue is covered. The aspect of all the sentences in
(5)-(8) above, though, depends on the properties of the object rather than the
properties of the oblique.

Not all locative verbs in English, though, alternate.
The verbs fill and cover, for instance, admit a with-PP indirect prepositional

argument only (see also (Levin, 1993)):

(9) Peter filled the tank (with water).

(10) *Peter filled water (into the tank).

(11) Peter covered the garden (with a tarpaulin).

(12) *Peter covered a tarpaulin (over the garden).

On the other hand, the verb pour, for instance, appears only with a locative
prepositional argument:

(13) Peter poured water into the bowl.

(14) *Peter poured the bowl with water.
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2.2 Indirect Prepositional Arguments in Removal
Predicates

Removal predicates in Modern Greek and English also take locatum and
location arguments and they are distinguished in the following groups:

(1) Predicates which imply a change of state of the location argument when
this is realized as the direct object of the verb. These predicates may
appear as tri-valent with alternative argument structures:

(15) O Petros adiase tin dexameni (apo to nero).
the Peter.N empty.PAST.3S the tank.A (of the water)
“Peter emptied the tank (of water)”.

(16) O Petros adiase to nero apo tin dexameni.
the Peter.N empty.PAST.3S the water.A from the tank
“Peter emptied the water from the tank”.

(17) Peter emptied the tank (of water).

(18) Peter emptied the water from the tank.

(2) Predicates which denote a contact with the location, as well as a change
of location. These predicates may also specify the manner or the instru-
ment related to the action of moving. For instance, the Modern Greek
removal predicate skupizo (wipe) does not admit an indirect preposi-
tional argument (apo-PP complement) when its location argument is
realized as its direct internal argument (object; example (19)). In this
case skupizo does not entail the existence of a locatum argument. For
instance, the act of wiping a pan does not necessarily result in wiping
something off it.

The corresponding predicates in English do not allow an inchoative in-
terpretation (example (21)). This is an indication that they do not imply
a change of state of the location argument. For instance, wiping the oil
from a pan does not imply a definite change of the state of the pan. That
means that the pan is not an oil-less pan.

(19) *O Petros skupise to tigani apo to ladi.
the Peter.N wipe.PAST.3S the pan.A from the oil
“*Peter wiped the pan of the oil”.

(20) O Petros skupise to ladi apo to tigani.
the Peter.N wipe.PAST.3S the oil.A from the pan
“Peter wiped the oil from the pan”.

(21) *The pan wiped of oil.
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(22) *Peter wiped the pan of the oil.

(23) Peter wiped the pan.

(24) Peter wiped the oil from the pan.

(3) However, the removal predicates katharizo in Modern Greek and trim
in English are different than skupizo and wipe, respectively, in the sense
that “trimming an object” necessarily means “trimming something off
this object”:

(25) O Petros katharise to thamno apo ta xera kladia.
the Peter.N trim.PAST.3S the bush.A of the dry branches
“Peter trimmed the bush of the dry branches”.

(26) Peter trimmed the bush of the dry branches.

2.3 Indirect Prepositional Arguments in Impingement
Predicates

A typical impingement verb in Modern Greek is htipo. Its English coun-
terpart is hit. According to (Dowty, 1991), the verb hit (in English) does not
imply any change of state for any of its arguments which may surface syntac-
tically as direct internal arguments (objects). The same semantic entailments
also hold for the Modern Greek verb htipo. hit, as well as htipo in Modern
Greek, are assymetric predicates in that when the location argument is realized
as the direct internal argument (object) of the predicate the locatum argument
is the optional indirect prepositional argument, but when the locatum argument
is realized as the direct internal argument all arguments are obligatory.

(27) O Petros htipise ton frahti.
the Peter.N hit.PAST.3S the fence.A
“Peter hit the fence”.

(28) O Petros htipise ton frahti me to xilo.
the Peter.N hit.PAST.3S the fence.A with the stick
“Peter hit the fence with the stick”.

(29) O Petros htipise to xilo sto frahti.
the Peter.N hit.PAST.3S the stick.A onto-the fence
“Peter hit the stick against the fence”.

(30) *O Petros htipise to xilo.
the Peter.N hit.PAST.3S the stick.A
“*Peter hit the stick”.

(31) Peter hit the fence.

(32) Peter hit the fence with the stick.
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(33) Peter hit the stick against the fence.

(34) *Peter hit the stick.

For verbs in the htipo/hit subclasses of Modern Greek and English, the
“me/with” alternant (examples (28) and (32)) entails that one of the arguments
(i.e., the locatum) is understood as the instrument (“means”) which is used by
the actor in order to perform the action denoted by the verb. The “sto/against”
alternant (see examples (29) and (33)), on the other hand, entails that the loca-
tum undergoes directed motion; it is moved by the actor into contact with the
location.

3. Previous Accounts in HPSG

(Markantonatou and Sadler, 1996) use underspecified verb entries in or-
der to provide an HPSG analysis for verb alternations in English which affect
specifically the choice of direct and indirect internal arguments.

In their analysis no lexical rules are implicated in relating the two different
semantics they assume for the English locative verbs, which correspond to
different syntactic argument structures. Instead, for their analysis they rely
on the application of the rules of their linking component, the simultaneous
satisfaction of different constraints and on type inference.

As an example of how their analysis works, let us take a closer look at their
proposal for the English verb load, which has two alternative forms, each with
an optional oblique which is existentially quantified when not syntactically
realized:

(35) John loaded the hay on the wagon.

(36) John loaded the wagon on the hay.

(37) below is the semantic representation that (Markantonatou and Sadler,
1996) assume for the (active) English verb load.

They presuppose that

“...the [English] verb load has only one argument for which properties relevant
to linking are expressed. This argument is the argument which will eventually
surface as the subject. Otherwise, load requires a location and a locatum argu-
ment, but it does not define any entailments over these arguments which would
enforce any particular linking” (Markantonatou and Sadler, 1996, pg. 52).

According to (Markantonatou and Sadler, 1996), it is this lack of further
specifications which permits the location-object locatum-object alternation,
and which reflects the fact that the two alternants of the verb load in English are
somehow symmetric with respect to the optionality of oblique arguments. As
far as existential quantification is concerned, they assume that arguments which
appear in the lexical entry of load as first level or embedded (second level) se-
mantic arguments are existentially quantified. load, according to them, also
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has a value specified for the attribute SEM.CONS, which indicates that there
is an entailment of contact between the ARG1 and the ARG3 of the predicate
load (the location and the locatum). (Markantonatou and Sadler, 1996) under-
line that “the fact that this is the most general type of contact will in turn ensure
that the predicate can surface with both with-PP and on, in, etc-PP”.

As far as linking of the arguments of the verb load is concerned, (Markanto-
natou and Sadler, 1996) assume that by means of the semantic representation
that they propose in (37) two options are possible: “[Either] ARG2 is linked to
subject as it has no other choice, and since it is a top level argument which is
not also the argument of an embedded predicate, it must be linked. [Or] ARG1
and ARG3 are not specified for any LINK values and therefore they can each
link either to the object of the verb or to the object of a predicate that maps an
embedded relation.... [Finally] similar argumentation can be developed if one
assumes that instead of linking the ARGs first, the system links SEM.CONS
first” (Markantonatou and Sadler, 1996, pg. 52-53).

Finally, the fragment of the hierarchy of semcons in Figure (1.1) below
shows how the alternation characterizing the locative verbs like load in En-
glish is accounted for in the theory proposed by (Markantonatou and Sadler,
1996), which we have presented briefly above.

4. Indirect Prepositional Arguments: The Analysis

The robust account we present here for indirect prepositional arguments in
Modern Greek and English does not follow the analysis of such arguments that
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(Markantonatou and Sadler, 1996) have proposed and whose main points we

that they assume.

(Copestake et al., 2001). In brief, Minimal Recursion Semantics is a frame-
work for computational semantics, in which the meaning of expressions is rep-
resented as a flat bag of Elementary Predications (or EPs) encoded as values
of a RELS attribute. The denotation of this bag is equivalent to the logical
conjunction of its members. Scope relations between EPs are represented as
explicit relations among EPs. Such scope relations can also be underspec-
ified. The assumption of current MRS is that each lexical item (other than
those with empty EP bags) has a single distinguished main EP, which is re-
ferred to as the KEY EP. All other EPs either share a label with the KEY EP or
are equal to some scopal argument of the KEY EP. According to (Koenig and
Davis, 2000), for situation-denoting EPs, which are also most interesting for

recursively embedded state-of-affairs (SOAs); (ii) EPs can have one, two, or
three arguments; (iii) if an EP has three arguments, then one of them is a state-
of-affairs, and another is an undergoer co-indexed with an argument of the
embedded state-of-affairs. Finally, as far as direct arguments are concerned,
these are predicted to link off the value of the KEY attribute.

Figure 9.1. The hierarchy of SEMCONS that (Markantonatou and Sadler, 1996) propose for
English locative verbs like load

how to deal and restrict the overgeneration that comes along with the radical

have brie�y presented in Section 1.3 above. The reason is that we do not know

underspeci�cation (of verbal entries and/or of the arguments these support)

The account proposed here for indirect prepositional arguments in Modern

recursion approach to semantic representation and is formalized using the Min-

Greek and English (see examples in Section 1.2 above) is based on a minimal

imal Recursion Semantics (MRS) framework of (Copestake et al., 1999) and

our purposes here, the following generalizations hold: (i) EPs do not encode
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Assuming that lexical items include more than one EPs in their semantic
content, but lexically they select only one of these EPs as their KEY, we pro-
pose that the semantic properties of the arguments of the verb fortono (load) in
example (2) of Section 1.2.1 are captured by the semantic type in (38).

(38) captures that the me (with) alternant of the Modern Greek locative verb
fortono (load; example (2) in Section 1.2.1) denotes situations that must be
both changes of state and changes of location.

The sto (onto) alternant of the Modern Greek locative verb fortono (load;
example (1) of Section 1.2.1 above), on the other hand, denotes a single change
of location.

We propose that the semantics of the sto (onto) alternant of the Modern
Greek locative verb fortono includes only the last member of the RELS in (38)
above.

This captures the
Greek locative verb fortono (load) in example (1) of Section 1.2.1 as shown in
(39) below.

The analysis presented above holds also for both alternants of the Modern
Greek contact predicate psekazo (spray) (see examples (3)-(4) of Section 1.2.1
above and (40) and (41) below), as well as for both alternants of the English
contact predicates load and spray (see examples (5)-(8) in Section 1.2.1 above).

CONTENT value of the sto (onto) alternant of the Modern
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As far as indirect prepositional arguments in removal predicates in Modern
Greek and English are concerned, we propose that the semantic properties of
the arguments of the verbs skupizo and wipe, for instance, which denote a
change of location, when a locatum argument is realized as their direct internal
argument (object; examples (20) and (24) of Section 1.2.2), can be captured by
a type like the following (for Modern Greek the rel is skupizo-ch-of-loc-rel as
shown in (42), while for English the rel would be wipe-ch-of-loc-rel):

katharizo (see example (25) in Section 1.2.2) is different than skupizo:
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That is, as (43) above captures, in Modern Greek trimming necessarily re-
sults in trimming something off something else; in the case of example (25)
above trimming the bush results in trimming the dry branches off the bush.
And this is what the semantic type in (43) captures. The semantic properties of
the English verb trim in example 926) of Section (1.2.2) can also be captured
by a type like the one in (43) adapted to English.

Finally, (45) below captures that the alternant of the Modern Greek im-
pingement verb htipo (hit) whose indirect internal argument is headed by the
preposition me (with; see example (28) in Section 1.2.3) entails that this ar-
gument, i.e., the locatum, is optional (see in (45)) and is understood

as the instrument which is used by the actor in order to perform the action
denoted by the verb. The same holds for the alternant of the English impinge-
ment verb hit whose indirect internal argument is headed by the preposition
with (see example (32) in Section 1.2.3).

(44) below captures that the alternant of the English impingement verb hit
whose indirect prepositional internal argument denotes the location (example
(33) in Section 1.2.3) entails that the locatum (FIG(ure)) argument undergoes
directed motion; it is moved by the actor into contact with the location. The
same holds also for the alternant of the Modern Greek impingement verb htipo
whose indirect prepositional internal argument denotes the location (see exam-
ple (29) in Section 1.2.3).

( )SOA 5
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5. Conclusion

In conclusion, we have shown that the theoretical framework of HPSG (Pol-
lard and Sag, 1994) enriched with semantic representations in Minimal Re-
cursion Semantics (MRS; Copestake et al., 1999; Copestake et al., 2001) con-
stitutes the appropriate theoretical basis for a robust, linguistically-motivated
account of indirect prepositional arguments, which provides the necessary for-
mal generalizations for the analysis of such arguments in a multilingual con-
text, since MRS structures are easily comparable across languages. To show
this we have considered indirect prepositional arguments in contact, removal
and impingement predicates in Modern Greek and English (Sections 1.2 and
1.4). Of course, as has already been shown in (Kordoni, 2003) and (Kordoni
and Neu, 2003), the analysis presented in Sections 1.2 and 1.4 can be adapted
and extended accordingly in order to account unproblematically for indirect
prepositional arguments in German, as well.

As a final general comment we need to underline that the MRS-based anal-
ysis we have presented in Section 1.4 above allows for a linguistically moti-
vated account of the syntactic properties of apparent semantic doublets, which
avoids the processing load problems that are inseparable from (directional or
even bi-directional (Flickinger, 1987)) lexical rule approaches to parsing indi-
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rect prepositional arguments in particular and to development of (the lexicon
of) large-scale deep computational grammars of natural language in general.

Consequently, (the lexicon of) large-scale computational grammars be-
comes more efficient, since it needs to depend on fewer or even no lexical
rules at all, and thus less complicated for the grammar writer to maintain, as
well as to develop further. Here we have focussed only on (some of) the the-
oretical assumptions upon which the achievement of such a goal can be based
realistically.
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Abstract We present a descriptive overview of the uses of the French prepositional forms
à and de and the properties of the constructions they appear in. The complexity
of the data argues against a unitary syntactic and/or semantic treatment, but the
empirical facts can nevertheless be organized in a systematic fashion. Concen-
trating primarily on de, we show that its uses can be grouped into two classes,
one in which de patterns with ordinary prepositions, and one in which it appears
to reflect the syntactic category of its sister element. We show that these ob-
servations can be accounted for in an HPSG analysis that distinguishes ordinary
heads from ‘weak’ heads.

Keywords: French prepositions, weak heads, HPSG, extraction, coordination, portmanteau
forms, pronominal clitics, grammatical marking

1. Introduction

The forms à and de have a large number of uses in French, with a complex
array of syntactic properties. Since the facts for à and de are quite parallel, in
this paper we will focus mostly on de, which has a wider range of functions.
Where appropriate, we will point out details specific to à.

As the following examples illustrate, de can combine with an NP (46a).
In certain cases the sequence [de N ] (where stands for all forms of
the definite article) forms a so-called ‘partitive’ NP (46b). De can combine
with an N in a variety of contexts, with or without further combination with a
quantifier to the left (47). It also combines with PPs (48), VPs (49), and APs
and AdvPs (50).

(46) a. Aller [de la gare] à l’hôtel. Un ami [de Marie].
‘Go from the station to the hotel. A friend of Marie’s.’
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148 SYNTAX AND SEMANTICS OF PREPOSITIONS

b. Demander [de la bière]. (de+ ‘partitive’)
‘Ask for beer.’

(47) a. Je n’ai pas lu [de journal]. (with negation)
‘I didn’t read any newspaper.’

b. Il a lu beaucoup [de livres]. (with quantifier)

c. Il a beaucoup lu [de livres]. (floating quantifier)
‘He has read a lot of books.’

d. Combien a-t-il lu [de livres] ? (extracted quantifier)
‘How many books has he read?’

(48) Il surgit [de derrière l’église].
‘He jumps out from behind the church.’

(49) Je me souviens [d’avoir lu ce poème].
‘I remember having read this poem.’

(50) a. Quelqu’un de très fiable. J’ai encore trois jours [de libres].
‘Someone very reliable. I have another three days free.’

b. Quelque chose [de mieux], une page [de plus].
‘Something better, one page more.’

In addition, in various cases, an idiosyncratic form appears where a combi-
nation of de and some other item would be expected; these cases are tradition-
ally analyzed as post-syntactic reductions. (51a) illustrates the portmanteau
forms found in place of *de+le and *de+les. As shown in (51b), the portman-
teau form des can be reduced to de (or d’) before a prenominal modifier. Fi-
nally, the single form de obligatorily replaces the ungrammatical combination
of de followed by the ‘partitive’ article—i.e., *de+du/des/de la/de l’ (51c).

(51) special realizations

a. Acheter [du vin] / [des livres] (*[de le vin] / *[de les livres]).
‘Buy wine/books.’

b. Acheter [des/de beaux tableaux].
‘Buy beautiful paintings.’

c. Avoir besoin [d’aide] (*[de de l’aide]),
parler [de choses sérieuses] (*[de des choses sérieuses]).
‘Need help, talk about serious matters.’

The analysis of de (and to a lesser extent, of à) is a well-known puzzle
of French grammar, and raises problems both from a semantic and a syntac-
tic point of view. One question is whether de is always semantically empty
(Blinkenberg, 1960), (Gougenheim, 1959), (Spang-Hanssen, 1963), (Cadiot,
1997)—see also the summary in (Kupferman, 1996)—and if not, whether
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it can be treated as a polysemous element, with an abstract core meaning
(Moignet, 1981), or whether there are several homophonous items. Syntacti-
cally, it is generally agreed that de does not belong to a single category (prepo-
sition); certain uses of de belong to some other category, or categories. How-
ever, there have been some attempts at a unitary analysis. (Milner, 1978, pp.
246–251) suggests that de (as well as à) could be a preposition in all of its
uses, but not uniformly the head of a PP, thus dissociating the syntactic cate-
gory from its habitual grammatical function. In recent terms, the preposition
could be a ‘marker’ in some cases (Pollard and Sag, 1994); such an analysis
is also compatible with the proposal of (Van Eynde, 2004) concerning some
uses of Dutch prepositions. On the other hand, (Miller, 1992) suggests that de
and à are phrasal affixes rather than prepositions—an analysis that sidesteps
the syntactic category problem, but the problem of accounting for divergent
properties of different uses of the same affix remains.

Three questions must be addressed. First, if one assumes a distinction be-
tween prepositional and non-prepositional uses of de, where is the dividing
line between the two? For instance, when followed by an AP, should de be an-
alyzed as a preposition (Azoulay-Vicente, 1985), or not (Huot, 1981)? When
followed by an infinitival VP, is it always a preposition, always a complemen-
tizer, or one or the other depending on the environment (Huot, 1981)? Second,
what is, or what are the categories of de when it is not a preposition, or does
not head a PP? Different terms have been proposed for de in contexts where it
does not seem to have the status of a normal preposition—“signe de liaison”
(Blinkenberg, 1960), “cheville syntaxique” (Damourette and Pichon, 1911),
“indice d’infinitif ” (Gougenheim, 1959), “case marker” (Milner and Milner,
1972), (Vergnaud, 1974)—but no precise syntactic analysis has been offered.
And finally, a question all too often neglected: How can we account for the
common properties shared by both prepositional and non-prepositional uses of
de?

The analysis we develop in this paper distinguishes two classes of uses of
de, which we refer to as ‘oblique’ and ‘nonoblique’ uses. This partition is
shown to be motivated by explicit syntactic criteria (and not correlated with
semantic contentfulness). In oblique uses, represented by examples (46a), (48),
and (50) above, de patterns with ordinary prepositions. On the other hand, in
nonoblique uses, corresponding to (46b), (47), and (49), it does not behave
like a normal preposition, and thus calls for a special analysis. For certain
grammatical processes, however, we show that oblique and nonoblique uses
pattern together, and in these cases a unified treatment is to be preferred.

The syntactic data justifying the distinction between the two types of uses
are discussed in the following section. Section 3 offers an HPSG analysis of
the empirical observations.
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2. Syntactic properties

In this section we examine the syntactic behavior of the various construc-
tions involving de illustrated in (46–50). We first show that a number of con-

We then present two properties that cut across the oblique/nonoblique distinc-
tion (portmanteau forms, pronominal clitics) pointing to the existence of some
unifying property common to all uses of de.

2.1 Syntactic functions

De-phrases can have a wide variety of syntactic functions, including com-
plement and modifier of a number of different categories. Of particular im-
portance is the fact that certain de-phrases can be subjects; this is the case for
‘partitive’ NPs and de-VPs (52). Since PPs cannot be subjects in French (53),
this observation casts doubt on any analysis that treats these de-phrases as PPs,
and motivates our term ‘nonoblique’ for referring to this class of uses.

(52) a. [Des bijoux] ont été volés. ‘Jewels were stolen.’

b. [De sortir un peu plus] te ferait du bien.
‘Getting out a bit more would do you good.’

(53) *[Sous le lit] est un endroit idéal pour se cacher.
‘Under the bed is an ideal place to hide.’

2.2 Extraction from de-phrases

The two types of de-phrases do not have the same properties with respect to
extraction. Extraction out of nonoblique nominal phrases is possible (54a–c);
notice that this is also what we observe for simple NPs not embedded in a PP
(54d). By contrast, extraction is not possible out of oblique de+NPs or de+PPs
(55a,b), just as with ordinary PPs (55c).

(54) a. Voici un auteur dont [des livres ] sont en vente ici.
‘Here’s an author some of whose books are on sale here.’

b. Voici un auteur dont je n’ai pas lu [de livre ].
‘Here’s an author who I haven’t read any books by.’

c. Voici l’auteur dont j’ai lu beaucoup [de livres ].
‘Here’s an author who I’ve read a lot of books by.’

d. Voici un auteur dont j’aime [les livres ] (mais pas les poésies).
‘Here’s an author whose books I like (but not his poetry).’

(55) a. *Voilà le pays dont Paul revient [de la capitale ].
‘That’s the country that P.’s returning from the capital of.’

trasting properties (possible syntactic function, extraction, wide scope over
coordination) motivate a division between ‘oblique’ and ‘nonoblique’ uses of de.
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b. *Voilà l’homme dont Jean a surgi [de derrière la voiture ].
‘That’s the man whose car Jean jumped out from behind.’

c. *Voilà le livre dont j’ai déjeuné [avec l’auteur ].
‘That’s the book that I had lunch with the author of.’

We can apply the same test to other uses of de, with clear results. De-VPs
pattern with nonoblique uses (56), while de-APs pattern with oblique ones
(57). Note that extraction out of de-AdvPs cannot be tested since the adverbs
involved in this construction—recall the examples in (50b)—do not take (ex-
tractable) complements.

(56) Voici le livre que je rêve [de traduire ].
‘Here’s the book that I dream of translating.’

(57) a. Il n’y avait que Pierre [de convaincu de cette solution].
‘There was only Pierre (who was) convinced by this solution.’

b. *C’est une solution dont il n’y avait que Pierre [de convaincu ].
‘That’s a solution that only Pierre was convinced by.’

2.3 Wide scope over coordination

Coordination provides another argument for distinguishing oblique and non-
oblique uses. Nonoblique de never takes wide scope over a coordination of
phrases, be they +N sequences in ‘partitive’ NPs, bare N s, or VPs.

(58) a. Pour ce gâteau, il faut de la farine et *(de) la levure.
‘For this cake, you need flour and baking powder.’

b. Il y avait des pêches mûres et *(des) tomates appétissantes.
‘There were ripe peaches and appetizing tomatoes.’

(59) Il y avait sur la table beaucoup de pain et *(de) vin.
‘There was a lot of bread and wine on the table.’

(60) Je rêve de lire ce livre et *(de) l’expliquer à mon fils.
‘I dream of reading this book and explaining it to my son.’

In contrast, oblique de can take wide scope over a coordination of NPs, PPs,
APs, or AdvPs. It should be noted that judgments here are somewhat unclear,
due to poorly understood semantic constraints and speaker variation.

(61) J’ai besoin de [cette farine et cette levure] pour mon gâteau.
‘I need this flour and this baking powder for my cake.’

(62) Il revient de [chez Paul ou chez Marie].
‘He’s coming back from Paul or Marie’s.’

(63) a. quelqu’un de bon en maths et (de) fort en gym
‘someone good at math and strong in P.E.’

7
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b. quelque chose de [plutôt bien ou plutôt mal]
‘something pretty good or pretty bad’

2.4 Portmanteau forms

One well-known property of de is its interaction with the definite article le
(but not the elided form l’) and the plural les to yield the contracted or ‘port-
manteau’ forms du and des—recall the examples in (51). The corresponding
portmanteaux for à are au and aux. This phenomenon is completely regular for
all instances where à and de appear in combination with le or les—irrespective
of the oblique or nonoblique status of de.

On the other hand, à and de do not give rise to portmanteau forms when
they combine with a VP, although the accusative pronominal clitics le and les
are phonologically identical to the forms that trigger contraction in nominal
contexts:

(64) J’essaie [de les vendre] / *[des vendre].
‘I am trying to sell them.’

This might be taken as evidence for distinguishing pre-verbal and pre-
nominal de, but on the other hand the pronominal clitics le and les could simply
be different from the articles le and les, in disallowing contraction.

2.5 Pronominal clitics

It is well known that nominal phrases marked by de alternate with the
pronominal clitic en. Interestingly, this same clitic is used regardless of the
other properties of the phrase; in particular en is used both for oblique (65a–c)
and nonoblique (65d–f) de-phrases.

(65) a. Je viens [de Londres] J’en viens
‘I’m coming from London / from there.’

b. Je me souviens [de ce poème] Je m’en souviens
‘I remember that poem / it.’

c. Je veux changer [d’hôtel] Je veux en changer
‘I want to change (hotels).’

d. Je n’ai pas [d’argent] Je n’en ai pas
‘I don’t have any (money).’

e. J’ai trop [de travail] J’en ai trop
‘I have too much (work).’

f. Tu as acheté [de la bière] / [des livres] Tu en as acheté
‘You bought some (beer/books).’
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The clitic en is also available for some de-VPs, but not (for example) those
that alternate with direct NP objects (Gross, 1975), (Huot, 1981):

The VP data in (66) and (67) indicate that de-marked VP[inf ] complements
do not give rise directly to clitics. Instead, the main verb selects the form le or
en (or y for à-marked complements) according to its NP or PP complementa-
tion frame (with further semantic restrictions). A VP[inf ] can be anaphorically
linked to this nominal or prepositional clitic, as in (66b) and (67b).

2.6 Interim conclusion

To sum up our observations so far, we have shown that uses of de are parti-
tioned into two classes. When de precedes a PP, an AP/AdvP, or most NPs, it
behaves like an ordinary preposition: The resulting phrase is an oblique com-
plement or an adjunct, extraction is disallowed, and de can have wide scope
over a coordination. On the other hand, when de precedes a VP, an N (with
the exception of examples like (65c), cf. fn. 10.4), or when it forms part of
a so-called ‘partitive’ NP, it has properties that are unusual for prepositions:
The resulting phrase can be a subject, extraction is possible, and de cannot
take scope over a coordination. Finally, two properties are common to both
classes: Oblique and nonoblique uses of de give rise to portmanteau forms and
en-cliticization.

Before we turn to our analysis, two comments are in order. First, as stated
in the introduction, the distribution of à is very similar to that of de, except
for the fact that its range of uses is much more limited. À is always oblique
in combination with NPs and PPs, and nonoblique only in combination with
VP[inf ]; the contrast is briefly illustrated below with data involving wide scope
over coordination.

(66) a. Je rêve [de venir demain] / [de cela] / 
*
cela  J'en rêve 

   ‘I dream of coming tomorrow / of that / of it.’ 

b. Venir demain, Paul en rêve. 

‘Coming tomorrow, Paul dreams of it.’ 

(67) a. Je promets [de venir] / 
*
[de cela] / cela 

*
J'en promets 

‘I promise to come / that.’ 

b.Venir demain, Paul le promet. 

‘To come tomorrow, Paul promises (it).’ 

(68) a.J'ai parlé à Jean et (à) Marie. 

‘I talked to Jean and (to) Marie.’ 

b.Jean a commencé à lire ce livre et 
*
(à) le traduire. 

‘Jean has begun to read this book and translate it.’ 

′
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Second, it is well known that à and de have uses where they are semantically
contentful and uses where they are not. This semantic distinction does not
coincide with the oblique/nonoblique division. This is illustrated in (69), where
both examples are oblique uses. In combination with the copula (69a), de
clearly expresses a semantic relation (here, ‘origin’). In (69b) however, de
makes no semantic contribution: the semantic role of experiencer or stimulus
is clearly a reflex of the lexical semantics of the noun.

(69) a. Paul est [de Paris]. ‘Paul is from Paris.’

b. la peur [des araignées]
‘fear of spiders / the fear experienced by (the) spiders’

In many cases it is more difficult to establish whether or not de makes a
semantic contribution. In particular we make no claim about the semantic con-
tribution (or lack thereof) of nonoblique uses of de. But these examples show
that semantic vacuousness and non-obliqueness must be treated as independent
properties.

(70) Summary of empirical results

3. Proposed HPSG analysis

In this section we present an analysis of de (and à) that explicitly formalizes
the difference between oblique and nonoblique uses, and at the same time pro-
vides a way to handle the properties they have in common. The analysis relies
crucially on the novel concept of a ‘weak head’.

3.1 Oblique uses: true prepositions

We treat à and de in their oblique uses as prepositions—i.e., as syntactic
heads of category P, selecting a complement and projecting a PP. (71) is a de-

value indicates the syntactic category (preposition), which propagates to all

projections of lexical entries of this type. The attribute will be
discussed in detail below in section 3.3. The empty set in (71) pre-
vents extraction of and subextraction out of the preposition’s complement (if

scription of the type prep-word subsuming all French prepositions. The eH
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any), because heads amalgamate the information of all their dependents
(Bouma, Malouf, and Sag, 2001). In other words, French PPs are extraction
islands. The list is left unspecified in (71) because French preposi-
tions have quite diverse complementation frames, including intransitive uses:
Qu’est-ce que vous prendrez avec (cela)? ‘What will you have with that?’; Il
y a de l’alcool dedans ‘There’s alcohol in it.’

In our analysis, oblique de is of type prep-word. Thus it projects a PP from
which nothing can be extracted. Moreover, oblique de is subject to the ad-
ditional constraints in (72). It takes a -saturated complement, which is
obligatory (Qu’est-ce que vous faites dépendre de *(cela)? ‘What do you want
to follow from that?’). Furthermore, this complement cannot be the projection
of a verb (but can be nominal, prepositional, adjectival, or adverbial); conse-
quently, de-marked infinitival VPs are exclusively nonoblique (as discussed in
the next section).

Finally, (72) prohibits the complement of oblique de from bearing the
value de. This blocks the ‘cacophonous’ repetition of de in ex-

amples like (51c) above (Gross, 1967). For instance, the de-marked ‘parti-
tive’ phrase de l’aide cannot appear as the complement of the preposition de:
*besoin de de l’aide. To account for the so-called ‘haplology’ of de in the
grammatical realization besoin d’aide, we assume a special lexical entry for
prepositional de (or d’) selecting an N complement.

Oblique uses of à are also analyzed as prepositions (73). Prepositional à
selects an obligatory nominal or PP complement, with a restriction
to prevent repetition (*aller à à la station ‘go to (at) the station’).
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3.2 Nonoblique uses: Weak heads

To handle the properties of nonoblique à (appearing only in combination
with infinitival VPs) and nonoblique de (appearing with VP[inf ], +N , and
bare N ), we appeal to the notion of ‘weak head’, which replaces the syntactic
category of marker in classical HPSG (Tseng, 2002). A weak head is a lexi-
cal head that shares its syntactic category and other information with its
complement. Recall that the value in HPSG encodes the part of speech
(subtypes of head: noun, verb, adj, prep, etc.) and syntactic features appropri-
ate for each part of speech (such as ). The sharing
of values is indicated by the label in the constraint in (74). This ac-
counts directly for the fact that certain properties of the non-head daughter
remain visible on the phrase headed by nonoblique à or de. For example, a
control verb like essayer ‘try’ selects a complement headed by the weak head
de, bearing the feature [ inf ]; if de were a true prepositional head
in this construction, verb form information would be inaccessible for external
selection.

The constraint in (74) further requires that the weak head inherit the subject
list of its complement. This allows, for example, the subject of the verb in
an à- or de-marked VP[inf ] to be controlled by the governing predicate: in

Finally, the constraint [

coordinated structure.
on the complement prevents weak heads from taking wide scope over a
other words, weak heads are subject raisers.
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It is crucial to note that the constraint in (74) says nothing about specifier
valence. This allows the various forms of nonoblique de to constrain their
specifier requirements in different ways. For some instances of the weak head
de, we assume sharing of the lists of the head and its complement, as
indicated in (75a). Thus when de combines with an N , it and the resulting
de-marked N remain -unsaturated. Such unsaturated phrases are correctly
predicted to have limited distribution; for example, they cannot appear in pre-
verbal subject position (75b). We assume that the quantifier in structures of the
form [Q de N ] is a specifier of de, giving rise to a fully saturated NP that can
be a preverbal subject (75c).

b. *Jean ne croit pas que [d’hommes] soient venus.
‘Jean doesn’t believe that any men came.’

c. [Beaucoup d’hommes] sont venus. ‘Many men came.’

For examples where de-N does appear in post-verbal argument position, with-
out an adjacent degree quantifier—recall examples (47a,c,d)—we propose an
analysis relying on the idea of specifier extraction. The weak head de intro-
duces an element in the set that must eventually be bound by a quanti-
fier or by negation. See (Abeillé, Bonami, Godard, and Tseng, 2004) for a full
presentation of our account of syntactic licensing of de-N phrases.

We analyze the so-called ‘partitive’ determiners du, des, de la, and de l’
uniformly as synthetic forms (i.e., single lexical items). Moreoever, they are
weak heads that select an N complement (lacking a specifier), but they them-
selves do not require a specifier. This allows us to account for the NP-like dis-
tribution of ‘partitives’ while maintaining the generalization that we are dealing
with de-marked phrases.
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The lexical description of the weak head à is much more straightforward
(77): it always selects a VP[inf ] complement (from which it inherits all valence
requirements) and introduces the value à.

An alternative HPSG analysis for similar data is proposed by (Van Eynde,
2004), who distinguishes major and minor prepositions in Dutch. Like weak
heads, minor prepositions introduce a specific value and do not con-
tribute any part of speech information to the phrase. Unlike weak heads, they
do not have syntactic head status, but are instead daughters, like
other non-head selectors (specifiers, modifiers). Finally, we note that ideas
suggestive of the weak head approach can be found in the notion of “functional
head” (Hulk, 1996) and in quantifier analysis of de presented by (Kupferman,
2004). Although their proposals differ from ours in significant ways (no ac-
count of the VP data, emphasis on the quantificational semantics of de), in
their analyses de is also compatible with complements of various categories.

3.3 Grammatical marking

Up to now we have shown how a formal distinction between true preposi-
tional heads and weak heads can account for the differences between oblique
and nonoblique uses of à and de. But we also need to handle phenomena (in
particular, cliticization) where prepositions and weak heads pattern together.
To do this we rely on the specification.

The feature is familiar from previous work in HPSG; it is the
feature that allows phrases containing an explicit marker (e.g., a complemen-
tizer) to be distinguished from unmarked phrases. We adopt the proposals
of (Tseng, 2002), simplifying the Marking Theory of standard HPSG. This
approach eliminates the syntactic category marker and the type head-marker-
phrase of (Pollard and Sag, 1994). Markers are analyzed as weak heads that
select an unmarked complement, while introducing a new value on
the phrases they head. In this approach, the propagation of informa-
tion is uniformly head driven; is not a feature, however, and
so it is not shared between weak heads and their complements.

We assume that nouns and verbs are [ unmarked] in the lexi-
con, and that each preposition introduces a specific marked value (see (72)
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and (73)). Thus takes over the role played by in earlier
HPSG, making it possible for a head to select a complement headed by a spe-
cific preposition. Two subtypes of the marked value à are needed, in order
to account for the different cliticization possibilities: àdat corresponds to da-
tive clitics such as lui (faire confiance [à Paul] lui faire confiance ‘to trust
Paul/him’), and àloc to the ‘locative’ clitic y (penser [à Paul] y penser ‘to
think about Paul/him’). This approach to marking allows for an account of
preposition selection where the same preposition is selected on the basis of its

value in others (Tseng, 2001).
The weak heads versions of à and de also introduce values, cho-

sen from the same set of marked subtypes as their prepositional counterparts—
recall (75a), (76), and (77). The attribute therefore provides a sim-
ple mechanism for handling phenomena in which corresponding weak heads
and prepositions behave identically. In particular, we can easily account for
the fact that all de-phrases—oblique and nonoblique—alternate with the same
clitic en (cf. (65)). We analyze (se souvenir) de Marie as a PP, (beaucoup lu) de
livres as an N [acc], (boire) de la bière as an NP[acc], and (envie) de dormir as
a VP, but all of these phrases share the feature [ de], and so they can
all be replaced by the same clitic en. We know of no previous proposal capable
of capturing this generalization, which involves phrases that are otherwise so
dissimilar with respect to all other syntactic and semantic features.

4. Concluding remarks

We have presented an empirical overview of constructions involving the
forms à and de in French, and we have offered a number of proposals for
their analysis in the framework of HPSG Our account depends crucially on
the distinction between oblique uses of à and de (where they are analyzed as
ordinary prepositional heads) and nonoblique uses (where they are analyzed
as weak heads). At the same time, oblique and nonoblique uses of à and de
can still pattern together thanks to a common inventory of values.
This multi-faceted treatment accommodates most, if not all, uses of à and de
in French and their properties with respect to a wide range of phenomena,
including extraction, coordination, and cliticization.

Notes
1. We mention in passing two constructions studied by (Milner, 1978) that we cannot deal with in this

paper for lack of space:

(i) Je préfère celui-là, [de manteau].  (right dislocation of N ) 

‘I prefer that one, that coat.’  

(ii) Il lui est déjà arrivé [de ces expériences]. (generalized ‘partitive’ NP, cf.(46b)) 
‘He has already had this kind of experience.’  

MARKING

⇐
⇐

MARKING

MARKING

′

PFORM

MARKINGsemantics in some instances (Bonami, 1999), and on the basis of its

MARKING
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It should also be noted that some constructions that might appear to belong in class (47) above are in
fact members of (46a). These include certain [de N ] structures (changer de nom ‘change names’) and
[quantifier de NP] constructions (beaucoup de ces maisons ‘many of these houses’).

2. All instances of de are systematically realized as d’ before vowels. We will not go into the details of
French vowel elision in this paper.

3. (Baronian, this volume) notes that this substitution or reduction strategy for avoiding two successive
occurrences of de is not available in Quebec French, and speakers simply have to avoid such constructions.

4. Nonoblique de-N combinations of the class represented by example (47) can also appear as sub-
jects, but only post-verbally: Combien sont venus [d’étudiants] ? ‘How many students came?’

5. Note the plural agreement on the verb in (52a). This contrasts clearly with the situation in English,
where subject PPs are possible but do not trigger agreement (Between the trees is/*are a good place to
park).

6. The PP island constraint is weakened in some varieties of French.
7. Notice that extraction out of bare VPs is possible in French (i), while extraction from VPs introduced

by other prepositional forms is subject to speaker variation (ii):

The AP examples in (57) require some further explanation: (iii) shows that the de-AP in (57a) is a pred-
icative complement of the verb (and not an NP modifier), and (iv) shows that extraction out of adjectival
complements of a verb is possible.

(iii) Il n’y avait [de convaincu] que Pierre.

‘There was no one convinced but Pierre.’

(iv) C’est une solution dont je le croyais [convaincu ].

‘That’s a solution that I thought he was convinced by.’

Thus the only factor blocking extraction in (57b) is the presence of de.
8. Note that a single à or de can mark a VP containing a coordination of lexical Vs:

(i)

‘I dream of reading and explaining this book to my son.’

See (Abeillé and Godard, 1997).
9. This is impossible to test directly, since NPs cannot begin with a clitic and VPs cannot begin with

an article. Unfortunately, for lack of space, we cannot go into the complex problem of the realization and
distribution of portmanteau forms, which (contrary to traditional assumptions) is not a purely phonological
phenomenon. See (Baronian, this volume) for a discussion of the problem in Quebec French and standard
French.

10. There are well-known restrictions on adnominal en, depending on the function of the NP where it
originates (Milner, 1978).

11. The complement of oblique à is not required to be -saturated (compare (72) and (73)). Heads
of complex predicates in French (such as the copula) can and sometimes must inherit the unrealized com-
plements of their complements (Abeillé and Godard, 2002), (Abeillé, Godard, Miller, and Sag, 1997). An
inherited complement can be realized as a clitic on the main verb (i). This is generally blocked if the upstairs
complement is a PP (ii), but some cases of complement inheritance are accepted, by some speakers (iii):

(i)

‘He is so proud of his accomplishment / of it.’

(ii) Il est [à la plage d’Arcachon] *Il en est à la plage.

‘He is on the beach of Arcachon / of it.’

(iii) Il est [à l’origine du canular] % Il en est à l’origine.

‘He is at the origin of the hoax / of it.’

(i) Voici les livres que j'aimerais [lire___] / que je dois [traduire___] 

‘Here are the books that I'd like to read / that I have to translate.’ 

(ii) % Voici les livres que j'insiste [pour lire___] / que je suis partie [sans lire___] 

‘Here are the books that I insist on reading / that I left without reading.’ 

Je rêve de [lire et expliquer] ce livre à mon fils.

COMPS

′

′

⇐

⇐

⇐

Il en est tout fier.Il est [tout fier de son exploit]
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12. Note that weak heads differ from functional heads in LFG or GB, for example. Although a weak
head’s category is underspecified in the lexicon, in any given syntactic context, it has a completely ordinary
syntactic category (e.g. N or V). It is important to emphasize that when a weak head inherits a value
of type verb or noun, it does not actually ‘become’ a verb or a noun (i.e., a lexical object of type noun-word
or verb-word). Thus it is not surprising that it behaves very differently from a normal noun or verb with
respect to complementation, inflection, etc.

13. Recall that the form des alternates with a reduced form de (51b); we will not formalize here the
phonosyntactic conditions governing this alternation. Furthermore, our system would also permit an ana-
lytic treatment of de la and de l’, but we have seen no strong evidence in favor of this approach. Finally, note
that for lack of space we omit the analysis of the portmanteau forms du and des in oblique (prepositional)
uses. In oblique uses, the sequences de l’ and de la are naturally analyzed as two-word combinations.

14. An example of complement inheritance by nonoblique à is in tough constructions like facile à lire
‘easy to read’.
phrase à lire, where it can be selected by the adjective facile (Abeillé, Godard, Miller, and Sag, 1997).
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Abstract This paper examines determinerless prepositional phrases in English and Dutch
from a theoretical perspective. We classify attested P + N combinations across
a number of analytic dimensions, arguing that the observed cases fall into at
least three distinct classes. We then survey four different analytic methods that
can predict the behaviour of the differing classes and examine various remaining
difficult cases that may remain as challenges.

Keywords: determinerless PP, multiword expression, selection, noun countability

1. Introduction

There is a growing appreciation of multiword expressions (MWEs) as an
obstacle to automated language understanding (Sag, 2002a), (Calzolari et al.,
2002). In this paper, we highlight some of the peculiarities of MWEs, focusing
on determinerless prepositional phrases (PPs). We then outline an analysis than
can be used to systematically handle the phenomenon.

Determinerless PPs (henceforth PP Ds) are defined to be made up of a
preposition (P) and a singular noun (N ) without a determiner (Quirk et al.,
1985) (Huddleston et al., 2002, as in Table 11.1, organised roughly by seman-
tic type (cf. (Stvan, 1998). In the case that the noun is countable (e.g. by bus,
in mind), a syntactically-marked structure results as the noun in itself does not
constitute a saturated NP. This poses a problem for both parsing and genera-
tion unless we have some explicit treatment of this unexpected grammaticality.
Orthogonally, PP Ds can occur with idiosyncratic semantics (e.g. at bay and
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in kind) which a system must have prior knowledge of to be able to analyse
correctly.

PP Ds exist in most languages with articles, and the same semantic types
appear in a variety of languages: English, Albanian, Tagalog and German
to name just a few (Himmelmann, 1998). Articles are generally used less
frequently and less consistently in adposition phrases than in other syntac-
tic environments. However, articles are regularly omitted in expressions
of similar semantic types across languages: institution/location (at school),
metaphor/abstract (at large), temporal (in winter), means/manner (by car). In
this paper we will principally be concerned with English and Dutch data. Al-
though the broad analysis is valid for other languages, the details will of course
vary between languages (e.g. see Abeillé et al. (this volume) for an analysis of
determinerless usages of à and de in French), and even across dialects of En-
glish (Chander, 1998).

Despite their regularities, PP Ds tend to receive a simple ‘words with
spaces’ treatment in lexical resources. COMLEX, for example, lists a total of
762 PP Ds, in the form of a set of prepositions a given countable noun can
occur with in a PP D construction (Grishman, 1998). As COMLEX was devel-
oped as an exclusively syntactic resource, only syntactically-marked PP Ds
feature in the lexicon, and coverage tends to be patchy (e.g. in COMLEX 3.0,
tricycle is listed as occurring in via/by tricycle, motorbike in only by motorbike,
and bicycle has no annotated PP D usages). WordNet (Fellbaum, 1998) is
more ad hoc in its treatment of PP Ds, listing around 80 PP Ds in the ad-
jective section and 330 in the adverb section. Predictably, the PP Ds that are
described in WordNet tend both to have predicative usages and to be seman-
tically marked. The lexicon for the Japanese-to-English machine translation
system ALT-J/E lists several classes of nouns that interact with prepositions
and affect article usage, such as institutions and meals Bond:2001. However,
the list is far from complete, and the classes are not explicitly linked to seman-
tic classes.

To get a preliminary sense for the extent of the problem posed by PP Ds
and the relative success of COMLEX and WordNet at listing them, we carried
out a semi-automated analysis of PP D occurrences in the written component
(80m words) of the British National Corpus (BNC, (Burnard, 2000)), using the
method described in (Baldwin, 2003a). Focusing on the prepositions as, at,
by, in and on, we first manually inspected all extracted PP Ds which occurred
at least 20 times in the corpus, and removed syntactically and semantically un-
marked PPs (e.g. at midnight). These post-corrected sets were used to estimate
the type and token coverage of COMLEX and WordNet over PP D types in the
BNC. Based on the relative error rates in each of these sets, we estimated the
type and token frequencies of PP Ds occurring at least 5 times in the BNC.
The final results are presented in Table 11.2.
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Table 11.1. Examples of English PP Ds, classified according to the system of (Stvan, 1998)

Table 11.2. Coverage and corpus occurrence of English PP Ds

The coverage figures for COMLEX and WordNet vary according to the
preposition, but COMLEX tends to have a token coverage of around 30% and
WordNet a token coverage of around 15%, underlining the inadequacies of
the two lexical resources with respect to PP Ds. Turning next to the type
and token frequency estimations, it becomes apparent that PP Ds are a sig-
nificant phenomenon in the BNC (accounting for over 0.2% of all tokens ).
In summary, PP Ds are surprisingly common in corpus data, and are treated
inconsistently in lexical resources.

The remainder of the paper is structured as follows. We describe the syntax
and semantics of PP Ds in sections 2 and 3 respectively. In section 4 we
sketch our analysis. Our results are summarised in section 4.5.

2. The Syntax of Determinerless PPs

The syntax of PP Ds is not uniform. The constructions differ in their level
of syntactic markedness, productivity and modifiability. On the one extreme,
we have (typically Latinate) MWEs that are historically P + N combinations
(ex cathedra, ad hominem, ad nauseum, etc.) but which, despite the erudition
of certain speakers, are still best analysed as fixed expressions (Sag, 2002a).
These constructions are non-productive and non-modifiable. On the other ex-
treme are fully productive and modifiable combinations of P + complement,
where lexical selections interact with a general head-complement construc-

Institution  Media  Metaphor  Temporal Means/Manner

at school lon film on ice  at breakfast by car

in church on TV  at large at lunch by train

in gaol  to video at hand on break by hammer

on campus off screen at leave by night by computer

at temple in radio at liberty by day  via radio
…  …  …  …  … 
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tion to build standard PPs with compositional semantics (per recruited student
that finishes the project). Much of English lies in between these two extremes.

We classify PP Ds primarily in terms of their syntactic markedness, depen-
dent largely on the nature of the prepositions and the uses of the nouns outside
of these PPs. Syntactically unmarked PP Ds are those where the N can
occur without a determiner outside of the PP (i.e. the N is uncountable).
For example, some prepositions select for an argument that is unbounded (un-
countable or plural countable), e.g. out of generosity in English and uit vri-
jgevigheid “out of generosity” in Dutch. The determinerless nature of these
PPs is not surprising and since these PPs are not marked syntactically (and
often not semantically either as we’ll discuss in the next section) they do not
pose a significant problem for a (computational) grammar. A more interest-
ing group is institutions (the social/geographic spaces in (Stvan, 1998)), which
appear to be semi-productive. Some prepositions like in can combine with a
range of these nouns (in church, in school, in court, in g ao l), although other
members of the same semantic class are not necessarily possible (*in library,
although context often improves these readings). However, this contrast mir-
rors the contrast between school is over and *library is over: the nouns that
can appear in this type of PP D can also appear without a determiner outside
of PPs, and in this way these PP Ds are not syntactically marked.

On the other hand, there are prepositions that specifically require their ar-
gument to be both determinerless and countable, causing the PP to be syntac-
tically marked. An example is the preposition per in both English and Dutch.
Most prepositions do not specify the countability of their argument, so that the
PP Ds are sometimes syntactically marked (with a countable noun) and some-
times unmarked (with an uncountable noun). For example, means/manner by
as in by car, by computer, takes a wide, productive class of normally countable
nouns that almost never occur without determiners. These are syntactically
marked in the sense that the noun otherwise would require a determiner. But
the same preposition combines with an uncountable noun in the syntactically
unmarked PP by public transportation.

Another factor relevant to syntactic markedness is modifiability, and here
most PP Ds lie in the middle of the spectrum (Ross, 1995). Except for the
fixed expressions mentioned above, most PP Ds are modifiable to some ex-
tent. At the two extremes of modifiability are PP Ds that allow no modi-
fication at all (of course, in *children’s/*mental/*small hospital and Dutch
in principe “in principle”) and PP Ds that obligatorily require modifica-
tion (at great/public/considerable expense, for good/safe measure and op
vreemde/Nederlandse bodem “on foreign/Dutch soil”, but not *at expense, *for
measure or *op bodem “on soil”). Between these two extremes, some PP Ds
only allow idiosyncratic modification (at long/*great/*short last), while oth-
ers allow modification more freely (at great/considerable/tedious/epic length).
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Overall, though, modification is seldom unrestricted (in which case it tends to
occur with fully productive constructions, e.g. per recruited student that fin-
ishes the project (from above)), and on this criterion virtually all PP Ds are
somewhat marked.

We can get some sense of the distribution of PP Ds across the spectrum
of relative modifiability by analysing the probabilistic predictability of mod-
ification patterns of different PP D types. This is achieved via a process of
cross-validation, whereby we partition up the BNC data into 10 contiguous
segments of equal size, and compare the distribution of modifiers for a given
PP D in each of the 10 segments as compared to the remaining 9 segments.
We determine the normalised distribution of modifiers in each case and cal-
culate the Kullback Leibler (KL) divergence between the two distributions to
determine their relative fit, averaging over the 10 iterations of cross-validation
to attain a single divergence ( ) value. Where the two distributions are iden-
tical, i.e. the exact same modifiers occur with the same relative occurrence,
the KL divergence is 0, and failing this the magnitude of the divergence re-
flects the relative mismatch of the two distributions. In practice, there is a high
correlation between the relative scope of modification and the KL divergence
value as relative freedom of modification gives rise to greater variance in both
the range of modifiers observed in a given partition and the relative frequency
of each. By correlation, therefore, PP Ds with low KL divergence have re-
stricted modifiability, and tend to occur unmodified the bulk of the time. In
addition to analysing KL divergence relative to other instances of the same
PP D ( ), we calculate the divergence over NPs not selected for
by prepositions ( ). This provides some insight into the relative
markedness of modification relative to non-PP occurrences of the same noun.
That is, we would expect to see relative low divergence for productive PP Ds
due to their greater compositionality, and relatively high divergence for PP Ds
with marked syntax and/or semantics.

In Table 11.3, we present a random sample of 20 PP Ds occurring with fre-
quency 100 or greater in the BNC, in increasing order of . Items
higher in the list can be seen to resist modification, which in the case of horse-
back, e.g., is consistent with its behaviour outside of PP Ds, whereas with
contrast, the lack of modification appears particular to PP Ds. At the end of
the list, we see that with on analysis, there is greater variability in modification
within the PP D data than relative to non-PP usages. The relative increase in
the value of is slow, indicating that even for PP Ds with scope
for modifier variation, actual variation tends to be slight.

For PP Ds that allow modification, there can be additional constraints on
the word class of the modifier. Some PP Ds allow only noun-noun com-
pounds, as with at eye/street level but not *at higher level, while others allow
only adjective modifiers, as with in sharp/pointed/rich contrast but not *in

D

D

D

D

D

P

PP PP

PP

PP PP

PP PP

N

(
(
) ,

),

),(

( ),

– 

– 

– 

– 

– 

– 
– 

– 

– 
– 

– 
– 

– 
– 



168 SYNTAX AND SEMANTICS OF PREPOSITIONS

Divergence
Prepositional Phrase
on horseback 0.00 0.04
before dawn 0.00 0.16
in reverse 0.00 0.51
by contrast 0.00 0.71
to hospital 0.02 0.32
into bed 0.02 0.56
up front 0.03 0.26
by marriage 0.05 0.29
on trial 0.07 0.21
on record 0.10 0.76
in readiness 0.11 0.50
in diameter 0.14 0.54
in school 0.18 0.26
on loan 0.18 0.71
in isolation 0.19 0.83
in disgust 0.22 0.34
in depth 0.27 0.50
in tone 0.87 1.08
by decree 1.62 2.07
on analysis 4.29 2.81

Table 11.3. A random sample of 20 PP Ds occurring

color contrast. The two dimensions of choice of modifier (noun, adjective,
or either) and presence of the modifier (obligatory, impossible, or optional),
combine to present seven logically possible subclasses of PP Ds (since the
subclass that disallows modifiers is indifferent to the dimension of modifier
choice), as shown in Table 11.4. Each of these logically possible subclasses is
instantiated in the BNC data. Other languages may have different constraints
on modification. Some Dutch prepositions allow morphological but not syn-
tactic modification, but select for a bare noun at the same time. Here, the
prepositional object can only be modified via morphological rules, by forming
a complex N (op zeilkamp “at sailing camp”, op ponykamp “at pony camp” and
op schoolkamp “at school camp”, but not *op sportief kamp “at sporty camp”).

Table 11.4. Variation in modification of determinerless PPs

D PP PP )( D PP P)( N

– ≥

– 

100 times in the BNC



In Search of a Systematic Treatment of Determinerless PPs 169

Despite this rich spectrum of syntactically distinct PP Ds, there are still
some constructions that don’t seem to fit in. In the first place there are some
prepositional constructions consisting of two prepositions with determinerless
arguments: from X to Y, X by X, e.g. from mother to child, room by room. Sec-
ondly, features of determinerless constructions may be distributed over both
conjuncts of a coordination where only one fulfils the selectional requirements
of the preposition. For example, in does not readily occur with the noun brush
in a PP D, and yet the coordination in brush and ink is perfectly acceptable
(noting that in ink is also a grammatical PP D). Finally, there is a class of
coordinated PP Ds in Dutch where neither one of the coordinated nouns can
occur independently in a determinerless PP (e.g. over mens en wereld “about
human being and world”, van stadion en hotel “of stadium and hotel”).

3. The Semantics of Determinerless PPs

Turning to the semantics of PP Ds, (Stvan, 1998) focused primarily on
four natural semantic classes of nouns and a relatively small set of prepositions
(mostly locatives like at and on), classifying them by possible implicatures (or
enrichments of content) and contrasts with full NPs. However, looking at a
broader set of data shows considerable systematicity along many other seman-
tic dimensions, and in this section we will highlight some of these relevant
categories and outline a general classification of PP Ds based on semantic
markedness. As noted above, all PP Ds show a certain degree of markedness
in the form of metaphorical (on ice in the non-literal sense), institutionalised
(at school), and generic uses (by car), which in many (but not all) cases is
different from the basic simplex semantics of these nouns. Relative to this,
however, they seem to follow a cline of markedness dependent on both lexi-
cal semantics and the overall compositionality of the PP, with certain natural
semantic classes often clustering together.

Among the least marked semantic classes of PP Ds are those formed with
institutionalised nouns such as in town, at school, at church, a sizeable sub-
set of Stvan’s social/geographic spaces, which in the previous section were
identified as the least syntactically marked since they occur both in and out
of PP Ds without determiners. Corresponding to this distributional property,
not surprisingly, are similar semantic effects. In PP Ds, these show a variety
of special semantics including what Stvan refers to as activity and familiar-
ity implicatures. Activity implicatures (or enrichments of content) occur when
the PP seems to be referring to an activity associated with the institution, rather
than a specific place (e.g. in gaol “while being a prisoner” and in school “while
attending school”, which can even be true of someone not located at a school,
as opposed to at a gaol/school which is a simple locative). Familiarity arises
from uses that seem to refer to specific entities familiar to a participant in the
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discourse (e.g. John is in town “John is in (my/his) town”, as opposed to John
is in the/a town which again is a simple locative). However, most nouns in
this institutionalised class have corresponding N non-PP uses that induce
the same semantic effects, as in (78) (note that (78c) is particular to American
English dialects where school can be synonymous with university):

(78) a. While at school[=attending school], I learned the value of an edu-

cation. (Complement of preposition)

b. School[=attending school] drains the best years of your life. (Sub-

ject)

c. Many students can’t afford school[=to attend school] in the States.

(Object)

In (78) each use of school can induce the same reading, in this case the ac-
tivity [enrichment], and likewise for other uses, like familiarity [enrichment]
(e.g. work wore him out where work can be replaced by his work, as well as
working). Given the persistence of this kind of specialised semantics, their
universally determinerless nature, and the large size and semi-productivity of
this noun class, the semantics of these PP Ds is unsurprising and thus rel-
atively unmarked, being entirely predictable from the N. The fact that insti-
tutional nouns can occur without determiners in these environments is, how-
ever, a peculiarity of English; related Germanic languages such as German and
Swedish require the definite article here (Himmelmann, 1998). Dutch exam-
ples of institutional nouns that can occur in determinerless environments are
school “school” and kantoor “office”. These examples show activity and fa-
miliarity implicatures similar to the English examples, but are less modifiable
and less numerous. Norwegian has the intriguing property that PP Ds tend
to occur only in institutionalised contexts, e.g. the determinerless i hengekøye
“in hammock” is grammatical only in combination with a verb such as sove
“sleep” (Borthen, 2003).

Other nominal classes show varying degrees of semantic markedness, such
as Stvan’s class of media expressions, e.g. in print, on film, on video, involving
media-related nouns. Here, too, we see similar nominal semantics in and out
of PPs:

(79) a.

[sense=content] [form=countable]

b.

[sense=material] [form=uncountable]

c.

[sense=media form] [form=countable]

(Stvan, 1998)

The Manchurian Candidate is my favourite film.

I’d rather watch it on film than rent the video.

I would always rather watch a film than a video.

5
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In (79), film shows similar readings (specifically broadcast/media type, ma-
terial, and content type) in a variety of positions, again showing a low degree
of semantic markedness. However, unlike the institutional class, these uses
rarely occur without determiners outside of PPs (although sometimes this is
possible, e.g. TV rots your brain [sense=content]), indicating some degree of
syntactic markedness. Another of Stvan’s classes is “temporal interruptions”,
where the noun identifies a specific break in a particular routine, subdividing
into two classes: shorter breaks marked by at (e.g. at lunch) and longer, more
open-ended breaks with on (e.g. on leave). The nouns associated with short
breaks occur frequently in similar uses outside of PP Ds (e.g. lunch starts
at noon), indicating less semantic markedness, whereas longer breaks involve
nouns that rarely do (e.g. ??vacation lasts longer each year, *we want more
holiday in our work year), indicating more semantic markedness.

On the other end of the markedness scale is a class of non-compositional
and relatively metaphorical PP Ds, including at hand and on ice, largely
corresponding to what Stvan labels “untethered metaphors”, i.e. expressions
formed by nouns that define states and generally have no referential properties.
However, despite their non-compositionality, not all of these PPs are semanti-
cally unpredictable. In particular many adverbial and adjectival PP Ds have
synonymous, morphologically related adverb or adjective pairs, e.g. lastly/at
last, willfully/at will, effectively/in effect and handy/on/at hand, edgy/on edge.
While still idiosyncratic (e.g. edgy/on edge “nervy/excitable” is not entirely
predictable from edge) the semantic relationship between these morphologi-
cally derived and analytic noun-centred forms is striking, showing some sys-
tematicity if not predictability.

Similarly, although prepositions do not cluster into fine-grained semantic
classes like nouns, they show various semantic properties relevant to their dis-
tributions within PP Ds. A significant number of spatial prepositions (e.g.
at, to, on, etc.) occur in PP Ds, in both temporal and stative uses, al-
though this is hardly surprising since cross-linguistically spatial prepositions
frequently grammaticise into temporal and stative/metaphorical uses indepen-
dent of PP D constructions (correspondingly to a low degree of markedness)
(see e.g. (Haspelmath, 1997)). However, there are further semantic dimensions
within these broader semantic classes. For example, a variety of interesting
patterns are seen in antonymous pairs of prepositions. With locative preposi-
tions, several antonymous pairs show stark differences in their distribution, e.g.
on/off, in/out, at/away (from), near/far (from), etc. In our corpora, the inclusive
or positive prepositions (e.g. in, on) were among the highest frequency heads
while the negative pairs were generally much rarer (there were surprisingly
few corpus examples involving off, out and away (from), although these cer-
tainly do exist, e.g. off base, away from town). Interestingly, antonymous pairs
for which neither preposition had an inclusive/positive reading tended to show
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up infrequently, e.g. the relative infrequency of PP Ds headed by down/up,
before/after. Other antonymous pairs showed further interesting relationships.
In our corpora, the relative frequency of without with uncountable nouns in
generic readings (e.g. without success, without fear, without help) was roughly
double that of with. Therefore it appears that cross-cutting semantic features
such as inclusiveness/exclusiveness and negative polarity also play a role in
the semantic regularity of PP Ds. Synonymy, on the other hand, does not
appear to be a relevant factor in determining grammaticality of PP Ds. For
example, by as in by law, where by statute is grammatical but not ??accord-
ing to law and ??according to statute. This further highlights the generally
lexicalised nature of PP Ds. Crosslinguistically, primary adpositions (short
monomorphemic adpositions with grammatical meanings) are more likely to
be involved in PP Ds than secondary adpositions (longer or complex adposi-
tions with concrete meanings) (Himmelmann, 1998).

Finally, idiosyncratic prepositions sometimes form classes of PP Ds all of
their own. One of the most regular semantic classes is means/man-ner by, most
of whose members are vehicular (e.g. by car, by train) although not always
(e.g. by hand, by post, by telephone). In general these resist referential uses and
familiarity enrichments, although they do allow generic and activity readings:

(80) I travelled to San Francisco by car. They’re/It’s a great way to

travel/#It rattled a lot.

Such PP Ds tend to be nonreferential and more semantically marked
than the institution class since most of these nouns rarely occur with the
means/manner semantics in subject/object position (although it is possible, e.g.
car costs less than train for trips to the city). On the other hand, this class
shows a high degree of internal systematicity, particularly in excluding related
readings with determiners (e.g. *by a/the car) and some amount of productiv-
ity (e.g. I arrived yesterday by carpet in a context of having a flying carpet –
see section 4). These are just a few of the myriad levels of (semi-)regularity
in the PP D system. Although previous work has focused primarily on sys-
tematicity in relation to natural semantic class of the N and the small set of
possible interpretations, it appears there is a wider set of generalisations, tak-
ing into account basic semantic features of the prepositions and broader lexical
classes inside and outside of PP Ds.

4. Analysis

As noted in the introduction, the coverage of existing resources is unsystem-
atic and generally limited to more or less fixed preposition-noun combinations.
We will introduce three more analyses to complement this: occurrence with
defective noun phrases, selection for idiosyncratic noun phrases and selection
for nominal phrases (N̄s) by the preposition. Each of the four kinds of anal-
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yses is well suited for a large class of PP Ds. The analyses are given in the
framework of Head-driven Phrase Structure Grammar, and have been tested
by implementing them in the English Resource Grammar (Flickinger, 2000),
although with only with a few examples of each kind.

In all three kinds of syntactic analysis, the familiar HPSG head-complement
construction will license all the PP Ds in question. But the differing lexical
specifications will modulate the relevant distributions appropriately. For any
given PP D, there should always be evidence (modification, productivity) to
tell if it is to be lexically listed or treated syntactically. If it is treated syntacti-
cally, then there should be further evidence showing whether the prepositional
object is a freely combining NP, a modified nominal phrase with idiosyncratic
restrictions on the presense or type of modifier or a specially selected, unsatu-
rated nominal phrase (N̄) (the determinerless NP in non-prepositional contexts,
restricted choice of P).

4.1 Lexical Listing

Lexical listing is the obvious approach for the syntactically and semantically
marked class (e.g. at large, on track). For expressions such as these, it is en-
tirely sufficient to simply list the P + N combinations in the lexicon, since the
combination is non-productive and largely non-modifiable. In addition, the se-
mantics is non-compositional and uniquely associated with a particular PP D.
Lexical listing is a simple approach that accurately reflects the inflexibility of
these PPs.

For the other types of PP Ds, lexical listing is more problematic. First,
modification of the nominal within the PP can be possible (e.g. as former pres-
ident, at considerable length). Simple lexical listing cannot handle this. Sec-
ond, the syntactically marked class, e.g. by car, by train, by taxi, is productive,
which also makes a simple listing in the lexicon impossible. Moreover, the se-
mantically unmarked constructions have compositional semantics. Hence any
attempt to treat the preposition and noun as a multiword lexical unit would fail
to express this compositionality. Finally, some of the PP Ds (or rather the
nominals within them) select for an optional prepositional complement (e.g. in
front of the children). This selection is also hard to capture via simple lexical
listing. Within a syntactic approach, one might consider positing a general
rule: NP N̄. However, such a rule would massively overgenerate, as any
noun would be allowed to occur sans determiner in any context. Even if the
rule were restricted to PP contexts, it would overgenerate, as not all preposi-
tions and not all nouns allow the determinerless combination. Therefore, it
would appear that a more fine-grained treatment is needed.
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4.2 Prepositions that occur with Defective NPs

Some PP Ds can be analysed as simple syntactic combinations of a prepo-
sition and an NP complement. The NP itself is defective and has no determiner.
The key motivation for such an analysis, as noted in section 3 above, is the fact
that these noun phrases appear without a determiner in other (semantically ap-
propriate) syntactic contexts, e.g. as subjects and objects. For example, church,
school, etc. are countable nouns that refer to (sets of) churches, schools, etc.
But these give rise to the determinerless noun phrases church, school, etc. that
refer to the relevant church and school activities: for example School is over,
cited in section 2 above. Our account of these PP Ds requires no new ap-
paratus: since the determinerless noun phrases exist independently as subject
and object NPs, it follows that they should also appear as prepositional objects
in a standard head-complement construction. The semantics seems equally
straightforward, in that the semantic composition of in school acquires the in-
terpretation “in the appropriate school-related activity” in just the same way
that likes school acquires its “likes the appropriate school-related activity” in-
terpretation, as discussed in section 3. This analysis also predicts that the deter-
minerless NP in question will not be restricted to a single preposition. Though
certain P + N combinations may give rise to semantic incompatibility, the gen-
eral prediction made by this analysis seems right for this class of expression,
given that in/at/after/before/during school are all well-formed and easily
interpretable.

4.3 Prepositions that select idiosyncratic NPs

Next, we present an analysis for the more idiomatic PP Ds where the nouns
can take only a restricted set of modifiers. In this case the idiosyncratically
modified nouns also construct defective noun phrases, but they are constrained
to only appear as complements of prepositions, as with at eye level or at con-
siderable expense.

The syntactic analysis employs three unary rules similar to the bare-NP rule
used for constructing full determinerless NPs from ordinary mass or plural
nominal phrases. For each of these three additional rules, the daughter is
constrained to be headed by a particular subclass of nouns, idiosyncratically
marked in the lexicon for the property of being modifiable by a noun, an ad-
jective, or neither. Two of the three rules require that the daughter be a nomi-
nal phrase containing a (pre-head) modifier, while the third rule constrains the
daughter to be unmodified. On this account, a phrase like at eye level is thus an-
alyzed as a head-complement structure combining the ordinary preposition at
with the determinerless NP eye level, where this NP is constructed via a unary
rule which constrains the daughter to be lexically headed by a noun which per-
mits nominal modification, and moreover this daughter must indeed contain a
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modifier. The lexical entry for this idiosyncratic level is distinct from the entry
for the ordinary count noun level, and is constrained so that (1) phrases that
it projects will only appear as complements of prepositions, (2) its specifier
(determiner) will never be expressed, (3) it must combine with a (pre-head)
modifier before it can combine with the preposition, and (4) it can only appear
with a nominal modifier, not an adjective. Of course, this analysis only en-
sures that the syntactic constraints are correctly imposed on these subclasses of
PP Ds containing modified nominals. We will still require additional seman-
tic collocational constraints analogous to those for semi-productive idioms (cf.
(Riehemann, 2001)), in order to reflect the collocational restrictions on which
specific prepositions combine with which of these modified nouns, and which
modifiers are possible.

4.4 Prepositions that select N̄

The approaches just sketched will not extend to the productive constructions
discussed earlier (e.g. by car, as president) in which a particular preposition (or
preposition class) selects for an exclusively countable noun that cannot project
a determinerless NP in other syntactic contexts:

(81)

When there is no evidence that a PP D contains an NP-projecting uncount-
able noun, then it makes sense instead to posit a lexical entry or lexical type of
preposition constrained as in (82):

Prepositions of this type select a complement whose specifier is of type .
As only nouns have specifiers of type
fier, the complement is constrained to be an N̄. By positing an entry of this
sort for (one sense of) the preposition by, we can account for its special abil-
ity to combine with determinerless (unsaturated) nominal phrases that denote
means/instruments but wouldn’t normally occur in this interpretation. Cru-
cially, in all such cases, the determinerless nominal is restricted to the preposi-
tion by, as predicted:

(83)

a. They arrived by train/plane/bus/pogo stick/hydro-foil … 

b.
*
I really like train/plane/bus/pogo stick/hydrofoil

c.
*
Train/plane/bus/pogo stick/hydrofoil could save us money.

*
They arrived with/in/to train/plane/bus/hydrofoil/pogo stick … 

– 

– 

Det
, and NPs have an empty speci-Det
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These productive PP Ds seem further restricted to particular semantic do-
mains, e.g. on + or by + . These restrictions
could be the result of selection for specific semantic classes of nouns by the
preposition or they could alternatively be interpretations entirely contributed
by the preposition on top of the nominal semantics. The Dutch construction
in + is ungrammatical with anything that is not estab-
lished as clothing and thus seems to suggest the former. However, examples
like From the train station to Hogwarts is 15 minutes by broom suggest that the
preposition supplies the interpretation, although it is a matter of descriptional
granularity and/or domain-specificity as to whether the noun enables a matrix
transportation interpretation or not.

4.5 Summary of Analysis

Finally, although we have suggested that there are three distinct kinds of
analysis, there are a number of cases that present challenges to this simple pic-
ture of the world of PP Ds. For instance, there are many different PP Ds with
the English nouns sea and hand or the Dutch nouns zee “sea” and huis “house”.
These PPs are semantically unmarked (the meaning is fully compositional) but
syntactically marked (the nouns do not occur without a determiner outside of
PPs). These are distinct from the by car type in that the determinerless P +
N combination is not restricted to a particular preposition (e.g. at sea, to sea,
from sea to . . . , %by sea, *in sea, *over sea, . . . ). Perhaps these are idioms,
whose common properties must be relegated to linguistic history; or perhaps
there is some fine-grained semantic analysis that will account for the restricted
distribution in synchronic terms. The work of (Soehn, 2003) provides a third
alternative: an analysis in terms of selectional restrictions imposed by the noun.
Our hope is that no such stipulations are required within an adequate grammar:
in each such case there is some factor or factors to be discovered that interacts
with the pristine picture of PP Ds that we have sketched here.

5. Conclusion

We have presented PP Ds as a commonly occurring, highly varied form
of multiword expression, and documented their idiosyncratic syntax and se-
mantics. Depending on the type of PP D, one of four analyses was proposed:
simple lexical listing, occurrence of the preposition for independently existing
determinerless NPs, selection for idiosyncratic determinerless NPs or selection
for nominal phrases (N̄s). The analyses we have outlined cover a wide area,
but do have yet to be reconciled with the full range of idiosyncratic restrictions
on P + N combination that have been observed in the literature.

We have implemented these analyses in a computational grammar. The next
step in our research is to extract determinerless PPs from corpora in volume

MEDIUM MEANS/INSTRUMENT

PIECE  OF CLOTHING  
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and analyse each for such properties as modifiability and referentiality. Using
this as a guide, we can determine the robustness of the proposed analyses over
open data and build up a rich inventory of lexicalised PP Ds to supplement
existing resources.
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Notes
1. Both countable and uncountable nouns were included in this data.
2. Here, the percentages are calculated relative to the total token count in the BNC, not just tokens of

frequency .
3. Prepositions typically (but not always) select for an NP complement.
4. In hospital, and the indicated judgements for modifiability, are particular to British English.
5. This enrichment of content, however, seems to be somewhat intertwined with the ‘activity implica-

ture’, since you can have this anaphoric reference even in activity senses, as in his hair went grey in gaol,
which could mean his hair went grey while serving time in his gaol thus showing both enrichments. In other
cases this is necessarily the case, as in they had a bad day at work[=working at their workplace]. In this
regard the data is somewhat murky.

6. This goes against Stvan, who argues that such nouns in subject position do not show familiarity,
although as noted in fn. (11.5) the data in general isn’t so clear.

7. Acceptable in some American dialects
8. PPs headed by by (and via) are not the only means/manner PPs, e.g. on foot, however we assume

that cases such as this, which are non-productive and idiosyncratic, should be lexicalised.
9. An alternative approach to these transitive PPs is to analyse them as complex prepositions (preposi-

tions with spaces). According to this analysis, on top is similar to inside, except that the former selects for
a PP[of ] and the latter for a complement that is either an NP or a PP[of ].

10. Note that we adopt a somewhat unconventional treatment of noun–noun compounds such as eye
level, in treating the first noun as a modifier of the second.

11. Such an analysis could also be extended to cases of from X to Y and like X like Y, e.g. from town
to town or like father like son by assuming from/like takes two complements, anN̄ and a particular PP,
providing the appropriate semantic relationship between them.
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Abstract In this paper we will discuss semantic aspects of collocational prepositional
phrases (CPPs) consisting of sequences. Based on the syntactic
analysis in (Trawiński, 2003), which assumes prepositions heading
combinations to be able to raise and syntactically realize complements of their
arguments, we will investigate whether the semantic representations of these ex-
pressions can be derived compositionally. We will discuss German CPPs with
respect to two criteria of internal semantic regularity taken from (Sailer, 2003),
and we will observe that the expressions in question are not uniform with re-
gard to their semantic properties. While the logical form of some of them can
be computed by means of ordinary meaning assignment and a set of standard
derivational operations, others require additional handling methods. However,
there are approaches available within the HPSG paradigm which are able to ac-
count for these data. Here we will briefly present the external selection approach
of (Soehn, 2003) and the phrasal lexical entries approach of (Sailer, 2003), and
we will demonstrate how they interact with the syntactic approach of (Trawiński,
2003).

 

181 
P. Saint-Dizier (ed.), Computational Linguistics Dimensions of the Syntax and Semantics of Prepositions, 181-196. 
© 2006 Springer. Printed in the Netherlands. 



182 SYNTAX AND SEMANTICS OF PREPOSITIONS

Keywords: bound word, collocation, complex preposition, compositional semantics,
HPSG, phrasal lexical entry, raising

Among collocational prepositional phrases (CPPs), sequences consisting
of a preposition, a noun, a second preposition, and an NP ( ) occur
particularly frequently in many languages. These combinations are colloca-
tional in the sense of exhibiting a high degree of lexical fixedness. CPPs are
commonly considered to be unpredictable with regard to standard grammar
regularities. However, (Trawiński, 2003) has shown that the syntax of German
CPPs can be described within HPSG (Pollard and Sag, 1994) using the well
established mechanism of raising. Based on this syntactic approach, we will
describe the semantic aspects of German CPPs. We will distinguish CPPs of
different semantic regularity and combine independently motivated accounts
to capture these expressions.

1. Syntactic Aspects

1.1 Some Empirical Observations

We consider the following word combinations to be expressions.
(1) an Hand von (at hand of, ‘by means of’), in Verbindung mit (in connec-

tion with, ‘in connection with’), unter Aufsicht von (under survey of, ‘under
the supervision of’) ...

At first glance, the interdependence between the particular elements of these
expressions seems to defy standard constraints on the PP structure of German;
on examining PPs involving sequences such as in Verbindung mit (‘in
connection with’) in the contexts exemplified in (2), we can observe many
differences compared to traditional PPs.

(2) In Verbindung mit diesem Problem will ich bemerken, dass ...
in connection with this problem want I note that
‘In connection with this problem, I want to point out that ...’

First of all, the noun Verbindung (‘connection’) cannot combine with a de-
terminer, a quantifier, a possessive pronoun or a prenominal genitive (3a). Sec-
ondly, it cannot be modified (3b). Finally, the PP mit diesem Problem (’with
this problem’) cannot be omitted (cf. 3c).

(3a) * in einer/ der/ seiner/ Peters Verbindung mit diesem Problem
in a/ the/ his/ Peter’s connection with this problem

(3b) in *enger/ *unerwarteter [Verbindung mit diesem Problem] *von dieser
Woche/ *die uns betrifft, will ich ...
in close/ unexpected [connection with this problem] from this week/ which
us concerns want I

1

2

NPP PN1 1 2

P PN1 1 2

P PN1 1 2
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(3c) in Verbindung will ich ...

in connection want I
Based on these observations, it is often assumed that the string in Verbin-

dung mit (‘in connection with’) is a complex lexical sign (cf. the structure in
(4) provided for those PPs by (Fries, 1988)).

The preposition heading the entire phrase is a projection of three lexical cate-
gories which together form a complex lexical category, in this case a preposi-
tion in Verbindung mit (‘in connection with’). This complex preposition then
selects an NP forming a prepositional phrase.

The main problem with this analysis consists in the assumption that the
preposition mit (‘with’) belongs to the complex preposition and cannot form a
constituent with the NP diesem Problem (‘this problem’). However, there are
several data demonstrating the opposite.

Firstly, the combinations where is realized by von (‘of’) can be
replaced by the genitive; this replacement of von (‘of’) adheres to the restric-
tions on distribution of postnominal genitives and von-PPs in German (5a).
Secondly, the sequences in question can be substituted by wo-/da- expressions
as in (5b), which are usually considered as proforms for PPs. These observa-
tions imply that the sequences form a constituent.

(5a) an Hand von zwei Beispielen/ zweier Beispiele
by means of two examples/ two examples
‘by means of two examples’

(5b) in Verbindung womit/ damit

in connection with/
‘in connection with what/with it’

Taking all previous observations into consideration, one can conclude that
within a expression the is lexically selected by , but
realized as a syntactic sister of a complex.

1.2 Raising Analysis

Based on the above generalization, (Trawiński, 2003) provides an analysis
for these expressions using the raising mechanism. We will outline here the
HPSG formalization of this analysis.

To avoid redundancies in the lexicon, only one lexical entry for in (‘in’) will
be specified (cf. Figure 12.1), bearing underspecified information about its ar-
gument’s degree of saturation. The syntactic selection properties of in (‘in’)

list
to the valence lists (cf. Figure 12.2). In order to enable prepositions to sub-
categorize nouns with an unsaturated complement, and then also to select the
complements of those nouns, the list of complements which are syntactically

(4)[P [ P[P in] [N Verbindung] [P mit]] [NP diesem Problem]] 

NPP2 P2

NPP2

NPP2NPP PN1 1 2
P N1 1 

3

WO DA 

GEN

N1

ARG-STare licensed by a constraint on the mapping of the elements of the

with__
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list
and the comps list of its argument (cf. 2 1).

Figure 12.1. The relevant part of the lexical entry of the preposition in (‘in’)

Figure 12.2. Mapping Lexical Principle for Prepositions

It should be mentioned that the raising of more than one nominal comple-
ment results in ungrammatical constructions such as the following:

(6) in Verbindung *[der Regierung] mit diesem Problem ...
in connection the government with this problem

either a list with one saturated element, or a list containing one element with a
singleton list (cf.1). Additionally, the value of the second disjunct
is specified as . This marks objects which have not realized any of their
complements. This restriction rules out the selection of relational nouns which
have already realized one of their complements (cf. 7).

(7) * in [Verbindung der Regierung] [mit diesem Problem] ...
in connection the government with this problem

The structure in Figure 12.3 exemplifies the interaction of our assumptions
regarding the licensing of a PP headed by a raising preposition. According
to the Mapping Lexical Principle for Prepositions in Figure 12.2 the
preposition in (‘in’) can take one nominal argument with one unrealized com-
plement. Thus the syntactic and semantic properties of this complement are
determined not by the preposition but by the noun. Both the noun and its unre-

GEN

GEN

COMPS

ARG-ST

ARG-ST

ARG-STselected by a preposition is specified as a concatenation of its own

ARG-ST value of a preposition is restricted to beTo avoid this problem the

LEX

⊗ 
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alized complement are mapped to the list of in (‘in’), and, according
to the constraints on the head-complement-structures for prepositions, they are
syntactically selected by in (‘in’).

Figure 12.3. The structure of the PP in Verbindung mit diesem Problem

The empirical observations of Section 1.1 can be explained by this analy-
sis. The first complement selected by in (‘in’) is the lexical noun. Restric-
tive adjectives or modifying PPs are both specified as combining only with
complement-saturated nouns. Thus, adjunction to complement-unsaturated
nouns is blocked. The same restriction holds for determiners and quantifiers
in German. These constraints, existing in the grammar independently of the
principles of the CPP’s syntax, explain the apparent lexical fixedness of the

sequences (cf. 1) and (2) without additional stipulations. The combina-
tion in Verbindung (‘in connection’) selects the complement of the noun as its
own complement, forming a PP.

Exactly the same lexical entry for in (‘in’) and the same set of principles
license PPs headed by non-raising prepositions, such as the PP in einer engen
Verbindung mit den Beratern (‘in a close connection with the advisers’).

2. Semantic Aspects

In the previous section we have argued that the syntactic structure of CPPs
consisting of sequences can be described by use of the raising
mechanism which enables prepositions to raise and syntactically realize com-
plements of their arguments. These expressions are thus licensed by virtue of

P N1 1 

NPP PN1 1 2

COMPS
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regular principles of syntax. One may therefore expect that the meaning of
these PPs is an instance of regular compositional semantics. We will demon-
strate that this is indeed the case, adopting the semantic framework of Lexical-
ized Flexible Ty2 (LFTy2; (Sailer, 2003)). In this section we will first present
LFTy2 and then show how the meaning of CPPs can be computed on the basis
of our syntactic assumptions.

2.1 Lexicalized Flexible Ty2

LFTy2 is an adaptation to HPSG of Flexible Montague Grammar (Hen-

a standard semantic representation language, in this case Ty2 (Gallin, 1975).
Lexical elements are assigned an expression of Ty2 as their basic translation.
The
values of the daughters. In addition, flexible semantic systems provide a num-
ber of type shifting operations. These are needed to make the semantic types
of sisters compatible with each other, for scope ambiguities and for coordina-
tion (see (Hendriks, 1993)). In accordance with (Bouma, 1994) we will apply
shifting only to lexical elements. As an illustration, see the PP in (8).

(8) Peter schlief in einem Hotel.
Peter slept in a hotel

The semantic derivation of the PP is outlined in Figure 12.4. Every word
is assigned a basic translation. The logical form of the NP einem Hotel (‘a
hotel’) results from functional application. Since this logical form is of type

it cannot immediately combine with the basic translation of in (‘in’),
. LFTy2 offers a shifting operation, called AR

(argument raising), which raises the type of a semantic argument. Here the first
semantic argument of in is raised to the type in order to be compatible
with the NP.

Figure 12.4. The structure of the PP in einem Hotel (‘in a hotel’)

4

CONTENTdriks, 1993). We will take the value of a sign to be an expression of

CONTENT CONTENTvalue of a phrase is the functional application of the
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Verbal complexes are the prototypical examples for raising structures, i.e.
semantic arguments are not realized as the syntactic complements of the select-
ing item. Since we plan to analyse CPPs syntactically in analogy with verbal
complexes in German, we will first sketch the semantic analysis for verbal
complexes. We will then demonstrate that this analysis carries over directly to
the PP data. To illustrate this, Figure 12.5 indicates the syntactic structure and
the semantic derivation of the VP Fido füttern will (Fido feed want,

’

want to
feed Fido’).

Figure 12.5. The structure of the VP Fido füttern will (Fido feed want,

’

wants to feed Fido’)

The LFTy2 fragment in (Sailer, 2003) does not account for syntactic ar-
gument raising. In (??) a shifting operation, AC (argument composition),
is introduced to achieve the correct identification of syntactic constituents and
their semantic roles in raising structures. The definition states that if a functor
takes an argument of a certain type , it can then combine alternatively with a
number of other arguments, which also combine to form an expression of type

.
Argument Composition (AC):

AC is a relation between two expressions and such that

In Figure 12.5, is the basic translation of will ( wants’). For clarity, we
have used exactly the same variable names as in the definition of AC. The first

if  is  of some  type , then  is some  term

where each  is of type ,  is of some type , and each  is 

of type .
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semantic argument of will (

’

wants’) determines . has the type of the
bare infinitival complement füttern (

’

feed’), . The direct object of füttern
(‘feed’) is syntactically raised and, consequently, its semantic counterpart
appears as an extra argument of type in the type-shifted expression. This new
expression combines with the basic translation of the verb füttern (‘feed’). As
desired, combines with to form an expression of type . For clarity
we have indicated the resulting expression before and after -conversion ( ).

2.2 The Meaning of CPPs

We can now address the interpretation of CPPs. We will show that the syn-
tactic structures assumed for these combinations can be interpreted composi-
tionally. To illustrate this we will examine the PP in Verbindung mit x (‘in
connection with x’). We will argue that the words in this combination occur
with a logical form which is also available in other combinations, and that the
logical form of the overall PP results from the application of shifting operations
and functional application as discussed in the previous subsection.

The preposition in (‘in’) occurs in the PP in Verbindung mit x (‘in connec-
tion with x’) with its metaphorical non-spatial meaning, just as in many other
combinations (cf. 9). For our purpose, we simply assume the same basic trans-
lation of in (‘in’) as in Figure 12.4. The preposition mit (

’
with’) is used as a

selected preposition. Therefore, it does not contribute an independent meaning
and is translated as the identity function ( ). It occurs with this translation
in other combinations as well, such as mit Fisch handeln (with fish deal,

’
to

deal in fish’).
(9) in einer Beziehung/ einer Relation/ diesem Zusammenhang

in a connection/ a relationship/ this context
The noun Verbindung (‘connection’) is a nominalization of the

verb verbinden (’connect’). The basic translation of the verb is
, where is a “connecting” eventuality, in which

connects with . In an HPSG account of -ung-nominalizations in Ger-
man, (Reinhard, 2001) proposes that the suffix -ung raises the arguments of
the verbal base with which it combines. Which of these arguments can be re-
alized and how they can be realized in syntax depends on the verb class. The
example in (10) shows different possibilities of syntactic argument realization.

(10) Eine Verbindung (von bin Laden) mit Hussein wäre absurd.
a connection of bin Laden with Hussein would be absurd
‘A connection (of bin Laden) with Hussein would be absurd.’

In (10) the underlying subject of verbinden (‘connect’) remains unex-
pressed. The underlying direct object is also optional. Unrealized arguments
are semantically present but unspecified. Thus we assume that they are ex-

ai=et y0

e(et) 

y0 y1 ai=et ⇐

x x .

xzyxe.connect(e,x,y,z) 

y1

e

e
y z
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istentially bound within the noun’s logical form. In (10) this can result in a
content value of the form .

Finally, the PP in (11) has no determiner. The absence of a determiner also
has the effect of existential quantification. For further combinatorics, the NP
with no determiner must be of type . Thus existential quantification over
the referential argument leads to a logical form similar to that of a quantified
NP, i.e. to the expression in (11).

(11) Die Raumfähre flog mehrere Tage ohne Verbindung mit der Bodensta-
tion durchs All.
the space shuttle flew several days without connection with the ground station
through the space
‘For several days the space shuttle flew through space without connection to
the ground station.’

This is exactly the logical form we need for the interpretation of the CPP
in Verbindung mit x (‘in connection with x’). The syntactic structure and the
semantic derivation are shown in Figure 12.6. Both are parallel to what is
depicted for the VP in Figure 12.5. The basic translation of in (‘in’) first un-
dergoes AR in order to be of the appropriate type to combine with a quantified
NP. Then AC is applied and the resulting expression has two semantic argu-
ment ( of type and of type ) instead of the single semantic argu-
ment of type in the input to AC. This demonstrates that the meaning
of the PP can be computed on the basis of independently motivated meaning
assignments and shifting rules.

Figure 12.6. The structure of the PP in Verbindung mit Peter (‘in connection with Peter’)

One can treat most s in which s are deverbal event nominal-
izations as being semantically regular, i.e. licensed by regular translations and

NPP PN1 1 2 N1
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regular derivational operations. This semantic and syntactic regularity explains
their high productivity in contemporary German. In the next section we will
discuss two types of irregular combinations.

3. Irregular Combinations

In this section we will discuss subtypes of CPPs which behave differently
with respect to the two regularity properties in (??) which are adopted from
(Sailer, 2003). If a given sequence lacks at least one of these
properties, we will consider it irregular, i.e. of idiomatic character.

RP1: Every element of the PP can be attributed a meaning with which it
also occurs independent of the combination under consideration.

RP2: The meaning of the entire PP is arrived at by combining the meanings
of its parts in a regular way.

If we reconsider the analysis of in Verbindung mit x (‘in connection with x’)
in Figure 12.6, we see that this CPP shows both regularity properties. Firstly
we argued that all the lexical elements in the combination appear with the same
meaning assignment in other structures (RP1). Secondly we applied only the
rules of syntactic and semantic combination which are independently required
in the language (RP2).

Whereas in Verbindung mit x (‘in connection with x’) can be described as
a fully regular combination, the following two subsections will be devoted to

combinations which show irregularities with respect to RP1 or
RP2. Nevertheless, there are approaches which provide the prerequisites to
account for these combinations: external selection (Soehn, 2003) and phrasal
lexical entries (Sailer, 2003). We will outline both approaches and show how
to apply them to account for the more idiosyncratic CPPs.

3.1 Bound Words

In some irregular sequences the is a so-called bound word,
e.g. in Anbetracht von x (‘in consideration of x’). The entire PP is semanti-
cally decomposable, and thus satisfies the condition of semantic regularity in
RP2. However, RP1 has not been satisfied, since not all components of that
PP may occur with the same meaning in other contexts: the noun Anbetracht
(‘consideration’) can only occur in combination with the preposition in (‘in’).

To account for bound words within PPs in general, (Soehn, 2003) gener-
alizes the external selection mechanisms of HPSG (cf. the and
features). (Soehn, 2003) assumes that in every type of phrase the non-head
daughter can determine syntactic and semantic properties of the head daugh-
ter. This idea is realized by conflating the attributes and into one
attribute (external selection), which is appropriate for the sort head and
takes a synsem object as its value. In addition the so-called

NPP PN1 1 2

NPP PN1 1 2
6

NPP PN1 1 2

NPP PN1 1 2 N1

PRINCIPLE OF

SPECMOD
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(PXS) ensures the identity of the value of the
non-head and the value of the head, similar to the ,
which has become obsolete.

In the lexical entry of Anbetracht (‘consideration’) in Figure 12.7, the
value is specified as a synsem object with [pform in]. This specification and

the PXS will ensure the occurrence of Anbetracht (‘consideration’) exclusively
within a PP headed by the preposition in (‘in’). For freely occurring words, the

value is underspecified.
The PP in Anbetracht von x (‘in consideration of x’) is a ex-

pression. Therefore, the xsel value of Anbetracht (‘consideration’) explicitly
requires the preposition in (‘in’) to raise the argument of the bound word, i.e.
the PP von x (‘of x’) (2 in the figure). The lexical entry for the noun Anbe-
tracht in Figure 12.7 shows that we can smoothly merge the external selection
approach of (Soehn, 2003) with the complement raising approach.

Figure 12.7. The relevant part of the lexical entry of the noun Anbetracht (‘consideration’)

Assuming the usual non-spatial meaning for in (‘in’) selecting Anbetracht
(‘consideration’), we can derive the meaning of the entire PP parallel to the
derivation in Figure 12.6. This shows that we can smoothly merge the external
selection approach of (Soehn, 2003) with the complement raising approach.

3.2 Phrasal Lexical Items

There are also expressions which escape a compositional treat-
ment, such as an Hand von x (at hand of x, ‘by means of x’), an Stelle von x
(at place of x, ‘in lieu of x’) or auf Grund von x (on base of x, ‘by virtue of
x’). This type is significantly less frequent in German than the fully regular
combinations. These expressions consist of lexical entities of which each one
also appears outside the particular PP. When considering the meaning of any
of these PPs it is highly problematic to assign a combination-specific meaning
to its particular elements such that the meaning of the entire PP could be de-
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rived compositionally. Therefore these combinations do not exhibit RP2. This
irregular behavior makes the assumption plausible that these expressions are
licensed directly by the lexicon. In this subsection we will provide an analysis
of this type of CPPs using the expression an Hand von (at hand of, ’by means
of’) as a prototypical example.

In the architecture of (Pollard and Sag, 1994) all syntactically complex
signs, i.e. all phrases, are subject to the regular principles of syntactic and
semantic combination. However, idiomatic expressions of the type kick the
bucket (

’

die’) cannot be handled with this kind of appraoch. To overcome this
empirical deficiency, (Sailer, 2003) uses Phrasal Lexical Entries (PLEs).

(Sailer, 2003) introduces an attribute coll (context of lexical licensing) on
the sort sign. Signs which are directly licensed by the lexicon have the spec-
ification [coll ], whether they are words or phrases. On the other hand,
signs which are licensed by ID schemata or lexical rules have the specifica-
tion [coll ]. Consequently there is a which lists the
lexical entries for all signs with a positive coll value. This principle contains
the usual lexical entries for words as well as phrasal lexical entries for
idiosyncratic phrases . Additionally the antecedents of principles of
regular combination, such as the and the

are restricted to phrases with a [coll ] specification.
The

We can apply this approach to PPs such as an Hand von x (at hand of x, ‘by
means of x’). We assume a PLE for the combination an Hand (at hand, ‘by
means’) which requires a genitive NP or a von-PP as its complement. This
PLE is outlined in Figure 12.8. It is important to note that even though the
phrase an Hand (at hand, ‘by means’) is irregular, its daughters an (‘at’) and
Hand (‘hand’) occur as exactly the same words in other contexts. However, the
semantic contributions of the words are not combined to form the content of
the phrase. Instead, the phrase as a whole receives an idiosyncratic meaning.

The use of the phrase an Hand (at hand, ‘by mans’) in larger structures
is illustrated in Figure 12.9. Note that the values of the phrases von
Prolog (‘of Prolog’) and an Hand von Prolog (at hand of Prolog, ‘by means
of Prolog’) are specified as , since these phrases are licensed by the regular
constraints of grammar. In contrast, the value of the phrase an Hand (at
hand, ‘by means’) is specified as . As an internally irregular expression, the
phrase an Hand (at hand, ‘by means’) is licensed immediately by the lexicon.

8 
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Figure 12.8. Outline of the phrasal lexical entry of an Hand (at hand,

’

by means’)

Figure 12.9. The structure of the PP an Hand von Prolog (at hand of Prolog, ‘by means of Prolog’)

In this section we have demonstrated that our account of CPPs interacts in
an empirically adequate way with HPSG approaches to irregularity phenom-
ena such as the xsel approach to distributional idiosyncrasies and the phrasal
lexical entry approach to combinatorial irregularities.

4. Summary

(Trawiński, 2003) discusses syntactic properties of sequences
which are the basis for complement raising analysis. Based on this analysis,
we have investigated further properties of these CPPs focusing on semantic
aspects. The objective of our investigations was to examine whether the se-
mantic representation of these expressions can be derived compositionally. We

NPP PN1 1 2
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have thereby seen that the expressions discussed are not uniform with regard
to their semantic behavior, forming three classes: CPPs which can be analyzed
compositionally (in Verbindung mit x (‘in connection with x’)), CPPs involving
bound words which can also be treated within the combinatorial semantics but
which require some mechanism to describe distributional properties of the par-
ticular bound words (in Anbetracht von x (‘in consideration of x’)), and CPPs
which cannot be handled by virtue of common derivational methods (an Hand
von x (at hand of x, ‘by means of x’)). However, we have shown that the avail-
able HPSG approaches, i.e. the external selection approach of (Soehn, 2003)
and the phrasal lexical entry approach of (Sailer, 2003), provide the necessary
means to account for all of these data.
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Notes
1. Cf. (Lindqvist, 1994), (Quirk and Mulholland, 1964), (Beneš, 1974), etc.
2. It is unclear how many expressions there are in German. (Schröder, 1986) identifies more

than 90. (Beneš, 1974) itemizes 160 examples, thereby emphasizing the incompleteness of his list. In any
case, these word combinations do not form a marginal class of expressions in contemporary German. For
discussion on CPPs in German see also (Meibauer, 1995).

3. For further applications of the raising mechanism whithin the HPSG grammar framework see e.g.
(Hinrichs and Nakazawa, 1989), (Hinrichs and Nakazawa, 1994), (Meurers, 2000) or (De Kuthy, 2000).

4. We deliberately simplify the treatment of the eventuality variable when we assume that the quan-
tifier which binds is introduced by the preposition. This simplification has no bearing on the main argu-
mentation in this paper.

5. We have left out the eventuality variables in this example for simplification.
6. (Sailer, 2003) applies analogous criteria to VPs. There, expressions with bound words such as make

headway, violate the first regularity property. Non-decomposable idiomatic expressions such as kick the
bucket show the corresponding violation of the second property.

7. Nouns often show idiosyncratic preferences for a particular preposition, such as in /* bei
Verbindung mit (‘in / *at connection with’). The xsel approach can capture this. For the lexical entry
of Verbindung (‘connection’) we only have to add a constraint stating that if the xsel value of the noun is a
raising preposition, then this preposition has the pform value in (‘in’). The same solution can be applied to
the noun-specific choice of support verbs.

8. For an alternative constructional approach to idioms see (Riehemann, 2001) or (Sag et al., 2002).
9. For phenomena discussed in this paper it is sufficient to adopt the simplified usage of the

attribute as presented in Section 8.1 of (Sailer, 2003). In his Section 8.3 (Sailer, 2003) assumes that the
value is an

empty list. The coll value of a lexical sign is a singleton list containing the root sign of the utterance in
which this lexical sign occurs. With this more complex mechanism, CPPs with bound words can also be
described. However, as elaborated in (Soehn and Sailer, 2003), this more general use of coll might be too
powerful.

P PN1 1 2
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COLL COLLattribute takes a list of signs as its value, such that for every non-lexical sign, the
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Chapter 13

DISTRIBUTIONAL SIMILARITY AND
PREPOSITION SEMANTICS

Timothy Baldwin
CSLI, Stanford University

tbaldwin@csli.stanford.edu

Abstract Prepositions are often considered to have too little semantic content or be too
polysemous to warrant a proper semantic description. We illustrate the suitabil-
ity of distributional similarity methods for analysing preposition semantics by
way of an inter-preposition similarity task, and make the claim that any seman-
tic account of preposition semantics must be partially conditioned on valence.

Keywords: distributional similarity, latent semantic analysis, preposition semantics, Roget’s
thesaurus, preposition valence

1. Introduction

While nouns, verbs and adjectives have received considerable atten-
tion in terms of both lexical semantic language resource development Ike-
hara:1991,Mahesh:1996,Fellbaum:1998 and automatic ontology construction
(Grefenstette, 1994), (Lin, 1998a), (Widdows et al., 2002), relatively little
work has been done on creating resources for prepositions. Perhaps a large
part of the reason for this is that the semantics of a transitive preposition can
be bleached and determined largely by the semantics of the head noun it gov-
erns (e.g. at last, on Wednesday, in question: (Pustejovsky, 1995)) or its gov-
erning verb (e.g. refer to, talk about). However, many prepositions also have
predicative usages (e.g. time is up, the cheese is off, flairs are in), and the se-
mantics of peripheral PPs is determined largely by the preposition (e.g. from
March, in Toulouse, by the gate, at/in Stanford). Accordingly, some account
of preposition semantics seems unavoidable.

There is a relative sparsity of computational research on preposition seman-
tics, which can perhaps be explained by the perception that prepositions are
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198 SYNTAX AND SEMANTICS OF PREPOSITIONS

both semantically vacuous and distributionally highly promiscuous, and con-
sequently have a very low information content. This is most pronounced in
bag-of-words tasks such as information retrieval where prepositions are gener-
ally listed in “stop word” lists for exclusion as index terms.

Our interest is in testing the viability of distributional methods in the deriva-
tion of a model of preposition semantics, working under the hypothesis that
preposition semantics are stable enough that they can be classified accurately
by distributional similarity techniques. Our approach here is based on the dis-
tributional hypothesis of (Harris, 1968) that similar words tend to occur in
similar linguistic contexts. This observation has been used to explain various
aspects of human language processing, from lexical priming (Lund, 1995) to
retrieval in analogical reasoning (Ramscar, 2003). It has also been employed
in a range of natural language processing tasks, including word sense disam-
biguation (Schutze, 1998) and automatic thesaurus construction (Lin, 1998b).
To our knowledge it has not previously been used to analyse the meaning of
closed-class words.

As well as demonstrating the ability of similarity methods to capture in-
tuitive correlations in the semantics of prepositions, we are interested in un-
earthing semantic anomalies between particles and transitive prepositions and
motivating a valence-conditioned classification of English prepositions. Intran-
sitive prepositions (Huddleston et al., 2002) (which we will interchangeably
refer to as particles) are valence-saturated and occur most commonly as: (a)
components of larger multiword expressions (notably verb particle construc-
tions, or VPCs, such as pick up, call in and chicken out), (b) predicates (e.g.
time is up, flairs are in) or (c) prenominal modifiers (e.g. the up escalator,
off milk). Transitive prepositions, on the other hand, select for NP comple-
ments to form prepositional phrases (PPs, e.g. at home, in the end). The bare
term preposition is valence-underspecified. Hereafter, we will index intransi-
tive prepositions with the suffix “” (e.g. up) and transitive prepositions with the
suffix “” (e.g. up) in cases where we wish to refer to a particular valence.

It is relatively easy to find senses which are attested for only intransitive
prepositions (e.g. the hip/in fashion sense of in above) and also uniquely tran-
sitive prepositions (e.g. from) which by definition do not have intransitive se-
mantics. Of greater interest is the degree of correlation between intransitive
and transitive preposition sense according to automatically-derived semantic
classifications. That is, we seek to quantify the degree of semantic divergence
between intransitive and transitive usages of different prepositions.

One piece of preliminary evidence which underlines the potential applica-
bility of the distributional hypothesis to prepositions comes from the field of
English part-of-speech (POS) tagging. All major POS tagsets prefer to under-
specify valence (e.g. there is no tag distinction between intransitive and tran-
sitive verbs), with the glaring exception of prepositions which are in all cases
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partitioned into intransitive and transitive instances. If there were a sharp de-
marcation in wordform between intransitive and transitive prepositions in En-
glish, this finding would perhaps not be surprising. However, a summary anal-
ysis of the written component of the British National Corpus (BNC, (Burnard,
2000)) reveals that while the type overlap between the two classes is only
around 8%, the token overlap is roughly 70%. That is, roughly 70% of prepo-
sition token instances are potentially ambiguous between an intransitive and
transitive usage. Given that taggers are able to deal with this ambiguity, gener-
ally using the immediate lexical context of a given preposition token, it would
appear that intransitive and transitive usages of a given preposition are to some
degree distributionally dissimilar. In this paper, we seek to confirm that this
distributional dissimilarity correlates with semantic disparity, and at the same
time determine whether semantically-related prepositions are distributionally
similar.

The remainder of this paper is structured as follows. sec:preposition-
similarity outlines our implementation of distributional similarity as a means of
modelling simplex preposition semantics. sec:gold-standard describes the two
gold standard sources of English preposition similarity used in this research.
sec:evaluation presents quantitative and qualitative evaluation of our method.
We outline related research in sec:related-research and conclude the paper in
sec:conclusion.

2. Calculating inter-preposition similarity

In this paper, we consider the task of inter-preposition similarity, that is
determination of the relative similarity of different preposition pairs. The pro-
cedure used to calculate preposition similarity is knowledge-free and based on
Latent Semantic Analysis (LSA, (Deerwester et al., 1990)). Our technique is
very similar to the approach taken to building a “context space” by (Schütze,
1998). We measured the frequency of co-occurrence of our target words (the
20,000 most frequent words), with a set of 1000 “content-bearing” words (we
used the 51st to the 1050th most frequent words, the 50 most frequent being
taken to have extremely low infomation content). A target word was said to
co-occur with a content word if that content word occurred within a window
of 5 words to either side of it. In order to overcome data sparseness, we used
Singular Value Decomposition (SVD) to reduce the dimensionality of the fea-
ture space from 1000 to 100. This limits each target word vector to 100 factors
which reflect the patterns of association in the matrix, allowing relations to be
discovered between target words even if there is not direct match between their
context words. We used the various tools in the GTP software package, created
at the University of Tennessee, to build these matrices from the co-occurrence
data and to perform SVD analysis.

2
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The resulting representation is a 100-feature vector for each target word.
Using this we can calculate the similarity between two terms by finding the
cosine of the angle between their vectors.

As mentioned above, we distinguish prepositions according to valence, and
seek to provide evidence for divergences in transitive and intransitive prepo-
sition semantics. This is achieved according to Methods prep1 and prep2, as
detailed below. We evaluate the methods over the written component of the
BNC (90m words).

Method PREP1 First, we ran the above method over wordforms. With this
method, we are thus unable to differentiate intransitive and transitive usages of
a given preposition.

Method PREP2 Second, we ran our method including POS tags from the
output of the RASP system Briscoe:Carroll:2002, i.e. treating each wordform–
POS tag pair as a single token. The RASP tagger is based on the CLAWS-4
tagset, and thus offers a fine-grained distinction between different kinds of
prepositions and particles. In extracting our context space we collapsed the
different varieties of prepositions to give us one category for transitive prepo-
sitions and one for intransitive prepositions.

While LSA is generally applied simply to wordforms, we are certainly not
the first to integrate POS tags with the wordforms to generate POS-sensitive
semantic models. e.g. (Widdows, 2003) demonstrated the superiority of POS-
conditioned semantic models on a taxonomy induction task.

3. Gold standard sources of inter-preposition similarity

In order to evaluate the quality of the preposition similarities derived via
LSA, we turn to the only two large-scale public-domain resources we are
aware of that provide a unified, systematic account of preposition semantics:
the LCS-based preposition lexicon of (Dorr, 1997), and the 1911 edition of
Roget’s thesaurus.

3.1 LCS-based preposition lexicon

The preposition lexicon of (Dorr, 1997) is couched in lexical conceptual
semantics Jackendoff85, and is made up of 165 English prepositions classi-
fied into 122 intransitive and 375 transitive senses. Each preposition sense is
described in the form of an LCS-based representation such as

, corresponding to the up the
stairs sense of up. (Resnik and Diab, 2000) propose a method for deriving sim-
ilarities from LCS representations by: (1) decomposing them into feature sets,
(2) calculating the information content of each unit feature based on the
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overall feature distribution, and (3) measuring the similarity between two LCS
representations according to:

where and are lexicon entries, is the decomposed feature set as-
sociated with , and is the information content of that feature set.
(Resnik and Diab, 2000) define the similarity between two words to be the
maximum value of over the cross product of all lexical entries
for the words.

One key feature of this lexicon is that it captures the transitive and intran-
sitive preposition senses separately, but within a common representation. As
a result, we are able to derive similarities (a) at the wordform level, compar-
ing all senses of a given preposition pair irrespective of valence, and (b) in
a valence-sensitive fashion, calculating only for lexicon entries of
equivalent valence. This facilitates independent analysis of the correlation
of prep1 (wordform-based) and prep2 (POS-conditioned) with the preposition
lexicon-derived similarities.

It is worth pointing out that, in the context of an experiment testing cor-
relation with human judgements on verb similarity, (Resnik and Diab, 2000)
found to be inferior to a number of taxonomic similarity measures
and a distributional similarity measure. It is thus with a certain degree of reser-
vation that we reimplement their method, noting however that the taxonomic
similarity avenue is not open to us due to the absence of a taxonomy.

3.2 Roget’s thesaurus

The 1911 edition of Roget’s thesaurus incorporates around 100K lexical
entries in a total of 1000 semantic classes. In the original 1911 configura-
tion the classes have no explicit relational structure, although subsequent work
has been done to add hierarchical structure to the thesaurus (e.g. (Kirkpatrick,
1988)). We justify our use of the 1911 edition of Roget’s thesaurus on the
grounds that (a) there are no restrictions on the use of this version of the the-
saurus, and (b) the classification of prepositions is largely unchanged in more
recent editions of the thesaurus.

One attraction of Roget’s thesaurus is that, within each semantic class, it
lists words according to the four basic word classes of noun, verb, adjective
and adverb. Because of this cross-listing, we can preserve the experimental
setup described above for LSA, calculating inter-preposition similarity either
according to wordform or conditioned on POS.

In Roget’s thesaurus, prepositions are listed as either adjectives or adverbs,
which would superficially appear to correspond to transitive and intransitive
prepositions, respectively. In practice, adjectival entries are restricted to pred-

e1  e2 F(ei)
ei I(F(ei))

simLCS(e1,e2)

simLCS

simLCS

6

2
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icative and attributive particles such as the in crowd and hence limited in num-
ber, whereas adverbial entries represent a mix of intransitive and transitive
usages. Consider the preposition up, for example, which is listed twice as an
adjective (Bubble, as in frothy, and Excitation, as in stung to the quick ) and
twice as an adverb (Height, as in aloft, and Verticality, as in on end). Here, it is
not clear whether the adverbial entries are intended to be intransitive, transitive
or both. In some cases, the valence is self-evident as the preposition in question
is either uniquely transitive (e.g. from, listed under Motive) or uniquely intran-
sitive (e.g. aback, listed under Rear). Alternatively, a sense may be particular
to a given valence. However, more often than not, we have no reliable way of
determining the intended valence of each preposition entry. Thus, we are able
to make use of the adjectival entries in modelling particle sense, but have no
immediate means of capturing strictly transitive preposition sense. Having said
this, for the purposes of evaluation, we consider adjectival preposition entries
to be particles and adverbial preposition entries to be transitive prepositions.

Given the lack of hierarchical structure in the 1911 edition of Roget’s the-
saurus, our options for deriving class-to-class and word-to-word similarities
are restricted. The simplest means of deriving class-to-class similarities is to
calculate the relative lexical overlap; word-to-word similarities can equiva-
lently be obtained by calculating the degree of overlap in class membership
of each word. Unsurprisingly, this naive methodology suffers from acute data
sparseness, culminating in the vast majority of class or word pairings being as-
signed a similarity of 0. In order to overcome this shortcoming, we notice that
it is possible to describe a word pairing by way of a bipartite graph with the
classes each word occurs in as the opposing vertices. We can then represent
class similarities as edges in the graph, and calculate word-to-word similarity
according to the maximal bipartite matching (i.e. set of edges such that every
vertex is joined to some other vertex) with the highest mean edge score. We
initialise each class similarity to 1 iff and 0 otherwise, such
that in the initial configuration, the bipartite graph method is equivalent to the
naive class overlap method. We can now iterate between calculating word-
to-word and class-to-class similarities—using a bipartite graph with words as
vertices and word similarities as edges in the class-to-class case—and feed the
results of the word-to-word similarity recalculations into class-to-class simi-
larity recalculations, and vice versa.

The net effect of this iterative process is to monotonically propagate the
effects of class and word overlap, such that both class and word similarities
progressively converge to 1. Our driving motivation in this is essentially to
“smooth” similarities and eliminate instances of similarity 0. The stopping
condition on the method, therefore, is the condition of there being no class
similarity or word similarity with value 0. In our ex-
periments, this was generally found to occur on the third iteration.

7

simC(i,j) i= j 

simC(i,j) simW(i,j)



Distributional Similarity and Preposition Semantics 203

As we are interested only in preposition similarity (and due to limitations
on computational resources), we calculate class-to-class similarities only over
those classes which contain one of 54 commonly-occurring prepositions, a to-
tal of 78 classes; in calculating word-to-word similarity for non-prepositions
contained in the 78 classes, we focus on class membership only over the
preposition-containing classes.

In addition to evaluating word-to-word preposition similarity according to
simplex preposition entries, we test the use of VPCs as a proxy to situated
particle semantics. The method here is identical to that for simplex words, ex-
cept that we additionally look for occurrences of VPCs as contained in a list
of VPC types extracted out of the BNC Baldwin:2002c, and record each such
occurrence as an instance of the particle contained therein. That is, we do not
distinguish between simplex occurrences of the preposition and occurrences
within VPCs. This is not intended to be a general claim about semantic head-
edness or the relative semantic contribution of the particle in VPCs. Rather we
are testing the hypothesis that particles with similar semantics will occur with
the same classes of verbs.

Due to the inherent complexity of the similarity calculation, we restrict the
number of VPCs by counting the VPCs contained in each class not containing
a simplex preposition, and including only those VPCs found in the 200 most
heavily VPC-populated classes.

4. Evaluation

In this section, we evaluate the LSA-based similarities relative to similarities
derived from the LCS lexicon and also Roget’s thesaurus.

We measure the correlation between the distributional similarities and both
LCS- and thesaurus-derived similarities according to Pearson’s , as applied
to the attested pairings of the nine prepositions about, down, in, off, on, out,
over, through and up. We determine the correlation for three distinct datasets:
(A) preposition similarity according to prep1 (with underspecification of va-
lence); (B) particle similarity according to prep2; and (C) transitive preposi-
tion similarity according to prep2. In the case of (A), therefore, we calculate
the distributional similarity of prepositions in the absence of POS information,
and likewise do not distinguish between intransitive and transitive prepositions
in the LCS lexicon. For (B) and (C), on the other hand, we consider only
prepositions of fixed transitivity in both the BNC data and LCS lexicon.

4.1 Correlation with LCS-based similarities

The mean values relative to the LCS-based similarities are given in tab:lcs-
sim for datasets A, B and C. While the values are relatively modest, they pro-
vide weak evidence for the ability of LSA to capture preposition semantics.

r
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Table 13.1. Correlation ( ) between the LCS-based and LSA similarities

Table 13.2. Correlation ( ) between the Roget’s thesaurus-based and LSA similarities

Perhaps more importantly, the correlations for the intransitive and transitive
preposition similarity tasks ((B) and (C), respectively) are higher than that for
the valence-underspecified preposition similarity task (A), at a level of statis-
tical significance (based on the two-tailed -test, ). This suggests that
our model of preposition semantics is more stable when valence is specified,
providing tentative support for the claim that preposition semantics are to some
degree conditioned on valence.

Recall that we had reservations about the quality of similarities produced
with this method, based on the findings of (Resnik and Diab, 2000) over a
small-scale verb similarity task. Having said this, the fact that both valence-
specified models of distributional similarity were found to correlate more
highly than the valence-underspecified model would appear to be significant.

4.2 Correlation with Roget’s-based similarities

We turn next to Roget’s thesaurus and calculate the correlation with simi-
larities derived: (a) independently of valence information for simplex preposi-
tion entries (conflating adjectival and adverbial preposition entries: valence),
optionally incorporating semantic classes for VPCs ( valence ); (b) condi-
tioned on valence information ( valence), once again optionally incorporating
semantics classes for VPCs ( valence ); or (c) based only on the VPC
entries, without the simplex preposition entries (vpc). The results are pre-
sented in tab:roget-sim. Note that we compare prep1 against only the valence-
underspecified Roget’s similarities as there is no obvious way of combining
similarities across the two transitivities for a given preposition. Note also that
for the valence-specified models, we always compare like with like, e.g. prep2

r

t p < .05
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VPC
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(B) is only compared against particle similarities in the correlation analysis
with valence and valence .

We see some interesting results. First, the correlation for prep1 is almost 0
in all cases. That is, in the absence of valence information, the relative sim-
ilarity values for the different prepositions are nearly randomly distributed.
Next, the transitive preposition similarities (the row of prep2 (C)) are nega-
tively correlated in all cases, but relatively low. Thorough error analysis is
required to determine the case of this negative correlation, but it is worth not-
ing the differential between the values for prep2 (C) and prep1 down each
column, indicating that the LSA similarities for valence-underspecified prepo-
sitions vary significantly over those for transitive prepositions. Recall that, for
the purposes of this evaluation, we are treating adverbial preposition entries in
Roget’s as transitive prepositions, and it is the similarities for these that we are
comparing prep2 (C) against. Given our observations above about the mixed
nature of adverbial prepositions, it is perhaps not surprising that no real cor-
relation was found. Finally, prep2 (B) produces remarkably similar results to
prep2 (C) for the models which do not make use of the VPC data, but when
we add in the VPC classes, we find the correlation to be surprisingly high.
The combination of VPC data and valence-underspecified preposition entries
returns the highest value at 0.881. The compares very favourably with the

and figures cited as inter-annotator correlation for noun
and verb similarity tasks (Resnik, 1995), (Resnik, 2000). Indeed, it provides
strong evidence that, at least when viewed in the context of VPC occurrence,
particle semantics are well-defined and can be captured effectively by distribu-
tional similarity methods.

4.3 Discussion of the results

What the above experiments show is, first, that LSA can be applied success-
fully to the task of inter-preposition similarity modelling. This in itself is a
surprising finding, given that the standard practice in established domains for
LSA such as information retrieval (IR) is to ignore all prepositions and other
stop words. This result is particularly striking as it was validated over hetero-
geneous sets of similarities, derived from formal semantic representations in
the first instance and word clusters in the second.

In our second experiment based on Roget’s thesaurus, we found that com-
plementing the simplex inventory of preposition sense led to a huge increase in
correlation with the LSA similarities. One could possibly argue that this find-
ing is a by-product of the fact that we are deriving our similarities from Roget’s
in a similar fashion to LSA, in that we are making use of a context window in
calculating the similarities. However, when we consider what role the VPCs
are playing in the similarity calculation, it quickly becomes evident that this is

VPC

r
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not the case. At no point do we compare which verbs different particles co-
occur with. Instead, we take note of which semantic classes those VPCs occur
in, and base our similarity calculation on class overlap as per usual. That is, for
two particles to be similar, they must combine with verbs (and not necessarily
the same verbs) to generate VPCs of the same semantic types. As an illus-
tration of this, consider the particle pairing back and down. In the valence
model, as down is not listed as an adjective in Ro-
get’s. In valence , on the other hand, as
VPCs such as fall back/back down and keep back/tie down occur in the same
semantic classes.

In the first experiment based on the LCS lexicon, we were able to demon-
strate modest gains in correlation by conditioning similarity on valence for both
transitive and intransitive prepositions. In the second experiment based on Ro-
get’s thesaurus, on the other hand, we provided conclusive evidence that LSA
is more adept at capturing particle semantics than the semantics of valence-
underspecified prepositions. Taken together, these provide solid evidence that
LSA produces higher-quality results in the presence of valence information.
We attribute this to semantic disparities between intransitive and transitive
forms of a given preposition, or to think of it in set terms, the semantics of
each of the two transitivities constitutes a proper subset of that the (valence-
underspecified) whole.

Due to the nature of Roget’s thesaurus, we were unable to furnish evidence
for the stability of transitive preposition semantics in the second experiment.
The determination of alternate methods for deriving the semantics of transitive
prepositions is left as an item for future research.

5. Related research

Past computational research on preposition semantics falls into two basic
categories: large-scale symbolic accounts of preposition semantics, and dis-
ambiguation of PP sense. (Cannesson and Saint-Dizier, 2002) developed an
LCS-based formal description of the semantics of 170 French prepositions in
a similar vein to (Dorr, 1997), but paying particular attention to their corpus
usage. (Litkowski, 2002) used digraph analysis to induce a preposition hierar-
chy, based upon which he proposed disambiguation rules to map preposition
sense onto the hierarchy. (O’Hara and Wiebe, 2003) focused exclusively on
the disambiguation task, classifying PP tokens according to their case-role in
the style of the Penn treebank.

There is also a small body of computational research on prepositions in the
context of verb particle constructions. Notably, (Bannard et al., 2003) used
distributional similarity between VPCs and their component verbs and prepo-
sitions to predict whether the semantics of the simplex words were preserved

simW(back0,down0) = 0
simW(back0,down0) = 0.68 

+

+ VPC
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in VPC; indeed, the LSA similarities used herein derive from this earlier work.
Similarly, (McCarthy et al., 2003) and (Baldwin et al., 2003) tested distribu-
tional similarity in various forms as a means of predicting the relative compo-
sitionality of a given VPC.

6. Conclusion

We have illustrated how distributional similarity methods can be used to
successfully calculate inter-preposition similarity, and provided evidence for
the valence-dependence of preposition semantics. More generally, we have
furnished counter-evidence to the claim that prepositions are ill-suited to distri-
butional similarity methods, in the form of the inter-preposition similarity task.
Our hope is that this research will open the way to research on automatically-
derived preposition thesauri to act as the catalyst in the development of prepo-
sition ontologies.

There is scope for this research to be extended in the direction of
empirically-grounded evaluation of inter-preposition similarity, perhaps using
human judgements. We are also interested in the impact of dependency data
on the semantic classification of prepositions. These are left as items for future
research.
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Notes
1. By which we specifically refer to the International Corpus of English, Penn and various CLAWS

tagsets.
2.
3.
4. As distributed by Project Gutenberg:
5. Interjections and phrases are also optionally listed.
6. Note that this would not be possible in WordNet, e.g., as adjectives and adverbs are listed in inde-

pendent ontologies.
7. Both of which are antiquated usages.

http://www.cs.utk.edu/~lsi/soft.html  
http: //w ww.umiacs.umd.edu/~b onnie/AZ-preps-English.lcs  

http://www. gutenberg.net/etext91/roget15a.txt  
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Abstract In this paper we present a framework for interpreting locative expressions con-
taining the prepositions in front of and behind. These prepositions have different
semantics in the viewer-centred and intrinsic frames of reference (Vandeloise,
1991). We define a model of their semantics in each frame of reference. The
basis of these models is a novel parameterized continuum function that creates
a 3-D spatial template. In the intrinsic frame of reference the origin used by the
continuum function is assumed to be known a priori and object occlusion does
not impact on the applicability rating of a point in the spatial template. In the
viewer-centred frame the location of the spatial template’s origin is dependent
on the user’s perception of the landmark at the time of the utterance and object
occlusion is integrated into the model. Where there is an ambiguity with respect
to the intended frame of reference, we define an algorithm for merging the spa-
tial templates from the competing frames of reference, based on psycholinguistic
observations in (Carlson-Radvansky, 1997).

Keywords: Frames of reference, spatial templates, potential field models, object occlusion.
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1. Introduction

The focus of the Linguistic Interaction with Virtual Environments (LIVE)
(Kelleher, 2003) project is to develop a natural language interpretive frame-
work to underpin the development of natural language virtual reality (NLVR)
systems. An NLVR system is a computer system that allows a user to interact
with simulated 3-D environments through a natural language interface. People
often use locative expressions to refer to objects in a visual environment. The
term locative expression describes “an expression involving a locative preposi-
tional phrase together with whatever the phrase modifies (noun, clause, etc.)”
(Herskovits, 1986, pg. 7). In the simplest form of locative expression, a prepo-
sitional phrase has an adjectival role modifying a noun phrase and locates an
object. Following (Langacker, 1987) we use the terms Landmark (LM) and
Trajector (TR) to describe the noun phrases in a simple locative expression,
see Example (1).

Example 1 . [The book]TR on [the table]LM.

Section 2 describes the challenges in modelling projective prepositions.
Section 3 reviews previous computational work. In Section 4, we develop
the LIVE model for the interpretation of projective prepositions. This model
combines novel approaches to the computation of the spatial template’s origin;
the gradation of a preposition’s applicability across its 3-D spatial template;
object occlusion and frame of reference ambiguity resolution.

2. The Challenges

2.1 Cognitive Models of Projective Prepositions’ Spatial
Templates

Psycholinguistic research indicates that “people decide whether a relation
applies by fitting a spatial template to the object’s regions of acceptability for
the relation in question” (Logan and Sadler, 1996, pg. 496). A spatial template
is a representation of the regions of acceptability associated with a given prepo-
sition. It is centred on the landmark, and it identifies for each point in space the
acceptability of the spatial relationship between the landmark and a trajector
at that point. Using a spatial template, candidate trajectors can be assessed and
rank-ordered by comparing the ratings of their locations in the spatial template.
The candidate object whose location has the highest acceptability rating is then
selected as the trajector.

Gapp’s (1995) and Logan and Sadler’s (1996) experiments reveal some of
the parameters that define the constituency of a projective preposition’s spatial
template. There are three areas of acceptability within a spatial template: good,
acceptable and bad; the areas within a spatial template are symmetrical around

1
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Figure 14.1. Bird’s eye view of a concave building and viewer. Here, the use of the building’s
bounding box centre as the spatial template’s origin results in an area being defined as behind
the building even though it is perceptually in front of the building.

the search axis; the good and acceptable regions blend into one another; there
is a sharp boundary between the acceptable and bad regions; the acceptability
of a projective preposition decreases linearly as the angular deviation from
the search axis increases; acceptability approaches 0 as the angular deviation
approaches 90 .

In order to interpret a projective preposition in an NLVR scenario, two other
factors should be integrated into the spatial template model. Firstly, the dis-
tance between each of the candidate trajectors and the landmark should be
accommodated to allow the model to distinguish between candidates with the
same angular deviation. Secondly, in the viewer-centred frame of reference
the spatial template’s origin should be located based on the user’s position at
the time of the utterance. The spatial template’s origin is the point in space
that the spatial template search axis originates from and the point from which
the distances of the trajectors from the landmark are computed. Consequently,
the location of the spatial template origin impacts on the acceptability ascribed
to a point in the spatial template. Many previous NLVR systems (Fuhr,2001),
(Gapp, 19940, (Olivier, 1994), (Yamada, 1993) define this origin as the cen-
troid of the landmark’s bounding box. While this approach works well for
simple solid objects, applying it to more complex shapes can be problematic.
For example, when applied to a concave object the centroid of the bounding
box may be outside the object. This can result in paradoxical classification of
regions around the landmark, see Figure 14.1.

2.2 Frame of Reference Ambiguity

Intrinsic to the use of a projective preposition (e.g., in front of, behind, etc.)
is the definition of the direction the preposition describes. This directional
constraint is referred to as the search axis. The orientation of the search axis
associated with projective prepositions is dependent on the frame of reference

2
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being used. A frame of reference consists of six half-line axes with their origin
at the landmark; these axes are sometimes referred to as the base axes (Her-
skovits, 1986). In English, these axes are usually labelled front, back, right,
left, up and down. Significantly, a frame of reference’s base axes are not fixed
in space, but may be rotated depending on the perspective used. Consequently,
a number of frames of reference are possible. In English, there are three
different types of frames of reference: absolute, intrinsic and viewer-centred
(Levelt, 1996; Levinson, 1996; Carlson-Radvansky and Irwin, 1993). Follow-
ing (Levinson, 1996), we distinguish between the frames of reference based on
the cardinality of their relations.

Absolute (extrinsic, environmental, world based) frame of reference: this is a
binary reference frame that locates a trajector relative to a landmark. The
labelling of the landmark’s axes is dependent on salient environmental
features; e.g., gravity, magnetic poles, etc.

Intrinsic (object-centred, landmark-based) frame of reference: involves bi-
nary relations that locate a trajector relative to a landmark. The axes
of the coordinate system are oriented around the landmark based on its
canonical position.

Viewer-centred (egocentric, relative, deictic) frame of reference: presup-
poses a viewpoint with ternary relations that locate an object relative to a
landmark. The axes of the landmark are oriented based on a “canonical
encounter” (Clark, 1973) between an observer and the landmark.

One of the difficulties for interpreting a locative expression is that many
spatial expressions are common between intrinsic and viewer-centred systems.
The sharing of linguistic terms across frames of reference can cause misinter-
pretations based on frame of reference ambiguity. Levelt (1996) uses the term
coordination failure to describe such misinterpretation. In some instances, the
possibility of coordination failure can be avoided by the speaker using an ex-
plicit linguistic cue. For example, the use of the determiner the in a noun
phrase which describes a spatial region X, such as the X, implies that an intrin-
sic frame of reference is being used. The region denoted by on top of X could
apply to any frame of reference described; in contrast, the region denoted by
on the top of X could only apply to X’s intrinsic frame of reference (Landau
and Munnich, 1998). However, explicit linguistic cues are exceptional. Conse-
quently, if an NLVR system is going to interpret locative expressions, it must
define an algorithm for handling the issue of frame of reference ambiguity.

3
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3. Previous Computational Work

3.1 Computational Models of Spatial Templates

If a computational model is going to accommodate the gradation of appli-
cability across a preposition’s spatial template it must define the semantics of
the preposition as some sort of continuum function. A potential field model is
one form of continuum measure that is widely used (Gapp, 1994; Olivier and
Tsujii, 1994; Yamada,1993). Using this approach, a model of a preposition’s
spatial template is constructed using a set of equations that for a given origin
and point computes a value that represents the cost of accepting that point as
the interpretation of the preposition. Another form of continuum model is pro-
posed by (Mukerjee et al., 2000). In this model the continuum field is created
by first defining the location of the field’s global minimum. Following this,
a set of concentric ellipses that use the global minimum as a fixed focus are
created by varying the eccentricity of the ellipse and the position of the second
focus. These concentric ellipses define the different regions of applicability
within the model. Fuhr et al. (1998) propose a hybrid approach which uses the
degree of overlap of an object with discretised regions as its measure.

Although these continuum models can distinguish between different loca-
tions within a spatial template, they are not ideal. Some of these models only
work in 2-D (Mukerjee et al., 2000; Olivier and Tsujii, 1994; Yamada,1993).
(Fuhr et al., 1998) has problems distinguishing between the position of tra-
jectors that are fully enclosed within a region. Most models (Fuhr et al.,
1998; Gapp, 1994; Olivier and Tsujii, 1994; Yamada,1993) use the centre of
the landmark’s bounding box as the spatial template’s origin (this can lead
to paradoxical interpretations, see Figure 1) and those that do not (Mukerjee
et al., 2000) are dependent on locating the local minimum within the contin-
uum field of a preposition which is problematic because the location of the
local minimum varies from person to person. Furthermore, they all ignore the
psycholinguistic evidence which indicates that, when frames of reference are
dissociated, multiple frames of reference are activated and this multiple acti-
vation alters the constituency of the preposition’s spatial template, see Section
14.4.4 (Carlson-Radvansky and Irwin, 1994) and (Carlson-Radvansky, 1997).

3.2 Computational Approaches to Frame of Reference
Ambiguity

In Section 2.2 we noted that if an NLVR system is going to interpret loca-
tive expressions it must define an algorithm for handling frame of reference
ambiguity. In general, previous NLVR systems have adopted one of four ap-
proaches to this issue: (1) situate the discourse in domains where only simple
objects with no intrinsic reference frame are modelled, e.g., the SHRDLU sys-
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tem (Winograd, 1973); (2) assume a default frame of reference and force the
user to adopt this for input, e.g., the Virtual Director system (Mukerjee et al.,
2000) defaults to the intrinsic frame of reference if the landmark has one as-
sociated with it; (3) allow the user to switch between frames of reference if
they use an explicit mark in the input, e.g., the CITYTOUR system (Andre
et al., 1988); (4) assume that the frame of reference is supplied to the system
a priori, e.g., the Situated Artificial Communicator (Fuhr et al., 1998). All
of these approaches, however, either restrict the domain of the discourse or
impose restrictions on the user.

4. The LIVE Model

In this section we describe the LIVE semantic model for the projective
prepositions in front of and behind. Vandeloise (1991) observes that the prepo-
sitions devant/derriere are bisemic, because the relationships they describe be-
tween the trajector and the landmark in the intrinsic frame of reference are
different from the ones they describe in the viewer-centred frame of reference.
He defines a topological semantics for these prepositions in the intrinsic frame
of reference and argues that the primary factor in the viewer-centred usages
is object occlusion. While we agree with Vandeloise in his assertion that the
prepositions in front of and behind are bisemic, we do not claim that object oc-
clusion is the primary factor in the semantics of in front of and behind; rather
the approach we adopt is more aligned with that of Jackendoff and Landau,
who argue that while object occlusion impacts of the semantics of these prepo-
sitions, it plays “a secondary role, possibly forming a preference rule system
with the directional criteria” (1992, pg. 114). Following this, we define two
spatial templates for in front of and behind: one for the intrinsic frame of refer-
ence which does not consider object occlusion, and one for the viewer-centred
frame of reference which does.

4.1 Locating the Spatial Template’s Origin

Most previous continuum models (Gapp, 1994; Olivier and Tsujii, 1994;
Yamada,1993) use the centre of the landmark’s bounding box as the spatial
template origin, irrespective of which frame of reference is being used. For
landmarks with complex geometries this can result in a paradoxical parsing
of space (see Figure 1). In contrast with previous approaches, we define a
different spatial template origin for each frame of reference.

In the intrinsic frame of reference, the spatial template origin is known to
the system through a priori knowledge. The motivation for this is that if a
person associates an intrinsic frame of reference with an object, they must have
learned this intrinsic orientation based on prior experience with the object or
objects of that type.
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Figure 14.2. The relationships between the user’s viewpoint, the viewport, a landmark’s 3-D
mesh and the landmark’s silhouette on the viewport.

In contrast, the viewer-centred frame of reference may be applied to an ob-
ject without prior knowledge of the object. From this, we argue that it is cogni-
tively implausible to assume that a person uses a point in space whose location
they do not know (i.e., the centre of the bounding box of an unfamiliar land-
mark) as the origin for their spatial orientation. One of the insights guiding the
LIVE project is the grounding of the semantics of spatial language in visual
perception. Following this, we argue that the most natural location for the ori-
gin of a projective preposition’s spatial template in the viewer-centred frame or
reference is the point on the landmark at the center of the landmark’s silhouette
as it is perceived by the user at the time of the utterance. In the terminolgy of
3-D graphics this point is defined as the point on the landmark’s 3-D mesh that
maps to the center of the landmark’s silhouette on the viewport at the time of
the utterance. Figure 14.2 illustrates the relationships between the user’s view-
point, the viewport, a landmark’s 3-D mesh and the landmark’s silhouette on
the viewport. Figure 14.3 lists the four step algorithm used to locate the point
on the landmark’s mesh that maps to the point at the center of its silhouette on
the viewport.

The first step in the algorithm is to resolve the landmark reference. In the
LIVE system, the landmark reference is resolved using the LIVE system’s gen-
eral algorithm for reference resolution (see (Kelleher, 2003) for details).

The second step in the algorithm is to calculate the landmark’s silhouette on
the viewport. We calculate the landmark’s silhouette on the viewport by adapt-
ing a graphics technique called false colouring. False colouring was initially
proposed by (Noser et al., 1995) as part of a navigation system for animated
characters. Using a false colouring technique a system can extract informa-
tion relating to the user’s perception of the simulation at a given point in time.

Viewport User's viewpoint

Landmark's silhouette
on the viewportLandmark

4
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1 Resolve the landmark reference.

2 Calculate the landmark’s silhouette on the viewport.

3 Calculate the point at the center of the landmark’s silhouette on the
vieport.

4 Calculate the point on the landmark’s 3-D mesh that maps to the center
of the landmark’s silhouette on the viewport.

Figure 14.3. The LIVE algorithm for locating the spatial template origin.

Figure 14.4. The image on the left is the rendered visual context. The image on the right is
the false colour rendering of the landmark.

Implementing the technique involves assigning each object in the simulation a
unique ID that differs from the normal colours used to render the object in the
world; hence the term false colouring. An object’s false colour is only used
when rendering the object in the false colour rendering, and does not affect the
renderings of the object seen by the user, which may be multi-coloured and
fully textured. Once each object in the simulation has been assigned a false
colour, whenever the system needs to examine what the user is currently see-
ing, a model of the user’s view of the world using the false colours is rendered
and the resulting image is scanned. By extracting the RGB values found in the
image, a list of objects in the image can be created. For the LIVE system we
adapted and extended the false colouring technique to create a dynamic real-
time model of visual salience for 3-D rendered environments; the LIVE system
uses the resulting visual salience information to ground its reference resolution
algorithm, see (Kelleher and van Genabith, 2004) for details. We calculate the
silhouette of the landmark on the viewport by rendering the landmark by it-
self using its false colour (Figure 14.4 depicts the false colour silhouette of the
house).

5
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Figure 14.5. The relationships between the user’s viewpoint, a landmark and the centre point
of the landmark’s silhouette on the viewport.

Figure 14.6. The point of intersection of the vertical and horizontal lines marks the location
of the calculated center of the object’s silhouette.

The next step is to calculate the coordinates of the center of the landmark’s
silhouette. To do this we first scan the false colour rendering of the landmark
and record the maximum and minimum x and y coordinates of pixels rendered
using the landmark’s false colour. The coordinates of the center of the land-
mark’s silhouette can then be calculated using Equation 14.1.

Figure 14.5 illustrates the relationships between the user’s viewpoint, a land-
mark and the centre point of the landmark’s silhouette on the viewport. Figure
14.6 illustrates the point calculated as the the center of the landmark’s silhou-
ette on the viewport in our example.

The final step of the algorithm is to locate the point on the landmark at
the center of its silhouette. We use a graphics technique called ray casting
to locate this point. Ray casting can be functionally described as casting a
ray (i.e., drawing an invisible line) from one point in a 3-D simulation in a

Centre point of landmark's 
silhouette on the viewport
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Figure 14.7. The preposition’s spatial template’s origin is located at the point of intersection
of the ray cast from the user’s viewpoint through the center point of the landmark’s silhouette
on the viewport and the landmark’s 3-D mesh.

certain direction, and then reporting back all the intersections with 3-D object
meshes and the coordinates of these intersections. To locate the point on the
landmark’s 3-D mesh that maps to the point at the center of its silhouette on the
viewport we cast a ray from the user’s viewpoint through the center point of the
landmark’s silhouette on the viewpoint and take the first point of intersection of
this ray with the landmark’s 3-D mesh as the origin of the preposition’s spatial
template. Figure 14.7 illustrates the casting of a ray from the user’s viewpoint
through the center point of the landmark’s silhouette on the viewport and the
intersection of this ray with the landmark’s 3-D mesh. The preposition’s spatial
template origin is located at the point of intersection of the ray and the 3-D
mesh.

4.2 Modelling the Gradation of a Preposition’s
Applicability

The two main factors that impact on the applicability of a projective prepo-
sition at a point relative to a landmark are: the angular deviation of the point
from the canonical direction of the preposition’s search axis and the distance
of the point from the origin of the spatial template. Modelling these is further
complicated by the requirement that the model should be scalable in order to
accommodate different sizes of spatial configurations; e.g., the size of area de-
scribed by in front of the building is larger than the area described by in front
of the door (of the same building).

To model the directional constraint of a projective preposition, an algorithm
for calculating the deviation of a point from a preposition’s search axis must

Spatial template's origin is located at the point of
intersection of ray with landmark's  3-D mesh

Ray cast from user's viewpoint through the centre
point of landmark's silhouette on the viewport
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be defined. The first stage of this process is to assign a canonical direction
to each of the prepositions. We assume that the search axes for the preposi-
tions in the intrinsic frame of reference are defined through prior knowledge.
However, orienting the search axes in the viewer-centred frame of reference is
dependent on the location of the user relative to the landmark at the time of
the utterance. The vector originating from the spatial template’s origin to the
user’s location describes the search axis for in front of in the viewer-centred
frame of reference. One way of computing this vector is to convert the user’s
world coordinates into a set of coordinates in the local coordinate system cen-
tred on the spatial template’s origin. The translated coordinates of the user’s
location then defines the search axis for in front of in the viewer-centred frame
of reference. Rotating this vector by 180 gives us the search axis for behind
in the viewer-centred frame of reference.

Having assigned a direction to each preposition, the next step in the mod-
eling process is to devise a method for calculating the angular deviation of a
candidate trajector from the search axes. , the angle between two vectors
and can be calculated using Equation 14.2:

However, in order to use this equation to measure the angular deviation of a
point from the search axis, the point must be converted into a vector that shares
a common origin with the search axis. Applying this process to the coordinates
of each of the candidate trajectors assigns each candidate an angular deviation
from the preposition’s canonical direction.

The distance applicability of a candidate trajector can be computed using
the standard coordinate geometry distance formula for the distance between
two points and , given in Equation 14.3:

To create the topological spatial template for a projective preposition, the
angular applicability ratings must be combined with the distance applicability
ratings. This is done using the algorithm listed in Figure 14.8. This algo-
rithm requires the definition of a maximum allowable angle of deviation and
a maximum distance . Following the findings of (Gapp, 1995; Logan and
Sadler, 1996), the maximum angle of acceptability, , should be set to 90 .
To date, no ratio of the maximum distance to landmark size has been iden-
tified in the research literature. We propose that be set to the distance of
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Figure 14.8. Algorithm for combining the angular deviation and distance scores.

the candidate trajector (simply satisfying the linguistic description of the tra-
jector NP and within the maximum allowable angular deviation) farthest from
the spatial template origin. This means that the distance from the spatial tem-
plate origin does not preclude a candidate trajector from being considered as
the locative expression’s referent; however, it does affect its rating within the
process for selecting the referent. Moreover, by allowing the spatial template’s
maximum distance to vary depending on the context, the spatial template is
scalable to different situations. This process results in each candidate trajector
being assigned a rating within the spatial template. Figure 14.9 illustrates the
continuum created using the algorithm listed in Figure 14.8.

4.3 Perceptual Cues in the Viewer-Centred Frame of
Reference

At the beginning of Section 4, we proposed that the perceptual phenomenon
of object occlusion impacts on the spatial templates of the prepositions in front
of and behind in the viewer-centred frame of reference. We use two rules to
integrate object occlusion with the continuum model:
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Figure 14.9. Diagrams illustrating 2-D slices of angle, distance, and amalgamated spatial tem-
plate continuums. In these diagrams the darker the pixel the higher the applicability assigned
to the point. The landmark is located at the centre of each image. (a) illustrates applicability
gradation computed using Equation 14.2 (with search axis as the vertical axis and ).
(b) illustrates the gradation computed using Equation 14.3 ( set to a distance just inside the
border of the image). (c) highlights the search axis used and illustrates the continuum created
by merging the angular and distance applicabilities using the algorithm listed in Figure 14.8.

1 If we are interpreting a locative containing the preposition in front of
and there is a candidate trajector which partly occludes the landmark,
it is ascribed a maximum applicability rating within the viewer-centred
spatial template irrespective of the rating based on the continuum model.

2 If we are interpreting a locative containing the preposition behind and
there is a candidate trajector which is partly or wholly occluded by
the landmark, it is ascribed a maximum applicability rating within the
viewer-centred spatial template irrespective of the rating based on the
continuum model.

If there is more than one candidate trajector with the maximum applicability
rating we distinguish between them using a visual salience algorithm (based
on size and location within the view volume), see (Kelleher and van Genabith,
2004). Moreover, if the visual salience is inconclusive (i.e., the differences in
the saliences ascribed to the candidates is not sufficient to distinguish between
them) we treat the locative as ambiguous and the system asks the user for
clarification.

4.4 Resolving Frame of Reference Ambiguity

To date there have been several sets of psycholinguistic experiments on
frames of reference selection in spatial language. Carlson-Radvansky and
Irwin’s (1994) reports that when frames of reference are dissociated, more

β =  90°  
γ



224 SYNTAX AND SEMANTICS OF PREPOSITIONS

than one reference frame is initially activated and these active frames com-
pete. Carslon-Radvansky and Logan (1997) investigated the influence of frame
of reference selection on the construction of a preposition’s spatial template.
Their findings indicate that, if there is a competition between reference frames,
the construction of a preposition’s spatial template in one frame of reference
interferes with the construction of the spatial template in the other frame of ref-
erence. This interference between reference frames results in an amalgamated
spatial template which extends over the areas covered by both of the individual
spatial templates. Furthermore, the constituency of this amalgamated spatial
template differs from a spatial template constructed when there is no compe-
tition: there is no good region; the acceptable regions are bigger and the bad
regions are smaller; the regions that are rated as acceptable in both the viewer-
centred and intrinsic frame of reference have a higher acceptability rating in the
amalgamated frame of reference than those in the regions which are acceptable
in only one of the individual spatial templates. Carlson-Radvansky and Logan
(1997) concluded that when frames of reference are dissociated, the spatial
templates constructed for each of the competing reference frames should be
amalgamated using a weighting that reflects the bias towards a particular ref-
erence frame for a given preposition. With respect to the bias in this compe-
tition, Carslon-Radvansky and Irwin (1993) showed the where a preposition
is canonically aligned with the vertical axis, the absolute frame of reference
dominates its use, and findings in (Taylor et al., 2000) indicate that, in contrast
with the vertically aligned prepositions, there is a slight bias toward the intrin-
sic frame of reference for the horizontally aligned prepositions. Based on these
psycholinguistic findings we present an algorithm (Figure 14.4) for resolving
frame of reference ambiguity. Figure 14.10 illustrates the template resulting
from this process.

The weighting of 2:1 towards the viewer-centred frame of reference for
the vertically aligned prepositions is derived from an analysis of Carlson-
Radvansky and Irwin’s (1993) results. Although the work of Taylor et al.
(2000) does not quantify the bias toward the intrinsic frame of reference for
the horizontally aligned prepositions, a ratio of 1.1:1 in favour of the intrin-
sic frame of reference for horizontally aligned prepositions is assumed. While
there is a marginal difference across this ratio, it is sufficient to prefer the in-
trinsic frame of reference in the event of a tie.

4.5 Selecting the Referent

The semantic model described in the preceding sections allows us to model
the applicability of a preposition across a region. Using this model, a projec-
tive locative expression can be resolved by selecting a referent from the set of
candidate trajectors based on their location within a region and object occlu-
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1 if the frames of reference in a scene are dissociated then

(a) construct a spatial template for the preposition in both frames of
reference

(b) if preposition = above or below then

i multiply the ratings in the viewer-centred spatial template by
2

(c) elseif preposition = in front of or behind then

i multiply the ratings in the intrinsic spatial template by 1.1

(d) assign each point an overall applicability equal to the sum of its
applicability ratings in both spatial templates

(e) select the candidate with the highest overall applicability as the
referent.

frame of reference competition resolution algorithm.

Figure 14.10. Bird’s eye view of a 2-D slice of the spatial template for in front of created
using the algorithm listed in Figure 14.4.4. The landmark is located at the centre, the viewer
at the bottom, the search vector used to create the intrinsic spatial template is illustrated by
the line going from the landmark to the right of the image, the search vector used to create the
viewer-centred spatial template is illustrated by the line going from the landmark to the viewer’s
location.
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sion effects. However, the abstraction used to represent the candidate trajectors
impacts on this process as it affects the applicability ratings assigned to them
by the model. Most previous systems have used the centre of the candidate
trajector’s bounding box. There are, however, problems with this abstraction
for elongated objects. To account for this, we use the vertex in the candidate’s
3-D mesh which has the highest applicability rating to represent each candi-
date. This ensures that the candidate with a point at the highest applicability
will be selected as the referent.

5. Conclusions

In summary, the advantages of the LIVE interpretive framework described
in this paper are: it avoids the problems associated with using the landmark’s
bounding box centre as the spatial template origin in the viewer-centred frame
of reference; it offers a new model for the gradation of the preposition’s ap-
plicability across a 3-D volume; it is scalable and consequently it is able to
accommodate different size landmarks; it accommodates the impact of frame
of reference ambiguity on the construction of a spatial template model in terms
of amalgamated spatial template models and it accommodates the perceptual
cue of object occlusion.

Notes
1. For a model-theoretic analysis of locative expressions see (Zwarts and Winter, 2000).
2. An object’s bounding box is the minimal rectangle that encompasses the geometry of the object.
3. Although the use of a tripartite system is common in European languages, this is not universal with

many languages taking different approaches, see (Levinson, 1996) and (Levelt, 1996)
4. A viewport is the rectangular area of the display window. It can be conceptualised as a window onto

the 3-D simulation.
5. RGB: Red, green and blue; the primary colours that are mixed to display the color of picels on a

computer monitor.
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Abstract This paper outlines a relation-logical compositional semantics for the meaning
content of nominals using formal ontologies as semantic domains. Prepositions
are conceived as denoting binary semantic role relations between concepts in the
ontology. The ontology comes with ontological affinities specifying the admissi-
ble ontological combinations. The key idea is to establish a many-many relation
between lexical items and nodes in an ontology. This mapping is then systemat-
ically extended to phrases, appealing to a relational compositionality principle.
The paper focuses on the semantics of prepositions and prepositional phrases,
examining in particular disambiguation of nominal phrases containing multi-
ple embedded prepositional phrases, utilizing the ontological affinities. Danish,
which offers a rich system of prepositions, is used in the example material.

Keywords: Ontological semantics, prepositional semantics, semantic roles, generative on-
tologies, natural language processing.

1. Introduction

This paper outlines a theory of the semantics of prepositions and preposi-
tional phrases as modifiers of nouns. The semantics is based on two assump-
tions: on the one hand the existence of a formal ontology forming a lattice
whose nodes are simple or complex concepts generated by operations such as
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lattice meet, join and Peirce product. On the other hand, the existence of a
finite set of universal, that is, language independent, binary role relations such
as AGENT, CAUSE, PATIENT, SOURCE, TEMPORALITY and others. The role rela-
tions express possible relations among the nodes in the lattice constituting the
ontology. Thereby they make possible the generation of an infinite number of
ontological nodes in the lattice, thus establishing a generative ontology .

Each of the role relations places ontological restrictions on the arguments
acting as its relata. By way of example, the complex concept vitamin-
D[TEMPORALITY: winter], which represents the meaning of an English phrase
like vitamin D in the wintertime, seems to be ontologically inadmissible ac-
cording to a general principle of ontological or conceptual composition dis-
allowing stuff-denoting concepts, e.g. vitamins, to be conceptually modified
by temporal concepts. Thus vitamin-D [TEMPORALITY: winter] exemplifies
an ontologically inadmissible category in violating the ontological restrictions
which the TEMPORALITY relation places on its two arguments. By contrast, the
complex concept lack [WITH RESPECT TO: vitamin-D, TEMPORALITY:winter],
corresponding to an English phrase like lack of vitamin D in the wintertime, is
sanctioned by an ontology admitting temporal modification of states.

Prepositions are conceived as each realizing a subset of the finite set of role
relations. Thus, a very versatile Danish preposition like af (’of’) realizes a sub-
set including elements like AGENT, CAUSE, PATIENT, SOURCE, TEMPORALITY

and others, whereas a preposition like i (’in’) realizes fewer roles, among them
TEMPORALITY and LOCATION.

On the theoretical basis briefly laid out above, this paper addresses, in par-
ticular, the problem of disambiguating Noun Phrases (NPs) containing one or
multiple Prepositional Phrases (PPs). At the end of the paper we illustrate how
our approach makes it possible on a principled basis to capture paraphrase re-
lations among syntactically diverse constructions such as NPs containing PPs,
genitive constructions, and Noun-Noun compounds.

The semantic values of NPs and PPs are expressed by nodes representing
concepts in the formal ontology. PPs modifying nouns are treated as express-
ing conceptual specializations of the concept expressed by the noun. The po-
tentially infinite syntactic complexity of NPs containing PPs calls for a com-
positional semantics reflecting this infinity. This is achieved by generating an
infinity of nodes in the ontology as indicated above. The discarding or (partial)
disambiguation of NPs containing PPs is carried out by performing a check on
the ontological admissibility of the type of the arguments of a role relation. For
present purposes metonymy and live metaphors are disregarded.

The perspectives of this research are twofold: In the short term, to improve
information extraction and retrieval by enabling the system to generate and
compare relatively fine-grained ontological descriptions for queries and text
items in databases or knowledge bases, cf. (Andreasen et al. 2002). The

“

“
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long-term objective is to provide a contribution to a formal, ontology-based
semantics for a more comprehensive fragment of natural language expressions.

The structure of the remainder of this paper is as follows: Section 2 briefly
elaborates the notion of ’formal ontology’ by an example; section 3 addresses
the question of how to establish a systematic relationship between natural lan-
guage items and the concepts of a proposed ontology; section 4 discusses for-
mal meaning ascription to phrases using principles of relational composition.
Section 5 elaborates on the notion of generative ontology involving feature
structures. Section 6 introduces the notion of ontological affinities, and 7 sets
up an ontological semantics for nominals. Section 8 practices the semantics on
a selection of Danish NPs containing modifying PPs. Section 9 illustrates how
paraphrases among syntactically diverse construction types may be recognised
by the approach proposed. Section 10 sums up the results of the paper.

2. Formal ontologies

In the present context an ontology is conceived of as a general description
of the concepts in a domain structured by an inclusion ordering of the concepts
in terms of sub- and superconcepts, see further e.g. (Guarino 1995) and (Smith
2002). Ontologies are abstract classifications not subject to physical require-
ments on linear ordering and arrangement. This facilitates making integrated
use of more flexible and complex non-hierarchical forms of categorization such
as lattices, where a concept may have more than one immediate superconcept.
For instance, in the ontology shown below, object and stuff may overlap in a
category of portion. In the ontology, closely related concepts are placed closer
to each other in the lattice than non-related concepts, and we use nominalised
forms consistently in order to support the relation of concept inclusion.

2.1 Skeleton ontology

By way of illustration, below we have sketched a fragment of a so-called
skeleton ontology, that is to say, only the inclusion relation (the isa-relation)
is considered. As it appears, the universal top category divides into material
concepts, substance, and occurrent.

univ

substance occurrent

The category occurrent, in turn, divides as follows

occurrent

event state

action lack disease

treatment diabetes

meaning that the category diabetes is a subcategory of disease, which is a

state, etc.
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The category substance has the subcategories object and stuff with their
subcategories

Here it should be observed that portion appears twice by virtue of its pos-
sessing a dual nature of object and stuff, and implying that the skeleton ontol-
ogy is not strictly hierarchical.

Ontologies in our conception are extra-linguistic, language independent log-
ical structures. Thus the above labels object, stuff, etc., are names of the meta-
language. The factual relationship that any is a , corresponds to the logical
clause .

However, in the subsequent formalization object-language concepts , ,
etc., appear encoded as terms in a logic with distinguished ontological pred-
icates as in . This meta-logical set-up complies with definite clause
grammars.

2.2 Ontology with semantic roles

In addition to the relation of concept inclusion, the ontology comprises a
number of binary role relations holding between pairs of concepts, e.g. rela-
tions such as AGENT, PART-OF, PATIENT, LOCATION. In our formalization these
roles are represented as attributes attached to the concept labels as explained
in section 5. This enrichment facilitates the adoption of ontologies as semantic
target domains.

3. The relation between lexicon and ontology

The relationship between a natural language lexicon and an ontology is es-
tablished by a relation lex. In the case of nouns the lex relation is realized
as:

where noun is an appropriately normalized (lemmatized) word form and con-
cept is a node label in the ontology. Thus we may have examples like lever
(liver), represented as:

displaying the polysemy of this word between its organ and foodstuff senses,
cf. the ontology outlined above. Conversely, synonymy can be expressed thus:

object stuff
person portion foodstuff

organ portion vitamin
child medicine liver2

liver1 tocopherol

lex (noun, concept)

lex (lever, liver 1)

lex (lever, liver 2)

p q
q (X) p(X)

isa (p,q)

p q
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The relation lex establishes a multi-valued mapping of nouns into nodes in
the proposed ontology forming the semantic domain in our semantics, and,
conversely, lex establishes a multi-valued relation from the concepts in the
ontology to the lexical items. The mapping from the Danish lexical items
lever, E-vitamin, and tokeferol to the appropriate nodes in the ontology can be
illustrated like this:

Figure 15.1. Lexicon and Ontology

Thus lex is not a genuine lexical relationship in the sense of holding between
lexical items, cf. e.g. (Cruse, 1986), rather, it is a relation between lexical
items and non-linguistic objects, namely concepts which are abstractions of
real world entities. Thus, our approach appeals to a realist account of language.

In the case of prepositions, the lex-relation is somewhat different from what
we have just seen for nouns. We propose that the semantics of prepositions
should be expressed as subsets of a presumed universal set of role relations
holding between the concepts in the ontology. As already mentioned, among
the role relations we find such as the PATIENT relation, occurring in exam-
ples like behandling af sukkersyge (

’

treatment of diabetes’), where diabetes
assumes the role of PATIENT, which is but one out of the many relations which
can be expressed by the preposition af (

’

of’). The representation in this case
would allow the second argument of the lex-relation to be the name of a rela-
tion:

lex(E_vitamin, tocopherol)

lex(toke ferol, tocopherol)
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4. Formal meaning ascription

Generally speaking, the process of mathematical (logico-algebraic) mean-
ing ascription to a class of linguistic phrases may be achieved by a bi-
nary semantic relation holding between the pertinent phrases and appropriate
meaning-carrying mathematical objects:

In traditional Montagovian semantics, cf. e.g. (Dölling, 1995), these objects
take the form of set- or function constructs over abstract domains of primitive
entities. In the present exploration, the semantic objects are constituted by al-
gebraic terms in an algebraic lattice enriched by feature structures. This means
that the semantic objects may be conceived as nodes of a formal ontology,
which becomes generative by virtue of the recursive productivity of terms. The
simplest case of an ontological semantics for nouns is trivially formalized by
appealing to the mapping relation lex, which holds between lexical items and
corresponding nodes in the ontology. This is expressed as the definite logical
clause

with variables identified as upper case letters being universally quantified by
default. In the more general semantics developed in section 7 this clause covers
the case of an NP realized by a single noun.

4.1 Relational compositionality

A fundamental principle in phrase-directed formal semantics is the notion
of compositionality, according to which the object representing the meaning of
a phrase is formed systematically by (functional) composition of the meanings
of its sub-phrases, cf. e.g. (Janssen, 1997). We employ relational meaning
composition, generalizing the notion of functional composition. Relational
composition facilitates the handling of ambiguities inherent in the phrase or
stemming from the absence of an embracing context for the phrase. Disam-
biguation and elimination of compositionally ill-formed formal meaning ob-
jects, is then to take place in a constraint resolution process as explained in
section 7 below. Therefore, in general the sem-relation mentioned above as-
sociates multiple nodes with a given phrase in the case of homonymous and
polysemous expressions. The multiplicity of readings is reduced when phrases
are combined with other phrases in the context, subject to the category con-
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straints expressed in the ontology. Lexical items and phrases expressing cate-
gory mistakes lack associated nodes, and, conversely, in the ontology there are
concept nodes without any associated lexical manifestation. The remainder of
this paper explores the ontology-based semantic relationship between natural
language phrases and their conceptual content, and presents formalizations for
an interesting fragment of nominal constructions.

5. Generative ontologies with feature structures

A skeleton ontology comprises a finite number of concepts, but linguistic
phrases call for a semantic target domain comprising an infinitude of com-
pound concepts. The process of forming compound concept terms may be
achieved by introduction of ontological relationships acting as binders between
the concepts in the skeleton ontology. The compound algebraic terms intro-
duced in the ontology may then be shaped as feature structures, cf. (Carpenter,
1992) and (Rounds, 1997):

where the attribute names are semantic roles holding between the header
concept and the -concept sub-terms . Argument concept terms are them-
selves either concept constants (non-compound concepts in the skeleton ontol-
ogy) or compound concept terms. Thus, the feature structure may be nested,
giving rise to an infinity of ever more specialized concepts and thus endowing
the ontology with generativity. Attachment of a feature structure to a concept
formally represents a restriction on that concept, so that the compound term
attaches to a node below the header concept in the ontology:

The resulting feature-structured semantic objects are reminiscent of the se-
mantic structures in (Davidson, 1967) as well as in the generative lexicon ap-
proach (Pustejovsky, 1995). However, the semantic terms come here as an
integral part of a supporting formal ontological framework. In the logico-
algebraic context of distributive lattices the feature structure may
be formalized as an algebraic conjunction (lattice meet):

where the infix operator is the so-called Peirce product, see (Brink et al.
1994), with being a binary relation, cf. also the proposal of
(Nilsson, 2000). Thus the adopted semantic domain set-up is logico-algebraic
in the tradition of, e.g., (Bach, 1986) and (Link, 1992). Actually, this form of

isa(C[r : C ], C)

c  (r1 : 1)ϕ

i

ri

r1

c [r1 : 1]

c c

 ( : )
ONTOLOG
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relational algebra is an algebraic counterpart of basic description logic. It is
important to realize that the feature names function also as binary relations
between concepts in the ontology spanned by the terms.

6. Ontological affinities and generative ontologies

Formally, complex concept terms may be formed by freely combining con-
cept labels with roles into feature terms. However, for ontological reasons, se-
mantic roles do not combine freely with concepts in the ontology. For instance,
temporal concepts apply to events but not to substances. The ontologically ad-
missible combinations of concepts and role relations are to reflect preclusion
of category mistakes, cf. e.g. (Ryle, 1949) and (Sommers, 1963). They may
be declared as so-called affinities imposed on the ontology:

This affinity licenses the compound term as an admissible concept
through the rule:

which establishes an inheritance principle for affinities, assuming monotonic
inheritance. This means that a stated affinity subsumes all its ontological spe-
cialisations. We further appeal to an ontological well-formedness principle
admitting simultaneous presence of distinct roles:

For instance, the complex concept lack [WITH RESPECT TO: vitamin-D,
TEMPORALITY: winter] is licensed by this clause in that the roles WITH RE-

SPECT TO and TEMPORALITY are distinct. Some roles, however, may appear
repeatedly at the same level in a feature structure. Such cases would have to
be accommodated by additional clauses. Furthermore, for all role relations an
inversion principle is in effect such that for any affinity it

is complemented by , where is the inverse relation of
. The inverse relation is bound to exist mathematically. Sometimes it has its

own role name as in the pairs CAUSE/CAUSED-BY, COMPRISE/PART-OF, etc., in
other cases it does not.

As mentioned in section 5, a generative ontology comes about by extend-
ing the skeleton ontology with affinities licensing the ontologically admissible
complex concepts in the top ontology. Consider a top ontology with ontologi-

“ ”

r

c[r : c ]

affinity
affinity

r
 r -1 r -1, ,
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cal principles to the effect that substances are ontologically admissible parts of
substances, events can ontologically admissibly comprise events (the inverse
of the POF relation), and an object (which is a subtype of substance, cf. the
ontology outlined in section 2) can play the role of agent in an event. Formally
such affinities are stated as factual clauses like:

The ontology becomes potentially infinite due to recursive definitions (as for
POF above) similar to recursive production rules for formal languages. These
affinities together with the isa-spanned skeleton ontology restrict the free gen-
eration of compound concept terms as specified by the predicate wfconcept.
Methodologically, the empirical study of admissible affinities (cf. category
mistakes) may thus guide the design of top ontologies.

Alternatively, the ontology may be explicated and specified as a grammar as
in (Andreasen & Fischer Nilsson, 2003), cf. also (Jackendoff, 1990). If so, the
concepts become non-terminals, and the syntactic derivation relation forms the
opposite of the isa-relationship.

The analysis of French instrumental prepositions in (Mari, 2004) and
(Mari & Saint-Dizier 2004) aims at accounting for the distribution of instru-
mental prepositions and the constraints they impose on their environment.
Their language-dependent, bottom-up approach contrasts with our language-
independent, ontology-based attempt at a top down analysis. The former
approach distils out details in the interaction of senses, whereas the present
methodology aims at an abstract language independent model for compatibil-
ity of concepts. The two approaches differ in their formalisation principles
(functional vs. relational) making it difficult to assess their compatibility.

7. Compositional ontological semantics for nominals

The meaning of a syntactically and ontologically well-formed NP is repre-
sented as one or more nodes in the proposed ontology. In principle, of course,
the aim is for the generative ontology to account for all types of NPs, e.g. with
Noun-Noun compounds as heads, adjectival modifiers, genitival determiners
and all combinations of these. Here we focus on nominal phrases with em-
bedded PPs. In contrast to the Montagovian tradition, which emphasizes the
logical function of NPs in the sentence, we focus on the conceptual content
of each NP, which is why, under our view, there is no need to pay special at-

affinity(substance, pof, substance) (PART-OF) 

affinity(event, pof, event)  (PART-OF) 

affinity(event, cmp, event)  (HAVING-PART) 

affinity(event, agt, substance)  (AGENT) 

affinity(state, tmp, time)  (TEMPORALITY) 

affinity(lack, wrt, any)   (WITH RESPECT TO) 
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tention to the semantic contribution of determiners, contrast e.g. (Francez &
Steedman, 2004).

In what follows we treat NPs with optional PPs, limited to two for the sake
of simplicity and without essential loss of generality. We leave out of account
any determiners the NPs might contain. As mentioned in section 3, the rela-
tion lex accounts for the relationships between prepositions and semantic roles
forming a subontology. This relation is many-many since a preposition may
realize different roles in different contexts, and the same role may be realized
by different prepositions. Logical clauses for a compositional onto-semantics:

Recall that an NP containing two PPs is inherently syntactically ambigu-
ous, since the PPs may or may not be nested. Thus both the second and the
third clause potentially apply to the case of two PPs as exemplified in the next
section. Here wfconcept functions as an admissibility condition: in the logi-
cal constraint resolution the affinity check assists lexical and structural disam-
biguation.

8. Prepositions and semantic roles in Danish

Affinity declarations can be viewed as admissibility conditions on semantic
role relations in the sense that two concepts can only be related by a role rela-
tion provided that each concept is of a type or subtype licensed by an affinity
declaration.

8.1 Language independent semantic roles

In the present framework, the semantics of prepositions is modeled by al-
gebraic sums of roles picked from a presumed finite, universal set. The exact
membership and nature of this set is a matter of dispute, cf. (Wechsler 1995:
Chapter 1). The following table is intended to give an impression of some of
those role relations which we consider plausible candidates for membership of

sem(noun(N), C) lex(N, C)

sem(n_pp(N, [Prep, Np]), C[R : C1]) 

lex(N, C) lex(Prep, R)

sem(Np, C1)

wfconcept(C[R : C1]) 

sem(n_pp_pp(N, [Prep1, Np1], [Prep2, Np2]), 

C [R1 : C1, R2: C2]) 

lex(N, C) lex(Prep1, R1) lex(Prep2, R2)

sem(Np1, C1) sem(Np2, C2)

wfconcept(C[R1 : C1, R2 : C2]) 
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the universal set (cf. (Fillmore, 1968: 24-25), (Stockwell et al., 1973: Chapter
2), (Somers, 1987), (Sparck Jones & Boguraev, 1987), (Madsen et al., 2001)):

The relations mentioned here should be regarded as forming a top ontology
for role relations, while not mentioning their possible sub-roles. For instance,
the TMP role is a super-role of INCEPTION, CULMINATION, DURATION and oth-
ers. Likewise, CHR serves as cover term for a number of sub-roles expressible,
for instance, by adjectives denoting colour, size, disposition, etc. In sum, the
table above presents only a crude approximation to the very refined system of
universal, language independent relations, and we currently make the simplify-
ing assumption that the relations mentioned here form their own flat lattice,
which in further research will be refined to form a more complex structure of
relations.

8.2 Danish prepositions

Turning next to the description of the semantics of a subset of Danish prepo-
sitions, the table below indicates some of the role relations which each prepo-
sition may express .

“ ”

1
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By means of the lex-relation introduced in section 3, we can now posit lexi-
cal entries for nouns

and for the prepositions af, med, i, fra

Applying the rules of composition given in section 7, ontology-based se-
mantic representations for N-PP structures (with possible embedded PPs in the
PP following the head noun) and for structures with consecutive non-embedded
N-PP-PP structures can now be generated.

8.3 The case of one PP

Consider first the example behandling af børn (treatment of children). The
n pp rule will return two ontologically admissible results. First we get treat-
ment [AGT: children]. This representation is licensed since children are on-
tologically admissible agents. They may, for instance, minister treatment to
their pets, and so the relevant affinity declaration for the AGT-relation, i.e.

allows this. The second admissible
conceptual representation is: treatment [PNT: children]. Generally speaking,
there are very few restrictions on what is an ontologically admissible patient.
Anything from occurrents (comprising events and states) to physical objects
seems to be a possible patient: One can treat sorrows as well as sores. For
present purposes, we shall allow anything (univ) to be a patient, assuming the
affinity declaration: . On the other hand, the fol-
lowing representations will be rejected, since no affinity will allow them. First,
treatment [POF: children] is ontologically ill-formed, since physical objects
like children cannot form part of events. Quite similarly, treatment [MAT: chil-
dren] is ruled out since an event such as a treatment is not made of physical
objects like children.

8.4 The case of multiple PPs

We shall not consider the following two complex examples in detail, but
restrict ourselves to mentioning that the and clauses together

lex(behandling, treatment)

lex(brn, children)

lex(sukker syge, diabetes)

lex(medicin, medicine)

lex(af, agt), lex(af, pnt), lex(af, pof), lex(af, mat)

lex(med, bmo), lex(med, chr)

lex(i, loc), lex(i, tmp), lex(i, pof)

lex(fra, src), lex(fra, tmp), lex(fra, pof)

affinity(event,agt,intentional_agent)

affinity(event ,pnt ,univ )

n_pp_ppn_pp

_
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allow conceptual representations with non-nested as well as nested role rela-
tions and combinations of these, too. Consider the phrase behandling af børn
med medicin (treatment of children with medicine). Among other results, the

clause will return the following ontologically admissible representa-
tion in which the relations expressed by the prepositions af and med, respec-
tively, are both seen to pertain to treatment, that is, they are not nested. A
rough paraphrase of the representation below is treatment affecting children
and carried out by means of medicine:

This should be compared with an example like behandling af børn med
sukkersyge (treatment of children with diabetes). In this case, consecutive ap-
plications of the rule will return the following nested conceptual struc-
ture. Paraphrasing the conceptual structure, we get treatment affecting children
having the diabetes-property:

In the case of behandling af børn med sukkersyge (treatment of children
with diabetes), the clause would return:

were it not for the fact that a state of illness cannot be a property of a treatment,
that is, there is no affinity declaration combining process, CHR, and state
licensing the concept

Finally, consider behandling med medicin af børn med sukkersyge (treat-
ment with medicine of children with diabetes). In this case the clauses would
interact to return the ontologically admissible representation:

where we have a nested compound concept at the same level as a non-nested
one, yielding the interpretation: treatment (carried out) by means of medicine
and affecting a child characterized by the diabetes-property.

9. Identifying paraphrases

The general principle of compositional semantics appealed to in the present
approach can expressed as the clause

sem(phrase(P1, P2), C)

sem(P1, C1)  sem(P2, C2)  

combine(C1, C2, C)

V V

n pp pp

n pp

n pp pp

treatment [PNT: children, BMO: medicine]

treatment [PNT: children [CHR: diabetes]]

treatment [PNT: children, CHR: diabetes]

treatment [CHR: diabetes].

treatment [BMO: medicine, [PNT: children [CHR: diabetes]]

_ _

_

_ _
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where and are subphrases and the resulting semantic concept value
is formed by , which in turn appeals to well-formedness
check as explicated in section 6.

It is our contention that this general principle subsumes genitive constructs
and Noun-Noun compounds in addition to the N-PP constructions already dis-
cussed. Consider the examples sygdommens behandling (lit. the disease’s
treatment) and sygdomsbehandling (lit. disease treatment), which are near-
paraphrases of N-PP construction behandling af sygdommen (treatment of the
disease). Since the three NPs are paraphrases, they should be assigned the
same conceptual representation, which, according to the compositional princi-
ples given in section 7, is treatment[PNT: disease].

For the case of the genitive construction this is achieved by the clause

where suggests possible role relations yielding, among oth-
ers, treatment[PNT: disease] and treatment[POF: disease] as ontologically
admissible, although it is disputable whether the latter is ontologically accept-
able. This appeal to abductive derivation of a role should be contrasted with the
use of lex in section 7 for providing the role relation associated with the per-
tinent preposition. We envisage a similar abductive treatment of Noun-Noun
compounds.

10. Conclusion

We have presented a theory of the semantics of prepositions based on the
notion of generative ontologies. Generative ontologies are formed by means
of rules for combining concepts by means of binary semantic roles. The rules
given as clauses express ontological affinities which rule out category mistakes.
In our ontological semantics the semantic objects are formal, logico-algebraic
objects in contrast to the informal image schemata of cognitive semantics in
(Langacker, 1987) and (Talmy, 2000). The notion of generative ontology is
inspired by the generative grammar paradigm and provides semantic domains
for a compositional ontological semantics for NPs containing PPs. On the
other hand, in contrast to traditional logical semantics, which strongly em-
phasizes the semantic contribution of determiners, our ontological semantics
places decisive weight on the conceptual semantics of the nominal parts of
NPs and their modifiers such as PPs. We have outlined how, in principle, the
present approach can be extended largely unchanged to genitive constructions
and Noun-Noun compounds.

V V

sem(np_ gen(N1, N2), C2[R : C1]) 

lex(N1, C1)  lex(N2, C2)  

genitive_abduce(C1, C2, R)

P1  P2 C
combine(C1,C2,C)

genitive  abduce 

2

_
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Notes
1. (Diderichsen, 1971: 70) enumerates the following prepositions as the central ones in Danish: ad

(

’

along’), af (

’

of’), efter (

’

after’), for (

’

for’,

’

in front of’), fra (

’

from’), gennem (

’

through’), hos (

’

at’), i
(

’

in’), med (

’

with’), mellem (

’

between’,

’

among’), mod (

’

against’), om (

’

about’), over (

’

over’), på (

’

on’), til
(

’

to’), under (

’

under’), ved (

’

near’,

’

at’) . Others are: før (

’

before’), imod (

’

against’), nær (

’

near’), omkring
(

’

around’), uden (

’

without’).
2. For a comprehensive, formal account of prenominal genitives see (Vikner & Jensen, 2002).
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Abstract The Japanese postposition no is one of the most frequently used postpositions in
Japanese. The meaning of this postposition corresponds roughly to the preposi-
tion “of” and the possessive marker “’s” in English. Typically, no forms a noun
phrase, no . The meaning of this noun phrase depends not only on the
semantic properties of occurring in the construction but also on contextual
information.

In this paper, we conduct a syntactic and semantic analysis of no. We claim
that there are two kinds of no in no constructions: one is a marker of
complement, and the other is the head of an adnominal phrase, no, which
modifies a noun phrase . From a semantic point of view, the meaning of
an no construction can be uniformly represented regardless of no’s
syntactic property: . Determining the relation

is crucial for (semantic) interpretation of no constructions. In some
cases, the interpretation of depends on the semantic property of the , which
may have more than one possible meaning. In other cases, the interpretation of

may be contextually determined.
Adopting the Segmented Discourse Representation Theory (SDRT) (Asher

and Lascarides, 2003) as the framework for our analysis, we demonstrate, with a
case study, how to derive the most plausible interpretations of s with no from
contextual information.

Keywords: Japanese postposition no, context dependent interpretation, SDRT, Generative
Lexicon
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1. Introduction

Typologically, the Japanese language is an SOV language, and shows many
of the grammatical features of this category. That is to say, the Japanese lan-
guage is a head-last language, in which head constituents always appear at the
end of any phrases. This language therefore uses postpositional, as opposed to
prepositional, particles as follows:

(1) Naomi ga Pari ni yuujin to it-ta
Naomi Paris friend with went
‘Naomi went to Paris with her friends’

No is one of the most frequently used postpositions in Japanese. The mean-
ing of this postposition corresponds roughly to the preposition “of” and the
possessive marker “’s” in English.

The following phrases are examples of constructions containing no:

(2) Naomi no haha
Naomi mother
‘Naomi’s mother’

(3) machi no hakai
city destruction
‘destruction of a/the city’

(4) Toyota no kuruma
Toyota car
‘a car made by Toyota’

(5) sencho no chichi
captain father
‘one’s father, who is a captain,’ ‘a/the captain’s father’

(6) Sheekusupia no hon
Shakespeare book
‘Shakespeare’s book,’ ‘a book on Shakespeare,’ ‘a book written by Shakespeare’

(7) Pari no ie
Paris house
‘a house in Paris’

(8) Naomi no chiimu
Naomi team
‘Naomi’s team,’ ‘the team that Naomi expects to win,’ etc.

(9) San -nin no haha
Three .person mother
‘Three mothers,’ ‘the mother of the three (persons)’

NOM GOAL

CL

NP
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Many scholars have already addressed how to interpret no con-
structions. Shimazu, Naito, and Nomura’s (1986) study represents a conven-
tional approach: they classify nouns’ semantic properties into several cate-
gories (e.g., animate, material, location, and others), classify semantic relations
that stand between and (e.g., possession, whole-part relation, modi-
fication, etc.), and propose heuristics to construct the meaning of the whole

from the constituents’ meanings. Other researchers have analyzed the
no construction as an abbreviated form of related relative clauses. For
example, Hirai and Kitahashi (1985) classify the semantic structures of noun
phrases with relative clauses, and apply the same criteria to the analysis of
no constructions.

More importantly, however, every researcher concurs that an no
construction has a variety of meanings, and that its interpretation depends
heavily on context information. Many scholars classify the meanings of the

constructions with no, and attempt to formalize the method in order of
deriving the overall meaning of an no from the meanings of its con-
stituents without recourse to context. However, there are few researchers that
attempt to interpret these constructions using context information.

In this paper, we will conduct a syntactic and semantic analysis of no, and
demonstrate, with a case study, how context information is crucial to the in-
terpretation of s with no. For this study, we will adopt the Segmented Dis-
course Representation Theory (SDRT) of Asher and Lascarides (2003). Fi-
nally, we will discuss relevant topics such as how to interpret possessive ex-
pressions in English, and how to prepare necessary information to compute the
meanings of s.

2.

We employ Head-Driven Phrase Structure Grammar (HPSG) (Pollard and
Sag, 1994) and Japanese Phrase Structure Grammar (JPSG) (Sirai and Gunji,
1998; Gunji and Hasida, 1998) as the framework for our syntactic analysis.
As we have shown elsewhere (Kikuchi, 2000), there are two kinds of no in
no constructions: one is a marker of complement (e.g, (2), (3)), and the
other is the head of an adnominal (e.g., (4), (6), (7)).

In the former case, the noun phrase must have non-empty fea-
ture value. Typically, this type of is a predicative noun, which consists of
a verb with the light verb suru (e.g., hakai ‘destruction’ suru hakai-suru
‘destroy’), or a function/relation noun denoting an entity (e.g., haha ‘mother,’
mae ‘front,’ ondo ‘temperature’).

In the latter case, no’s part of speech is adnominal, and it has non-empty
(hence ) feature value. We analyze typical possessive structure

NP1 NP2

NP1 NP2

NP1NP

NP2

NP1

NP2

NP1 NP2

NP

NP1 NP2

NP

NP

NP1

NP2

NP2

NP2
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such as Naomi no neko ‘Naomi’s cat’ as the case in point (cf. note 2). Naomi
no is an adnominal phrase that modifies neko ‘cat.’

In the next section, we propose that the meaning of an no construc-
tion can be uniformly represented regardless of no’s syntactic property. Even
so, we claim that we should treat these two kinds of no separately. The main
reason is that the complement marked by no appears as a gap in a long-distance
dependency construction (e.g., (10), (11)), but the case of adnominal no (e.g.,
(12)) does not function in the same way:

(10)

(11)

(12)

Since only the elements in feature value can be bound with its filler in
a long-distance dependency, the above examples show that this kind of no is a
real complement.

3. Semantic Analysis of No

We need to keep in mind that the Japanese language has neither plu-
ral/singular markers nor indefinite/definite determiners. Consequently, in in-
terpreting , there always exist ambiguities between definite and indefinite
readings, and between plural and singular readings. Moreover, there are sev-
eral ambiguities in the interpretation of no constructions.

We hypothesize that, regardless of no’s syntactic behavior, the meaning of
an no construction can be represented as follows :

 a. ie no mae ga akichi  -da

 house  front NOM vacant  COP

‘(the) house s front lot is vacant’ 

 b. [[φi mae ga akichi -da] to Naomi ga shinji-teiru] iei

   front NOM vacant COP COMP Naomi  NOM believe  house 

‘(the) house whose front lot Naomi believes is vacant’ 

’

 a. (kono) sakana no ryori ga taihen -da

  
(this) fish  cooking NOM hard COP

‘(this) fish is hard to cook’ 

b. [[φ i r yori ga taihen -da] to Naomi ga omot-teiru] sakanai

cooking NOM hard COP COMP Naomi NOM believe  fish 

‘(the) fish which Naomi thinks is hard to cook’ 

a. Naomi no neko ga Taro ni kamitsui-ta

Naomi  cat NOM Taro GOAL bit 

‘Naomi s cat bit Taro’ 

b. ?? [φi neko ga Taro ni kamitsui-ta] Naomi

  cat NOM Taro GOAL bit Naomi 

‘Naomi, whose cat bit Taro’ 

’

NP1 NP2

ARG-ST

NP

NP1 NP2

NP1 NP2

2

3
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(13) Uniform Representation of an NP no NP Construction

Here, and represent that is the object denoted by and
is the object denoted by . represents the relation between and .

In the case that no is a complement-marker, the meaning of machi no hakai
‘destruction of a/the city,’ for instance, is represented as follows:

(14)

In this case, both and are unified with . That is, the ‘destroy’
event is described by the whole , and the destroyed object is represented by
machi ‘city.’

Similarly, in the case that no is an adnominal, the meaning of Naomi no
neko ‘Naomi’s cat,’ for instance, is indicated by the following:

(15)

and are replaced with and , respectively. Furthermore,
in (13) is replaced with a new relation .

Kikuchi and Sirai (2002) classify the semantic patterns of no con-
structions according to how the relation is derived:

(A) largely determines the relation: is either a spatio-temporal lo-
cation, which modifies , or a person/institution, to whom the referent
of belongs (e.g., (7) and the possessive interpretation of (6)).

(B) mainly determines the relation: If refers to an event, a rela-
tion, or a function, then the referent of functions as its argument.
If refers to an object, then its qualia structure (Pustejovsky, 1995)
determines the relation between and (e.g., (2), (3), and (4)).

(C) Neither nor determines the relation. In some cases, is con-
textually determined. In the other cases, is equal, that is, and
refer to the same object.

Although there are restrictions on the semantic properties of s that appear in
(A) and (B) cases, typically there are several ambiguities in the interpretation
of no constructions. Therefore, we have to determine from context
information which interpretation is most plausible.

4. Framework of Context-Dependent Interpretation —
SDRT

In the previous sections, we have demonstrated that no construc-
tions are ambiguous both syntactically and semantically. Even if is a func-
tional/relational noun, no is not necessarily its complement; it may be an
adjunct, as in (5).

λy[NP1 (x)  NP2(y)  R(x, y)] 

V V

λe [city(x)  destroy(e, z, x)] 

V

λy[Naomi(x)  cat(y)  own(x, y)] 

V V

NP1(x) NP2(y) x yNP1

NP2 R(x,y) x y

NP2 R estroyd

NP1 NP2 Naomi cat 
own

NP1 NP2

R

NP1 NP1

NP2

NP2 NP2

NP1

NP2

NP2NP1

NP1 NP2 R
R NP1 NP2

NP2NP1
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(5) sencho no chichi
captain father
‘one’s father, who is a captain,’ ‘a/the captain’s father’

Furthermore, since the Japanese language lacks definite/indefinite determiners,
we need context information in order to determine whether an denotes a
specific individual or a non-specific one.

We adopt Asher and Lascarides’ SDRT (Asher and Lascarides, 2003) as
the framework for computing the pragmatically preferred interpretation of dis-
course. SDRT is an extension of (underspecified) Discourse Representation
Theory (DRT) (Kamp and Reyle, 1993) to include rhetorical relations such
as Narration and Parallel. It distinguishes among several levels of discourse
interpretation: lexical, syntactic (compositional), pragmatic, and cognitive
levels. Simply put, various ambiguities are represented with underspecifica-
tions in these levels. The discourse is represented as an , which is a recur-
sive structure composed with labeled underspecified logical forms and rhetori-
cal relations between the labels. It is updated with a new utterance (sentence) to
include both old (the context’s) and new (the current utterance’s) information,
to resolve some underspecified conditions, and to attain the maximally coher-
ent interpretation. They propose the Maximized Discourse Coherence (MDC)
principle in order to select the best updated discourse from possible updated
discourses. As Asher and Lascarides (2003) have stated, the MDC principle
captures the scalar coherence of a discourse interpretation, and essentially rests
on the following rules:

1 All else being equal, the interpretation is more coherent if there are more
rhetorical connections between two items in a discourse.

2 All else being equal, the quality of coherence of the interpretation is
higher if there are more anaphoric expressions whose antecedents are
resolved.

3 All else being equal, an interpretation which maximizes the quality of
its rhetorical relations is more coherent than those that do not.

5. Case Study

In this section, we rely on the MDC principle to explain how to arrive at the
most plausible interpretation(s) of no constructions. We will consider
the following noun phrases: sencho no chichi, and Taro no kuruma.

5.1 Case where depends on the existence of the NP’s
referent

As the first example, let’s examine an interpretation of sencho no chichi
where the relation between sencho ‘captain’ and chichi ‘father’ depends on

R

NP

4

S RSD
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whether the referent sencho or chichi is given in the context. The semantics
of sencho is roughly represented as , and chichi is a relational
noun that represents the father of some discourse entity. As we discussed in
section 3, the semantics of sencho no chichi is represented as follows:

(16)

Sencho no chichi has (at least) two interpretations: ‘one’s father, who is a
captain’ and ‘the captain’s father.’ These semantics are represented as (17) and
(18), respectively:

(17)

(18)

in (16) is replaced with in (17), and it is unified with
in (18). In reality, it is difficult to get the latter reading without

appropriate context. We can explain this fact in terms of the MDC principle.
If the argument of chichi ‘father’ is identified, the referent (the father) is also
identified. In other words, the referent of the whole phrase sencho no chichi is
unidentified if the argument of chichi ‘father’ is unidentified. In (17), there is
only one unidentified entity, the referent (the father), because its argument may
be assumed to be the speaker according to the Japanese convention. In contrast,
the speaker cannot be the candidate for the argument in (18). Therefore, there
are two unidentified entities in (18), the referent and its argument. We can
conclude from the MDC principle that this interpretation is less preferable to
the first interpretation without appropriate context.

5.2 Case where is derived from context information

As the second example, let’s examine the two cases in which the relation
is derived from context information. Here, we use schema (13) from section 3
to represent the meaning of Taro no kuruma ‘Taro’s car’ as follows:

(19)

Determining the relation is crucial, and we will examine this phrase’s inter-
pretation in two different discourses, one of which consists of (20.i) followed
by (21), and the other consists of (20.ii) and (21). Without any context, the
most plausible interpretation of this phrase is a possessive reading (case A in
section 3).

(20) i. Taro ga jiko ni att-ta.
Taro accident met
‘Taro had an accident’

ii. Taro ga not-ta takushii ga jiko ni at-ta.
Taro rode taxi accident met
‘The taxi that Taro rode had an accident’

R

x[captain(x)]

y[captain(x) father (y,z)  R(x,y)] 

y[captain(x) father (y,z)  =(x,y)] 

y[captain(x) father (y,x)] 

= (x,y)
father (y,x)
 R(x,y)

R

y[Taro(x) car (y) ]R(x,y)

R

5
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We assume that the lexical item jiko ‘accident’ denotes a complex event
which is composed of two events, and , where is the head event of this
complex event and the non-head event precedes and partially overlaps with

. We also assume that the semantic representation of jiko ni atta ‘had an
accident’ can be illustrated by (22) :

(22)

In the illustration, an agent is doing an underspecified event ,which is
shown by , and he/she meets with an unfortunate event .

We will first examine the interpretation of discourse (20.i)-(21) for which
grammar produces (23) as the semantic representation (simplified):

(23)

(21) Taro no kuruma ga koware-ta.

 Taro  car NOM damaged 

 ‘Taro's car was damaged’ 

e0 e1 e1

e0

e1
6

e0x
e1e0 x,( )Act ing ?
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Here, and are the labels of the logical forms for the utterances (20.i) and
(21), respectively. means that is underspecified, and means that
the content of logical form is presupposed. Moreover, represents that
there holds some rhetorical relation between and . In the above illustration,

and represent that there is some rhetorical relation
between and some part of the context. Tense and aspectual information are
ignored for simplicity.

Possible candidates for in (23) are the possessive relation (case A
in section 3), and the event-relations derived from the qualia structures of the
lexicon kuruma ‘car’ (case B). According to Generative Lexicon theory (Puste-
jovsky, 1995), we can assume that and are designated in kuruma’s
telic quale and agentive quale, respectively. Therefore, these event-relations
are also the candidates for . Replacing in (23) with these candidates pro-
duces the possible updates of the discourse representations. We will show the
result when is unified with in (24):

(24)

In the case that is unified with or , the event in can be
unified with the event in . This means that precedes and partially over-
laps with . Furthermore, the event is an unfortunate event which is

aiπ πb

damagede1

3ee0 π2

3e πp R drive  make 

 R drive

drive

 R R

 make 

own

πp

πpπpu v( ))(( ) ==u v,?

( , )?
( )=?R R
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part of an accident. By the elaboration axiom schema (Asher and Lascarides,
2003), we can resolve in (23) to be .

In contrast, considering the case of the possessive reading, the relation
cannot be unified with , because it is not an event but a state. Therefore, by
the MDC principle, and are preferred to as the candidates
for .

Moreover, if we apply the following axiom schema to this case, then we
may conclude that reading is more plausible than reading.

This means that if an agent( )’s driving and his accident are somehow con-
nected, then the former occasioned the latter. Consequently, the reading
is the most preferred interpretation for (20.i)-(21): ‘Taro had an accident while
he was driving. His car was damaged.’ This matches with our intuition. Its
semantic representation is shown in (26):

Now we will examine the interpretation of discourse (20.ii)-(21), which is
shown in (27):

aiπ πb?( ), aiπ πb( ),Elaboration
own

e0

drive make own

drive make 

drive

7

R

x
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(27)

Here, the noru ‘ride’ event is explicitly specified as the relation between Taro
and the taxi in (20.ii). Since a taxi is a type of car, the variables in and in

can be unified, and and share the same variables. Thus, we can infer
that is resolved to be . Moreover, we can induce is the
rhetorical relation between (20.ii) and (21) by the same method we used in our
interpretation of (20.i)-(21). This produces the most preferred interpretation
for this discourse, shown in (28): ‘Taro rode a taxi. His taxi was damaged.’
This interpretation also matches our intuition.

zy πp

πq ride
ride ElaborationR

R
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(28)

Considering the other candidates that resolve to be , , or ,
the plausible interpretation should be the interpretation such that in is
unified with in , and is attached to with . Among
such interpretations, the reading is the most plausible one, but is less
preferred to the reading shown in (28) by the MDC principle.

6. Discussion

6.1 Evaluation

Table 1 shows the results of applying our method by hand to 2867 cases
of no from the newspaper (Mainichi Newspapers, 1995). In this
analysis, our method could successfully identify the most plausible interpre-
tations in 2703 out of 2867 cases, or 94.3% of the time. In other words, our
method was unable to select the most plausible interpretations in 164 of the

R owndrive make
y πp

πpz πq πaii Background 
drive

ride

NP1 NP2

8
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2867 cases. This is not so bad comparing with 77% by Kurohashi and Sakai’s
(1999) method. In 937 cases among the correctly interpreted cases, the context
information played the critical role in determining the relation .

Table 1. Experimental result

correctly interpreted relations 94.3% (2703 / 2867)

incorrectly interpreted relations 5.7% (164 / 2867)

An example of incorrectly interpreted case of no is the following:

(29) kifu-kin yaku 10-oku-en no uchi mottomo ookat-ta no wa
donated money about 1 billion yen among the largest

zenekon nado kensetsu-gyokai no yaku 3-oku-3-zen-man-en.
general constructor etc. construction industry about 330 million yen.

‘Among the donations, which amount to about 1 billion yen, the largest is the construc-
tion industry’s 330 million yen.’

The problem is how to determine the relation between the construction industry
and the 330 million yen. Without any contextual information, the most plausi-
ble interpretation would be a possessive reading. However, in this case, we can
infer from the context that ‘the construction industry, which includes general
constructors and others, donated the largest amount, about 330 million yen.’
We should know that ‘330 million yen’ is ‘a part of donated money’ from the
meaning of the sentence itself. Thus, we can conclude that ‘330 million yen’
from this information that ‘330 million yen’ is ‘donated money,’ and that there
should exist a donor and a recipient. Consequently, we may reason that the
‘construction industry’ is the donor. Currently, we are not certain that this kind
of inference is allowed in the glue logic of SDRT. We will have to investigate
similar phenomena.

6.2 Comparison with other works

Partee and Borschev (2001) examine possessive constructions in English.
They claim that there are two kinds of possessive constructions: argument-
type and modifier-type. They also claim that the interpretation of the posses-
sive construction is determined by either the head noun’s inherent relation or
the contextually dependent relation . Vikner and Jensen (2002) argue
that can be divided into two types: one is truly context dependent, and
the other is derived from the qualia structures (Pustejovsky, 1995) of s. They
also present a method to predict the possible lexical interpretations of prenom-
inal genitive constructions. Their analysis of English possessive constructions
looks very similar to our analysis of the Japanese postposition no, but they do
not discuss how to determine the most plausible interpretation, in particular,

9
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R
R

NP
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Analysis and Interpretation of the Japanese Postposition no

TOP



258 SYNTAX AND SEMANTICS OF PREPOSITIONS

how is resolved. We think that, although the range of possible relations
denoted by English may be different from that of no in the Japanese lan-
guage, our approach can be used to determine the most plausible interpretation
of English possessive constructions.

6.3 Realization of our method

There are several problems in implementing our approach. First of all, we
need an ontology that includes the type hierarchy of lexical items containing
lexical knowledge, especially information of qualia structures. We may have
to extend the current electronic dictionaries (Fellbaum, 1998; Japan Electronic
Dictionary Research Institute, 1993; Ikehara et al., 1997) by exploiting the
ideas of Buitelaar (1998) and Lapata and Lascarides (2003) to build the desir-
able ontology.

Another problem is determining whether axiom schema (25) from section
5.2 is necessary. We applied this axiom to discourse (20.i) and (21) and con-
clude that the relation is more plausible as the candidate for than the

relation. But as this axiom seems a little ad hoc, we may need an al-
ternative way to make the interpretation more plausible than the
interpretation. Pustejovsky (1998) defines the agentive qualia as follows:

According to this definition, the event, which is derived from the agen-
tive quale of kuruma ‘car,’ must precede the event. Thus, the
event cannot be unified with the underspecified event in (22). Consequently,
we can explain the reason why the reading is preferred to the read-
ing without using axiom schemata such as (25).

Third problem comes from the fact that we use default reasoning to resolve
rhetorical relations among clauses and sentences. In order to utilize default
reasoning, we need a consistency check, which had been thought unworkable.
That is one of the reasons why we adopt SDRT as our framework, because it
separates logics of information into several domains, and the domain where
we need a consistency check is restricted to propositional logic. Thus we think
that our method is theoretically reasonable and realizable even if we use default
reasoning.

7. Conclusion

We have proposed a syntactic and semantic analysis of the Japanese post-
position no, and analyzed the possible interpretations of no construc-
tions. We have shown how to determine the most preferable interpretation
using the SDRT framework with the MDC principle. We think that we can ap-

(30) Agentive(λx[α (x)]) = λe(ψ(e) ←
∀x∀e[α(x, e) ∃e ∃y[ψ (e )  e e  make(e , y, x)]] 

V V
←

Rf er e
f er eR

drive
make

 

makedrive

make

makedrive
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ply this approach to the analysis of compound nouns, adnominal constructions
such as relative clauses, and other postpositions.

Notes
1. These nouns may take as their complements as well as marked by no. Other nouns that take

as their complements and marked by no can be shown in this way:
(31) (Naomi no) Pari kara no tegami

Naomi Paris from letter
‘(Naomi’s) letter from Paris’

Compare this with the following, which lacks no:
(32) *Pari kara tegami

Paris from letter
‘a letter from Paris’

2. There are two types of no, when they appear in possessive constructions: adnominal and
complement-marker. For example, the no in zou no hana ‘elephant’s trunk’ is a complement marker, be-
cause this allows a long-distance dependency as follows:

(33) hana ga nagai koto o Naomi ga shit-teiru doobutsu
trunk/nose Naomi know animal

‘an animal whose trunk Naomi knows to be long’
Actually, we think of hana ‘trunk/nose’ as a functional noun, because this is an untransferable, dependent
part of the possessor.

3. In this paper, we do not take such cases as nise no kane ‘fake gold’ into account. Since ‘fake gold’
is not real gold, (13) does not hold (i.e., fake-gold does not entail gold ).

4. For the sake of simplicity, we ignore the cognitive level in this paper.
5. There are some native speakers who claim that Kuruma ga kowareta is better than (21). Even so,

they will admit that this kuruma ‘car’ means Taro no kuruma ‘Taro’s car.’
6. This is analogous to Asher and Lascarides’ idea that some nouns have rhetorical relations specified

as part of their lexical semantics (Asher and Lascarides, 2003).
7. Not only lexical knowledge but also some world knowledge may be needed to infer this axiom

schema.
8. It is not clear whether we can obtain the most plausible interpretations in this case by the original

MDC principle. Here, we use the modified MDC principle with the following additional rule: the quality of
coherence of the interpretation is higher if the label for the presupposed information is anaphorically bound
(i.e., identical) with an available label than it is related by rhetorical relations.

9. In sixteen cases out of the incorrectly interpreted cases, which are names of books or artifacts, even
human beings had difficulty in determining the relation
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Chapter 17

WHAT DO THE NOTIONS
OF INSTRUMENTALITY AND OF MANNER
HAVE IN COMMON?

A Channel Theoretic model for causality as dependence

Alda Mari
CNRS - ENST
46, rue Barrault - 75013 Paris - F

mari@enst.fr

Abstract In this paper we present an analysis and a model for the notions of instrumental-
ity and manner through the study of the preposition avec (with).

These two notions are very often assimilated. We try to find out the semantic
foundations of this intuition, considering first the meanings-in-context and then
the underspecified representation common to them.

For the construction VP avec , we propose an analysis in
terms of sub-events involving the denotations and and individuate
two features shared by these meanings:

1. the causal relation linking the individual entities among themselves and
with respect to the main action;

2. the situation dependence of these relations.
We propose a model based on the abstract notions of type, constraints and

channel, which allows us to capture the abstract notion of causation as non-
accidental association or property dependence ((Lewis, 1973)).

Keywords: Instrumentality, manner, avec (with), causality, situation, types, counterfactuals,
dependence, accidentality, underspecification.

1. Aim and methodology

It has long been recognized that instrument and manner are two primitive,
conceptually related notions that are generally introduced by a prepositional

NP NP NP
NP NP3

31 2
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phrase ((Spang-Hanssen, 1963); (Wierzbicka, 1996); (Cadiot, 1997)):

(1) VP Prep
(1’) VP avec
(2) Jean coupe le pain avec un couteau
John cuts the bread with a knife
(3) Jean joue aux échecs avec plaisir
John plays chess with pleasure

Prep is supposed to specify what way in particular the action denoted
by the VP is carried out, introducing a qualification in the scenario enhanced
by the verb. In (2), avec un couteau (with a knife) makes explicit the way
of cutting the bread; in (3), avec plaisir (with pleasure) qualifies the way of
playing.

In this paper we argue that this intuition is well founded, and we try to
discern its foundations. To this end we analyze and model the notions of in-
strumentality and manner through the study of the preposition avec (with) in
French. More than par (by), which instantiates a general meaning of cause
or way through , avec - as its literal translations in other Indo-European lan-
guages (con it., mit ger., with engl.) - has, among many others (see ((Mari,
2003))), the meanings of instrument and of manner for which (2) and (3) are
two typical examples.

Our study is based on the hypothesis that if primitive notions such as instru-
ment and manner exist, they can only be studied through their possible lexi-
calizations. Moreover, because the meanings of an item can only be observed
in context, the explanation of the similarity between these two notions follows
from a bottom-up analysis, from the meanings to the abstract representation.

This paper is then structured as follows: we first describe the contextual be-
havior of avec-instrument and avec-manner in section 2. We take into account
some features such as the distribution of determiners, the question of the
types and the constraints on predicate interpolation. Then, we present a model
based on the notion of type and property constraint inspired by ((Barwise and
Seligman, 1997)) (section 3). In section 4 we develop a representation for
the underspecified scheme that the notions of instrument and manner share,
and we finally come back to a formal treatment of avec contextual meanings.
We conclude (section 5) with an evaluation of our results and some theoret-
ical speculations. But, to begin, let us present a brief note on avec and our
methodology.

“ ”
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1.1 A note on avec and the scope of this study

The strategy that we adopt consists in observing the notions of instrument
and manner in their maximal proximity, that is to say, in the configuration
where they are instantiated by the same lexical item.

This strategy raises two questions:
1. are these two notions only lexically driven or,
2. can we extend the conclusions to other cases and show that their similar-

ities are lexically independent?
It is well known that avec is a highly polysemous preposition. Among oth-

ers, it has the meaning of comitativity “Jean is walking with Mary (Mari,
2002) and of influence “John is watching the TV with his brother singing next
to him . Instrumentality and manner are two specific senses of avec. A com-
plete study (Mari, 2003) of the meanings of avec shows that they belong to
the same sub-family of spatio-temporal location. In this paper we concentrate
on this subset and we show that the notions of instrumentality and manner are
related: there is an underspecified representation that these meanings share.
Specific parameters and constraints instantiate it in context ((Pinkal, 1985);
(Poesio, 1996)).

To show that instrumentality and manner are two related, lexically indepen-
dent notions, we would have to tackle some other items that present the mean-
ing of manner and, separately, some other items or construals that present the
meaning of instrument, and then show that these two meanings are related, an
endeavor which is beyond the scope of this paper.

Nevertheless, the nature of the representation that we adopt, based on the no-
tions of constraints and situation type ((Barwise and Perry, 1983) ; (Devlin,
1991) ; (Barwise and Seligman, 1997)) leads us to formulate the hypothesis
that the similarities we have found extend beyond the lexical meaning of the
preposition avec.

2. Analysis of avec-instrument and avec-manner

In this section we consider the meanings of instrument and manner, and we
describe the lexical constraints that must be fulfilled for the use of avec. In the
following discussion, , , and VP refer to construction (1’); X, Y,
Z are, respectively, the denotations of , and .

2.1 Avec-instrument

Let us begin by considering the features that characterize the meaning of
instrumentality. Recall that the typical example is:

(2) Jean coupe le pain avec un couteau

”

”
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John cuts the bread with a knife

2.1.1 Causality. As shown in (Mari and Saint-Dizier, 2003) , the
notion of instrument is not self-standing. It cannot be found at the level of the

type, it is not required as such by a particular class of verbs, nor does
it have a unique lexical and conceptual representation. Instead, it minimally
involves three sub-events and some relations among them: X carrying
out the action denoted by VP, X controlling or undergoing Z, and Z
causing the action described by the VP.

Talmy (Talmy, 1976) calls the reconstructed event denoted by
VP the semantic cause . It is because the knife has a certain property that
enables it to cut the bread (e.g. its sharpness), that John can cut the bread. Of
course, there must exist a relation between John and the knife. This is provided
by sub-event, . Different prepositions denoting instrumentality signal differ-
ent degrees of involvement of X and Z in the action denoted by the VP, as well
as different control degrees of X on Z (cf. Mari and Saint-Dizier, ibid.). On its
side, avec-instrument shows a particular configuration of control relations.

Relation X / Z. X must control Z. This control can be physical (5),
psychological (6), or even intellectual (7):

” “

1

2

3

*

*

NP3

e1( )
e( )2 e( )3
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(4) Sub-events: analysis of avec-instrument (2)

-e  : Jean cuts the bread (X / Action); 

-e  : John uses the knife (X “controls” Z); 

-e  : The knife cuts the bread (Z / Action). 

(5) Jean a cassé la fenêtre avec une balle 

(6) Jean a évité la réunion avec une excuse peu vraisemblable 

Note that the following sentences are impossible: 

Jean a mis tout le monde mal à l'aise avec une gaffe 

John avoided the meeting with an unbelievable excuse

John broke the window with a ball

John embarrassed everyone with a gaffe

John hurt himself with a fall

Jean s'est fait mal avec une chute 

(8)

(9)

(7) Le gouvernement a évité la manifestation avec une longe déclaration bien sentie 

The government avoided the demonstration with a long heartfelt declaration
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Gaffe and chute are non-controllable entities. Note also that the control need
not be physical (5) vs. (6).

Relation X / Z / Action. It does not follow that the subject performs the
action denoted by the VP voluntarily. In (5) the fact of breaking the window
can be the unwanted result of a bad control of the ball. In other cases, the
subject is volitional. According to Talmy’s distinction (Talmy, ibid.) between
actor (non volitional agent) and agent (a volitional actor), we can state that X
can be either actor or agent. From these two observations, we can conclude
that in (1’):

- X has to control some of the properties of Z thus causing the action denoted
by the VP even though involuntarily

- there is a causal relation between the properties of Z and the main action.

2.1.2 Situation-dependence of the properties of the instrument.
Another characteristic of avec-instrument is that the properties of Z are
situation-dependent.

(10) Jean épate Marie avec sa voiture
John is impressing Mary with his car

If uttered in the 19th century, the existence of the car itself would have been
sufficient to impress anyone. If uttered nowadays, the interpretation of the
sentence would depend on the reconstruction of some relevant properties of
the car that impress Mary. Moreover, the fact that the properties relevant for
the interpretation are situation-dependent explains two other observations.

Lexical and contextual constraints for the reconstruction of the interpo-
lated predicate. The relation between and the VP takes the form
of an interpolated predicate. In (4) the knife cuts the bread, in (10) the
declaration convinces the public opinion and so on. With respect to the
meaning of instrument, one could expect to pick the material to interpolate
from the telic role of the (Pustejovsky, 1995) . Nevertheless, even if this
option is the one by default, in most of the cases, the predicate to interpolate
is provided by the lexical information and the context (Godard and Jayez,
1993). In (11), for instance,

(11) Il a écrasé les moustiques avec un livre / He swatted the mosquitoes
with a book

“
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the predicate to reconstruct is not “to read, as expected by default. Other
properties of the book are called into play, namely the physical property of
being heavy enough to swat the mosquitoes.

Determiners and conditions on situation-dependence of properties.
Some kinds of determiners are not compatible with avec-instrument. Consider
the following examples.

(12) *Le gouvernement a calmé les manifestants avec la déclaration
??The government has calmed down the demonstrators with the declara-

tion
(13) Le gouvernement a évité les manifestations avec la déclaration et calmé

les parlementaires avec la promulgation de la nouvelle loi
The government avoided the demonstrations with the declaration and

calmed down the Chamber with the promulgation of the new law
(14) Le gouvernement a calmé les manifestants avec la déclaration que le

Président a prononcée hier
The government calmed down the demonstrators with the declaration that

the President gave yesterday
(15) *Le gouvernement a calmé la manifestation avec la longue déclaration
*The government calmed the demonstrations with the long declaration
(16) Hier, le gouvernement a préparé une longue déclaration. *Aujourd’hui

il a calmé les manifestations avec la déclaration
Yesterday the government prepared a long declaration. *Today it calmed

the demonstrations with the declaration
(17) Le gouvernement a calmé les gens avec sa / cette déclaration
The government has calmed down the people with its / this declaration
(18) Le gouvernement a calmé les manifestations avec une déclaration
The government has calmed the demonstrations with a declaration

First of all, the definite is not acceptable when the properties of the instru-
ment are not salient in the context (12). Following ((Corblin, 1995)), for the
salient properties to emerge, a contrast has to be established (13). Eventually,
the definite has to be spatio-temporally anchored (14). The overt specifi-
cation of the relevant properties by an adjective is not sufficient (15), nor to
know, on the basis of the context, the properties of the denotation that make
it worth mentioning (16). Because the possessive and the demonstrative are
context-anchored determiners, they are always possible (17). The indefinite,
introducing a new entity into the context, is more easily accepted, especially
when this is anaphorically bound by another salient entity as in (18).
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We conclude that the properties of the instrument that allow X to achieve
the action described by the VP are situation dependent and have to be relevant
in the situation.

2.2 Avec-manner

There are many resemblances between avec-instrument and avec-manner.
The most straightforward ‘ is that the subject, in construction (1’) for
manner, also has to minimally be an actor (Talmy, 1976).

The has to qualify the action carried out by X in the way avec-
instrument does. This explains why it has very often been said that the mean-
ings of manner and instrument can only be distinguished on the basis of the
type of the head noun of . Avec-instrument would require a concrete ob-
ject, where avec-manner would select an abstract one.

We argue that the (Wittgenstein, 1953) cannot be reduced
to this simple rule. First of all, as we show below, the nouns that can appear
in construction (1’) for avec-manner are not clearly defined for their type. On
the other hand, the similarities concern the structuring relations among the NPs
and the VP rather than the content of the NPs alone.

Our analysis of avec-manner shows that its two major characteristics are, as
for avec-instrument, the situation-dependence of the properties of Z, and the
causal relation that links these properties to the action described by the VP.

But before we come to these two points, we discuss two of the major theories
of avec-manner in French and show that they are not explanatory adequate.

2.2.1 Avec-manner and NP types. As for the instrumental, one
would try to look for the notion of manner into the type. Given the
apparent coherence of the semantics of the head nouns, this hypothesis seems
reasonable. They are generally abstract items, belonging to the classes of
intensive (roughly mass terms) and extensive (roughly countable terms) nouns
(Flaux and van de Velde, 1993). Nevertheless, it is very difficult to identify
a proper set that can enter construction (1’) on the basis of distributional
properties. This enterprise has been undertaken by (Molinier, 1984). The
only result is that all the nouns that can enter construction (1’) can be the
object of éprouver (to feel) or manifester (to show). Either syntactically or
semantically this result does not clarify what semantic properties make these
nouns acceptable as complements of avec-manner. We have in fact to note that
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(3) Jean joue aux échecs avec plaisir

(19) *Jean plaît avec enthusiasm
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a certain number of abstract nouns are not compatible with this preposition:

(20) Avec *beauté (beauty), *solitude (loneliness), *célébrité (celebrity),
*silence (silence)

Both the semantic and the syntax-semantic accounts seem unable to provide
a plausible explanation. Both of them try to identify specific and permanent
properties in the denotations of the nouns without considering the constraints
imposed by the preposition. Let us consider them in turn.

Semantic account. Anscombre (1990) has provided a classification of
abstract nouns on the basis of the nature of the property that they express.
He proposes a distinction between intrinsic (gentillesse (kindness), blondeur
(blondness)) and extrinsic (intérêt (interest), silence (silence)) properties. The
intrinsic properties (without necessarily being permanent) characterize an
individual as such; the extrinsic ones describe transitory states. It is easy to
observe that avec is compatible and incompatible with items belonging to both
of these classes:

(21) a. Intrinsic : avec gentillesse / *avec blondeur / b. Extrinsic : avec
intérêt / *avec silence

The second distinction established by Anscombre (ibid.) is between endoge-
nous (courage (courage)) vs. exogenous (méfiance (skepticism)) properties.
The first are supposed to have an internal psychological source; the second are
considered to be enhanced by an external element. The status of this character-
ization is quite vague and difficult to state on a semantic basis. Moreover avec
courage and avec méfiance are both possible.

We conclude that none of these conceptual distinctions help us to identify
the nouns that can combine with avec-manner.

Syntax-semantic account. Some of the nouns that cannot enter construc-
tion (1’) in the position belong to the class of state-nouns (Flaux and Van
de Velde, ibid.). This class is identified by the context: être en (literally to be
in).

(22) a. Etre en colère (anger), désordre (untidiness) / b. avec ??colère, avec
*désordre

This is a promising hint for the analysis of avec-manner. However, we have
to acknowledge what follows:

NP3
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- first of all, avec is also incompatible with some abstract nouns that are
non-state nouns:

(23) a. *Etre en volonté (to be in will) / b. avec *volonté

- secondly, the semantics of être en is uncertain. Leeman (Leeman, 1995)
argues that only episodic resultative nouns can follow the preposition en (in),
without making clear what exactly a resultative noun is; moreover, Leeman’s
conclusion contradicts the account of (Flaux and Van de Velde, ibid.) and the
notion of permanent state.

We conclude that this account only represents a tiny hint toward the individ-
uation of the properties that a generally abstract noun has to fulfill in order to
enter construction (1’).

2.2.2 Situation dependence. We suggest that a noun is a possible
candidate for construction (1’) in position if the properties it expresses
are situation-dependent. In this respect, the distinction between individual-
level predicates and stage-level predicates seems to better capture the data
(Carlson, 1977) : only stage-level predicates are acceptable. It is well known
that intrinsic properties belong to the individual-level. These are detected by
the classical test using perception verbs:

(24) a. J’ai vu Jean *beau - I have seen John *handsome / b. avec *beauté -
with *beauty

Nevertheless, this distinction is not sufficient to determine the candidates
for . Some of the nouns, even if they denote stage-level predicates, cannot
follow avec-manner:

(25) *Jean regardait la télévision avec solitude
*John was watching the TV with loneliness

2.2.3 Causal dependence of the property in the scene denoted by the
VP. The denotation of also has to be causally related to the VP. Let
us briefly discuss the notion of causal relation.

(26) *Jean regarde la télévision avec dépression
*John watches TV with depression

NP3
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Even if dépression can denote an episodic property of John, this property is
thought of as independent of the action of watching the TV. This explains why
(26) cannot be accepted.

In (3), instead, “pleasure is linked to the act of playing chess.
This observations points to the fact that the association between the eventu-

ality denoted by the predicate and the property denoted by need not be
accidental. These properties have to be related to each other, or dependent.
Note that it is not the case that the “pleasure causes the fact that John plays
chess. Again, the notion we are pointing at, is more that of “property depen-
dence. The fact of feeling “pleasure is dependent on the action of playing
chess. We call this dependence “causal dependence (see ((Lewis, 1973)) and
the notion of counterfactuality).

Even though it may seem that the notion of cause has to be captured more
abstractly for -manner than for -instrument, as we develop it in de-
tail at section 3., the very same notion of regularity and non-accidental link
(Lewis, 1973) is involved in both of the cases.

2.2.4 Avec-manner and its determiners. The existence of a
causal dependence between the property expressed by and the even-
tuality/situation described by the VP is confirmed by the analysis of the
determiners.

- Determiner “zero (Ø). Following (Anscombre, 1990) for the analysis of
construction (27):

(27) VP or P or N
we assume that determiner in French is meaningful and indicates that there

is a temporal and causal coincidence between the action denoted by the VP / P /
N and the property denoted by . In this configuration, denotes a property
that describes the predicate. For instance in confiture pur sucre
(marmalade pure sugar), pure sugar qualifies a kind of marmalade resulting
from a particular treatment. In this case, a causal link exists between the sub-
stance and its property: given a certain process of production, it is not acciden-
tal that the resulting substance is “marmalade pure sugar . What Anscombre
(ibid.) seems to mean by “causal link , then, is an ontological dependence
between the property being marmalade and being pure sugar.

This analysis of determiner “zero confirms our hypothesis that in construc-
tion (1’), Z preceded by the determiner has to be causally involved in the sce-
nario enhanced by the VP. To put it otherwise, there has to be a non-accidental
association between the property describing the eventuality denoted by the
and . The non-accidental association is nothing but an ontological depen-
dence, or a causal relation between two properties.
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A property that is dependent on the substance is called (Simons,
1994). That the denotes a trope seems to be a general requirement.

- Tropes. A trope is syntactically obtained by the introduction of a modifier
at the syntactic level.

(28) *Jean a accueilli Marie avec la joie
*John has welcomed Mary with the joy
(28’) Jean a accueilli Marie avec la joie au coeur / la joie d’un vrai ami
(literally: John has welcomed Mary with (?the) joy in his heart / the joy of

a true friend)

The fact that the presence of modifiers is mandatory whenever the property
has to be made situation dependent leads us to conclude that -manner
requires that this move be made for the sentence to be felicitous.

We can then claim that:

the simultaneity between the realization of the property denoted by the
and the action denoted by the VP is a necessary but not a sufficient

condition;

avec-manner requires a causal link between Z and the action described
by the VP.

These observations lead us to the conclusion that avec-manner enters a
structure of three sub-events:

(29) Sub-events: analysis of avec-manner
- : X performs the action denoted by the VP;
- : Z is causally linked to (i.e. non-accidentally related to, or dependent

on) the action denoted by the VP;
- : X is the source of (generally “feels ) Z.

This tri-partition can be easily and straightforwardly compared to the one
given for avec-instrument above (4).

2.3 Conclusion of the analysis

We can conclude our analysis of avec-instrument and manner by stating
that they can both be analyzed in terms of sub-events. Abstracting from the
representations in (4) and (29) the common features of these sub-events are
the following:
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- : X performs the action denoted by the VP;
- : Z is causally linked (i.e. non-accidentally related to, or dependent on,

((Lewis, 1973)) to the action denoted by the VP;
- : X and Z are in a certain relation (control, or psychological source

relation) with respect to the action denoted by the VP (situation dependence of
the relation).

The content of follows from and . It can be paraphrased in the fol-
lowing way: Construction (1’) denotes a scene in which X and Z are two enti-
ties whose properties are related. What clearly differentiates avec-instrument
from avec-manner is the nature of the relation between X and Z ( ): in the first
case this takes the form of a control, in the second case X is the psychological
source of Z. This relation exists by virtue of the existence of a unique involving
situation. On the other hand, this involving situation exists because X and Z
are related: the bread can be cut with the knife because John uses the knife
which has a certain property that enables it to cut (e.g. its sharpness). Chess is
“played with pleasure because “John feels pleasure while playing chess.

Let us emphasize again, as we have mentioned above, it is not the case that
the pleasure is the “cause of the fact that John plays checks. The notion of
“causal relation stays at a more abstract level and amounts to that of “ontolog-
ical dependence of properties, or “non-accidental association. It is the case
that feeling pleasure is dependent on the eventuality of playing chess and re-
ciprocally, the eventuality of playing chess intrinsically involves that of feeling
pleasure. This coordination of properties ((Lewis, 1973)) is the abstract causal
link that constitutes the common core of the meanings of instrumentality and
manner, as they are instantiated by .

3. The model: properties and constraints

The model we have developed to explain the behavior of avec-instrument
and avec-manner is inspired by Channel Theory of ((Barwise and Seligman,
1997)). This is a theory of distributed systems: wholes, whose parts have a co-
ordinated behavior. Consequently, the theory is not used as a mere formalism,
but as a model whose expressive power is entirely exploited.

Let us very briefly introduce the main definitions and emphasize their rela-
tion with the issues developed so far. No other acquaintance with the theory is
required in order to read this section.

- Objects. Ordinary objects or entities (e.g. tables, individuals, animals
etc.), properties (e.g. blondness, patience, etc.) or eventualities are .
They can all be described by, at least, their spatio-temporal location.

(30) Sub-events: analysis of avec-instrument/ manner and situation de-
pendence

“ “

“
“
“ “

5

e1

 e2

e3

e1  e2e3

e3

avec

Objects



What do the notions of instrumentality and of manner have in common? 275

- Types. Types are descriptions of . Technically, it has to be
possible to assign at least one type or description to each object in a given
situation. From a semantic point of view, we can consider types as tropes
denoting spatio-temporally anchored properties of entities.

(31) Classification. A classification is a triple , where
is a set of objects, a set of categories or types, and a relation

between and . If and , means
that is of type .

We assume that an object can (at least) be described by its spatio-temporal
properties, or, in other words, its spatio-temporal location. In that case, the
classification expresses the fact the object “Jean occupies
position at time .

A predicate (e.g. to be tired, to walk) is taken to denote an eventuality (
(Parsons, 1990)), and this is an Object in the model. As any other (abstract)

, an eventuality can be described by a type (spatio-temporal location).
For instance, we can specify at where and when someone has been walking:

However, it is not possible to assign a spatio-temporal location to any kind
of predicate. (
(Carlson, 1977)) cannot be described in this way. Nevertheless, note that
when IL-predicates are transformed into tropes (e.g. the blondness of Mary)
they can be described - in some particular cases - by a spatio-temporal location.

- Constraint. Constraints are strict entailments ((Lewis, 1973)). A strict
entailement can be considered a standard entailment that has undergone the
rule of necessitation. means that whenever is true, is also
true. It is not possible that is true but not (as for standard entailment) nor
that is true but not (differently from standard entailment).

The constraints are key to our interpretation of -instrument and manner.
As we said, they are strict entailments, and, as such they express the notion of
cause in counterfactual terms: it is not possible that and or that and .

Intuitively, for -instrument, they allow the expression that it is not pos-
sible that if John cuts the bread using a knife, then the knife does not have the
necessary properties to cut the bread. Nor it is not possible that if the knife has
the property to cut the bread, then John, using this knife, can not cut the bread .
This intuition also underlies the interpretation of -manner. Let “it is the
case that John is watching TV and he is feeling pleasure be a partial para-
phrase for (3). adds a constraint and the complete paraphrase becomes:
it is not possible that, if John watches TV, then he does not feel pleasure nor
that, if he feels pleasure, then he is not watching TV. It follows that it is not
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necessary that John feel pleasure otherwise. Recall that whenever the property
is not dependent on the eventuality denoted by the , the sentence is out.
The model correctly predicts this fact.

A constraint between types is represented by a channel. A channel rests on
infomorphisms, that we consider now.

Let us consider an example:

(33) La fille avec un chapeau
The girl with a hat

Let . Following definition (32) -
. By proper substitution we obtain:

iff girl and then hat iff girl . This formula states
that the hat is exactly the hat of the girl who wears it. Under this representation
the localization of the hat depends on the localization of the girl who wears it.
Infomorphism (33’) links the entities in such a way that their spatio-temporal
locations depend on each other.

Two infomorphisms sharing a common classification form a channel.

(34) Channel. A channel is a set of infomorphisms sharing a common clas-
sification called the core of the channel.

VP

i i f (girl) = hat; g(loc ) = loc 1f (Object )  ╞
2 1 2 Type  iff  Object ╞  g(Type )

 

f (girl) ╞
i loc ╞ ig(loc ) ╞ loci ╞ loci
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The constraint means that the association is not accidental
(validity of the inference). It can be written, following ((Lewis, 1973)):

.

Consider again example (33). We can state that the location of the girl
determines the localization of the hat that she wears (33’). Another possible
interpretation is that the girl and the hat form a whole “the girl with a hat" such
that the girl on the one side and the hat on the other side are two parts of this
whole (33”). This is obtained by instantiating scheme (34):

Again, the constraint expresses a non-
accidental linking between the position of the girl and the one of the hat she
wears. Contrary to (33’) they are represented as two parts of a unique whole.
This representation is particularly suitable for cases where there is an exact
symmetry between the entities as for A mum with her baby A baby with his
mum.

It is important to note that in a very abstract sense, a situation can be inter-
preted as a whole: it “keeps together the entities that it involves. This implies,
as in every part-whole relation, that the situation does not exist without its
parts. More precisely, the relations among the entities create the situation.

The relation between two entities of the same situation (or whole) can be
modeled by a channel. In this case, we can affirm that they are coordinated in
the situation. By “coordination we mean that:

a. their properties depend on each other, and
b. they co-participate in a unique action.
The arrows (representing functions) from the whole to the parts “extract

the participating entities; the arrows from the types of the parts to the type of
the whole indicate that the descriptions of the parts are of a certain type any
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time the description of the situation is of a certain type. The types of the parts
and of the whole can be the same as in this case.

In this way, our model can also integrate the notion of situation-as-a-whole-
dependence of the coordination.

The idea that a situation can constitute the core of a Channel is foundamental
to the definitions of instrumentality and manner and very likely extends beyond
the scope of this study. Let us then develop it in the next section before we
come back to avec.

3.1 The notion of situation type

The notion of situation is at the heart of the literature on situation semantics
((Barwise and Perry, 1983)) to which Channel Theory is strictly related. It
is generally assumed that a situation is a structured part of the reality that the
cognitive agent manages to pick out. Individuals, relations and spatio-temporal
locations are the ingredients of situations.

Moreover, the cognitive agent is able to recognize situation types, that is to
say, she is able to foresee how the entities will behave, given the knowledge
that she has about the situation.

Let us consider two examples. In a situation where the agent observes some
people in a queue, she will be able to foresee how the individuals will move,
without having to observe the specific queue. A more complex situation con-
sists of two entities related by a causal relation, for instance, a computer linked
to a printer. Any time the agent makes a certain action on her computer (for
instance she makes the request of printing a document by specific commands),
the printer (linked to the computer that the agent uses) will print the document.
The behavior of the printer is coordinated to that of the computer. Because she
knows that the computer and the printer are linked to one another and that their
behavior is coordinated, she knows that when she makes a certain action on the
computer she will obtain another action from the printer.

In this respect, the situation where the computer is linked to a printer, i.e.
behaves as the abstract whole or the core of a channel.

From now on, then, we will be considering situation types.

(35) Situation type. A situation type is a higher-order situation in which the
behavior of the entities is predictable on the basis of their description.

Moreover, situation types are wholes that coordinate the behavior of the
entities that they support.
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(36) Situation as whole. A situation is the maximal entity supporting
coordinated entities.

Of course, the very maximal entity is the universe. Following ((Devlin,
1991)) we will be considering only those situations that the cognitive agent
can pick up in a limited spatio-temporal region.

Before we come back to avec, let us recall the main features of our model:
- it integrates tropes or spatio-temporal situated descriptions; namely the

categorizations of the entities that depend on situation types;
- it integrates situations conceived as wholes keeping together the entities

that they involve;
- it relies on constraints or causal relations linking the properties of the en-

tities among each other and with respect to the situation.

4. A model for avec-instrument and manner

4.0.1 An interpretation of avec in terms of channel. We can now
return to avec. Recall that our aim is to find the unique conceptual scheme
which arises from these two meanings.

We have already emphasized that their similarities lie in the structuring
relations among X and Z and the sub-events involving these entities. In
particular, we have stated condition (30) that we repeat here for clarity
reasons. Sub-event is particularly important: two entities X and Z are
in a certain relation with respect to the action denoted by the VP (situation
dependence of the relation).

(30) Sub-events: analysis of avec-instrument / manner and situation de-
pendence

- : X performs the action denoted by the VP;
- : Z is causally linked (or non-accidentally related, or dependent on) to

the action denoted by the VP (see ((Lewis, 1973)) for the notion of counterfac-
tuality);

- : X and Z are in a certain relation with respect to the action denoted by
the VP (situation dependence of the relation).

We can now further abstract toward the common notion: X and Z are two
coordinated entities with respect to two parameters given in (37):
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(37) Avec-instrument and manner and the abstract notion of coordina-
tion

a. they are coordinated with one another : X controls - or is the
source of - Z;

b. they are coordinated with respect to the main action: X and Z participate
(in coordination) in the action denoted by the VP - causal or non-accidental
link. -

It is possible to conclude that the properties of the entities are regulated
or coordinated with respect to each other when the main action takes place.
Conversely, the action can take place when the entities that it involves have
such properties that they can enter in a relation of coordination. In other terms,
there is a causal constraint between:

a. X and Z and
b. between the action on one side and on the other side.
As we have shown, these are features that Channel theory can easily express.

4.0.2 Underspecified representation for avec in construction (1’).
We can now elaborate the unique, underspecified ((Pinkal, 1985), (Poesio,
1996)), possibly conceptual based-scheme for the meanings of -
instrumentality and manner. In both of the cases the coordination has scope
over the spatio-temporal locations of the entities involved in the situation. This
means not only that the two entities share the same spatio-temporal location
but also that it is necessary that, if one of them is in a certain location, the
other be there too. This is so by virtue of the existence of a unique situation in
which they are involved. We do not need to specify, at this point, the nature of
X and Z.

(38) Underspecified representation for avec-instrument and manner

This representation can be paraphrased in the following way: entity X and
entity Z are in a certain spatio-temporal location because the situation S takes
place in this very same spatio-temporal location. Reciprocally, the situation
S takes place in a certain spatio-temporal location because there is a link be-
tween the spatio-temporal locations of the entities it supports. This link, as it is
expressed by the constraint , is not accidental.

X Z⊗( )

X Z⊗( )

avec
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As expected from (37), X and Z are coordinated with one another and with
respect to the main action.

4.1 Representation of avec-instrument and manner

Representation (38) is differently instantiated by avec-instrument and man-
ner.

In the case of avec-instrument, X uses or generally controls Z, in the case of
avec-manner, X is the psychological source of Z.

Only the coordination of the spatio-temporal locations of the parts has to
be represented at the semantic level. In this case, the parts of the situa-
tion, are, on the one side, the action involving the actor/agent ( ),
and, on the other, the property/action involving the entity denoted by
( ). These two are, respectively, an overt and an interpo-
lated predicate, and they are considered as in the model. Recall, in
fact, that stands for any kind of abstract entity: properties or eventu-
alities. describe them, assigning, minimally a spatio-temporal location.

It is important to note that control or psychological source relations are not
introduced as types. Instead, they are treated as abstract relations between
properties of singular entities. More precisely, they are treated as holding
between the property that the agent has (i.e. the action she is involved in

and the property/action involving the entity denoted by
). As we have just noted, these correspond to two in the

model, or to two “parts of the situation described by the sentence.
Let us illustrate this by considering, in turn, avec-instrument and -manner.

4.2 Representation of avec-instrument

In the case of avec-instrument there exists a situation in which the property
of the agent effectuating a certain action is coordinated with the property of a
certain entity.

Let us consider the situation described by the sentence

(39) Jean a brûlé le tapis avec une cigarette
John burned the carpet with a cigarette

In this case, the Objects will be These are
properties of John and the cigarette. They are treated as (see section
3., (31)) and they are assigned a . In particular, they are described by
their spatio-temporal location, specifying at what place and time John and the
cigarette have the property of burning the carpet.
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These spatio-temporal locations are coordinated. It follows that John burns
the carpet with the same cigarette that that burns the carpet in the same spatio-
temporal location.

Given the knowledge that the speaker has about the relation between an
individual and a cigarette, she can conclude that John was smoking or ma-
nipulating the cigarette in some way, i.e. he was “controlling or “using it.
However, this is lexical or contextual information that is not encoded in the
semantics of -instrument.

Representation (38a) is then a possible instantiation of (38) for (39).

This representation can be paraphrased in the following way: in the situation
where John is burning the carpet with a cigarette, the spatio-temporal locations
of the property of John burning the carpet and of the property of the cigarette
burning the carpet are related. It follows that John is burning the carpet with the
cigarette that is burning the carpet. The agent can infer that John is smoking
or using/playing with the cigarette in some way.

Note that lexical or contextual factors make explicit what property of the
entities, and of in particular, are called into play. In this case, the
reconstruction is straightforward. In some other cases, it can be more complex
and totally context dependent. Almost anything can be used as an instrument
and the relevant characteristics that are expected to cause the action are very
high in a given context (see section 2.1.2).

4.3 Representation of avec-manner

Avec-manner is the other possible instantiation of (38). In this case what
makes the situation exist is that the agent is the psychological source of the
feeling. This “psychological-source relation, again, is not a type. Consider
the following sentence.

As for avec-instrument, the spatio-temporal location of the property of
watching TV of John is coordinated with the spatio-temporal location of being

“ “

“

(40) Jean regarde la télévision avec intelligence 

John is watching TV wisely

Object 2

avec
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wise. The coordination of the spatio-temporal location of a certain property
of John (regarder/watching) with the spatio-temporal location of the wisdom
of John allows the expression that John is not necessarily wise otherwise.
According to what the sentence tells us about John, only his watching of TV
is wise.

This representation can be paraphrased in the following way: in the situa-
tion where John watches TV, John is watching TV and he is sensible. It follows
that the observer can only know that John’s TV watching is wise, but not nec-
essarily that John is wise otherwise.

5. Conclusion

In this paper we have tried to provide a formal account for the well-founded
intuition that instrument and manner are two related notions. We have argued
that it is possible to provide an explanation considering their lexicalizations.

Avec has, among others, the meanings of instrument and manner. We have
proceeded by a bottom-up analysis individuating first the descriptive parame-
ters and then their common conceptual ground.

We have shown that avec-manner and instrument share some essential char-
acteristics:

the properties of the denotation of the head noun of the have to be
situation-dependent and causally related to the action described by the
VP

both of these meanings can be analyzed in terms of the sub-events in-
volving X and Z. These entities are coordinated (depend on each other)
and both, by virtue of their coordination, participate in the action de-
scribed by the VP.

The different natures of the relation between X and Z distinguish the
two meanings. These are “control , or “psychological source relations.
They depend on lexical or contextual information and are not encoded
in the semantic representation of -instrument and -manner.

.

““

NP3

avec avec
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The notion of causality we have been referring to is strictly related to that
of counterfactuality ((Lewis, 1973)) and amounts to a non-accidental relation
among objects via their properties or, more generally, to a relation of depen-
dence.

We have proposed a model inspired by the Channel Theory of ((Barwise
and Seligman, 1997)) and we have emphasized two points in particular:

the model uses types and thus takes into account the categorization that
human beings make out of the entities in a given situation or state of
affairs,

it represents the coordination of the properties of two entities (depen-
dence of the descriptions) within a unique situation that keeps them to-
gether.

We have then interpreted the characteristics common to avec-instrument and
-manner along the lines of these formal features. A coordination of X and Z in
the situation enhanced by the VP is minimally required. We have expressed the
underspecified coordination of X and Z by the non-accidental linking of their
spatio-temporal locations. This coordination is represented by the channel.

We can conclude that the intuition according to which there is a link between
the notions of manner and instrument is well founded, but that their similarity
requires a high degree of abstraction to be captured.

An explanation based on the observation that the types of the head noun of
the are not the same is too simple. Moreover, no distributional criteria
have been found for avec-manner, such that they can clearly delimit the set of
acceptable nouns. In the same way, because almost anything can be used as an
instrument, it is impossible to individuate specific classes of nouns denoting
instruments.

The last open question is to know whether the similarities between the no-
tions of instrumentality and manner are lexically driven or if they are more
general, possibly universal.

5.1 How universal is the relation between the notions of
instrumentality and of manner?

At this point we can conclude that instrumentality and manner are two re-
lated notions that share an underspecified mental representation.

The study we have presented here could lead to the conclusion that the sim-
ilarities between these two notions are lexically driven: avec ( ) is the only
preposition that instantiates both of them. It would follow that the notion of
dependence (in channel-theoretic terms) is lexically driven. This conclusion
seems to be confirmed by a complete study of the meanings of avec ((Mari,
2003)). Here it is shown that this preposition is specialized in the instantiation

with

NP3
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of the notion of “association as dependence . This is specified in two ways:
association as influence and association as spatio-temporal link. Instrument
and manner belong to this second class.

This might not be the final conclusion, though. In fact, it does not fol-
low that instrumentality and manner are completely unrelated in other cases.
There are certainly some resemblances ((Wittgenstein, 1953)) that go beyond
the lexical meaning of avec and cognitively relate these two notions. To show
this, one has to consider, separately, other lexicalizations of instrumentality
and manner. This goes beyond the scope of this paper, but independent studies
on instrumentality on one side ((Mari and Saint-Dizier, 2003)) and on manner
adverbs on the other ((Molinier, 1984)), seem to confirm this hypothesis. The
meaning of instrumentality and manner can be explained in many cases by a
causal connection between the entities involved in the action denoted by the
VP. This connection can take the form of a control or a psychological-source
relation and can be represented as a coordination of descriptions.

Moreover, with respect to the model, the notions of situation type and con-
straint are general enough to lead us to believe that we have reached a funda-
mental point of similarity. Again, one could argue that that avec is specialized
in instantiating these notions in language. It is known nevertheless that other
items and constructions behave, conceptually, in a similar way ((Jayez and
Mari, 2004)). This is why we can risk affirming that the similarities between
instrumentality and manner formulated in terms of causal relation are only lex-
ically driven by avec but generate at a higher level of abstraction, involving a
notion of causality as non-accidentality. The next step of our analysis will be
to compare avec and the notions it expresses with other items whose senses can
be formulated in terms of coordination and constraints on descriptions Mean-
while, we can add to the list of items that express causality in language ,
even if it captures a more abstract aspect of this notion than the other items
already admitted to this list.

Notes
1. , , are variables for objects or entities, including abstract objects and events
2. It is important to note that does not solve the ambiguity agentive/non agentive interpretation

of the main predicate (e.g. John s’est brûlé avec de l’huile bouillante / John burned himself with boiling
oil). It only requires that controls such that this control has consequences on the action. Whether the
action is brought about voluntarily or not, it is not a question that is related with the semantics of .

3. Note that the acceptabilities can vary from one language to another.
4. It is obviously the case that “being marmalade pure sugar entails “being marmalade . This is

however not an issue, here. In accordance with Anscombre (ibid.) what is at stake here, is the ontological
link existing between the substance and its property, in a topology where we are focusing the properties of
marmalades pure sugar

5. An eventuality ((Parsons, 1990)) is any kind of temporal entity, static or dynamic (see ((Binnik,
1991)) for an introduction).

6. The hearer assumes that John has the ability to cut the bread if he uses a knife that allows him to do
so and that there are no other obstacles.
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7. Validity of the inference
8. See, for a survey, ((Nazarenko, 2000))
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Abstract In this paper, we present a semantic analysis and a representation for preposi-
tions dealing with instrumentality. The abstract parameters defining instrumen-
tality are elaborated and a model of the interactions agent-object-instrument is
proposed and implemented using the Lexical Conceptual Structure.

Keywords: Instruments, Lexical Conceptual Structure.

1. An analysis of the primitive notion of instrumentality
and its lexicalizations

The notion of instrument seems to appear at a relatively early stage of the
semantico-cognitive development of children and has often been considered as
a primitive notion (Wierzbicka, 1992). Moreover, at first glance, its contents
can be expressed by a very intuitive paraphrase: an instrument is an object
used to realize an action or to reach a certain goal. However, behind this appar-
ent simplicity, the parameters defining this notion from a semantic and lexical
point of view are complex and subtle. Our study of this phenomenon is both
analytical and formal: it considers the abstract notion as well as its possible lex-
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icalizations. It aims at providing a comprehensive analysis for the observable
meanings while addressing the question of the existence of an underspecified
representation for the notion of instrumentality.

The notion of instrumentality, in spite of its importance in language and
thought, has not received much attention besides the conceptually oriented
work of (Talmy, 1976). (Mari, 2003) and (Mari, this volume) is one of the
first attempts to analyze its semantics and to provide a logical account.

This work concentrates on four prepositions, representative of the notion
of instrumentality in French: par (approximately ‘by’), grâce à (approxi-
mately ‘thanks to’), au moyen de (approximately ‘by means of’), and avec
(approximately ‘with’). A number of uses of these four prepositions have been
collected in various corpora. Our analysis emerges from these uses; for illus-
trative purposes, a prototypical example has been selected for each preposition
use.

This chapter is organized in three parts. The first part (section 2) attempts
at identifying the abstract parameters that define the notion of instrumentality,
constraints on its lexicalisations and on its contextual values. In the second part
(section 3), we suggest a model using the Lexical Conceptual Structure (LCS)
(Jackendoff, 1990) and elements of the Generative Lexicon (GL) (Pustejovsky,
1995) that we settle within a compositional framework. Our general aim is to
provide underspecified representations for the abstract notion, based on the
LCS paired with conditions and contextual values for each type of use. A
typed -calculus for computing meanings is also provided. In the third part
of the paper (section 4), we come back to the prepositions studied in the first
part, and we show how our model allows us to implement their semantics. We
also present an underspecified representation for the notion of instrumentality,
which can possibly be used as a template for the analysis of prepositions in
other languages and we conclude in section 5.

In order to settle our analysis, let us begin by stating the difference be-
tween abstract forms and meanings in contexts, and by briefly discussing some
methodological issues.

1.1 Three levels of analysis: notions, senses and values

In the semantic literature, there exist two ways to capture the notion of in-
strumentality: the first one considers the object type expected by the preposi-
tion complement (Poncet-Montagne, 1991); the second one consists in identi-
fying the possible relations between the sub-event denoted by the and the
causing sub-event, i.e. the one involving both the subject and the preposi-

tion complement: for Jean mange avec une cuillière (John eats with a spoon)
the causing sub-event is Jean uses a spoon . Talmy’s work on force relations
(Talmy, 1976) relies on this second option. Nevertheless, considering only the
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cognitive universal aspect of this notion, his work ignores the constraints on
the structure of these sub-events, the specificities related to their possible lexi-
calizations and the parameters defining the control relations among the entities
involved within these sub-events.

Our analysis, based on event structure, integrates these parameters. Our
contribution extends towards the interpretation of the complex relations among
sub-events and the entities that they involve, with respect to three levels of rep-
resentation. Given the dichotomy between notions (or senses) and values (or
meanings) (Mari, 2000) that we understand as a difference between semantic
category and contextual instantiations (Poesio, 1996), we consider instrumen-
tality at the following three levels of abstraction (terms are borrowed from
Poesio):

1 the underspecified form of the notion of instrumentality or cognitive cat-
egory,

2 the underspecified forms of the possible lexicalizations of the notion:
definition and representations of the sense(s) of par (by), grâce à (thank
to), au moyen de (by means of), avec (with),

3 the contextual values of the sense(s) of these prepositions.

The final aim of our study is twofold: to propose a formal implementation
of the contextual values of each of the prepositions, and to propose a represen-
tation for the underspecified form of the notion of instrumentality.

In order to reach the abstract notion, we proceed by a bottom-up analysis and
concentrate, in the next section, on the contextual values of the prepositions.

2. Analysing the notion of instrumentality via its
lexicalizations

In this section we present our analysis of the meanings of the four prepo-
sitions par (by), grâce à (thanks to), au moyen de (by means of), avec (with).
One of the major results is that the semantics of these prepositions have scope,
in the proposition, over the verb predicate. This is implemented in our frame-
work by considering three sub-events involving the agent the instrument and
the main action, and defining precise scope relations between them.

The presentation of our analysis of the prepositions denoting instrumentality
is organized as follows: we first define the event structure related to the notion
of instrumentality (section 2.1), and then present the essential features of the
data defining the senses of the four prepositions at an informal level (section
2.2), focusing on the parameters that serve the instantiation of this notion in
order to achieve a deeper and computationally tractable formal model. Before
we go on with the presentation of the model, in section 2.3, let us present a
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brief note on the interactions between the semantics of the prepositions and
the semantics of the main predicate, where we claim that the first has wider
scope over the latter.

Let us note that prepositions are language-specific and that our analysis ini-
tially applies to French prepositions. The methodology and, possibly the re-
sults, can be extended to other languages and to other prepositions, not neces-
sarily those mentioned in the glosses, though.

2.1 The event structure of the notion of instrumentality

To see how the notion of instrumentality can be decomposed into three sub-
events involving entities having complex relations between each other, let us
consider the following example :
John cuts the bread = e3
John uses a knife = e2
The knife has the ability to cut the bread = e1.
The syntactic surface structure is:

NP0 V NP1 PrepInstr NP2

In the following discussion, , and represent the denotations of ,
and . Since there are many syntactic structures that accept an object

NP ( ) we could alternatively have the more generic structure: -
- PrepInstr - . However, since we need to take into account the in
a number of cases, we leave it explicit. Our analysis assumes the existence of
the following sub-events and entities:

The formula (i) makes explicit the relations existing among these sub-events:

(i) ( ( ))

It expresses the fact that because the knife has the ability to cut the bread ( )
and that John uses the knife (on the bread) ( ), then John cuts the bread ( ) .
The application of on entails .

It is clear that the preposition has scope over the main predicate. The main
motivation for this choice is that the relation between the agent and the instru-
ment on the one hand and the instrument and the main action on the other hand,
determines the relation between the agent and the action itself and the way it
is carried out.

“ “

1 The sub-event (e ) implying the instrument ( K) and the action (VNP ). 

2 The sub-event (e ) implying the actor / agent ( I ) and the instrument (K).

3 The sub-event (e ) implying the actor / agent ( I ) and the action (VNP ).
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2.2 The data: informal definitions, notions of sub-event
and control relations

The general instrumentality schema is instantiated differently depending on
the lexicalizations of the notion of instrumentality used. Methodologically, we
begin by considering these lexicalizations to abstract later over the cognitive
notion and representation of instrumentality. For each of the prepositions, we
present a typical example taken from our corpus, an informal definition, and a
sub-event based paraphrase in the lines of (i).

2.2.1 Par (by). Typical exemple:
(1) Les alpinistes ont atteint le sommet par ce chemin / The alpinists reached
the top by this trail
Informal definition: = , is in a certain disposition or state such that it can
have a certain effect; = it does an action on which is of the type of or
that entails ; is obtained .
Paraphrase in terms of sub-events (1): the trail has the property of reaching
the top of the mountain ( ), the alpinists walk on this trail ( ) and so, they
reach the top of the mountain ( ) .

2.2.2 Grâce à (thanks to). Typical example:
(2) Le tourisme prospère grâce au Canal du Midi / Tourism thrives thanks to
the Canal du Midi
Informal definition: = the instrument ( ) has certain properties (that need
to have a priori positive consequences); = the actor (I) is positively influ-
enced by these properties; the actor benefits from .
Paraphrase in terms of sub-events (2): the Canal du Midi is a touristy attrac-
tion ( ), tourism benefits from the presence of the Canal du Midi ( ) and
thus tourism thrives (thanks to the Canal du Midi) ( ) .

2.2.3 Au moyen de (by means of). Typical exemple:
(3) Il s’est brûlé au moyen d’huile chaude / He burned himself by means of
boiling oil
(4) Ils ont ouvert la porte au moyen d’un cric / They opened the door by means
of a jack
Informal definition: = the instrument ( ) is such that it can perform an
action; = the agent ( ) controls the action that the instrument can perform;

= the agent performs the action .
Paraphrase in terms of sub-events (3): a boiling oil can burn ( ), John uses
boiling oil to burn himself ( ) and thus he burns himself ( ) .

2.2.4 Avec (with). Typical exemple:
(5) Jean s’est brûlé avec de l’huile chaude / John burned himself with boiling
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Informal definition: = the instrument is such that it can perform an action;
= the actor (or agent) controls the instrument without controlling the action

that it can perform; = the agent uses the instrument and the action is realized
by the instrument .
Let us notice that has two possible interpretations: either is an actor
(in this case John unwillingly burns himself), or an agent (John is willing to
burn himself). In this second case avec is a synonym of au moyen de. In the
remainder of this paper we consider the first interpretation only. Paraphrase in
terms of sub-events for (5) are: boiling oil can burn ( ), John uses the boiling
oil ( ) and he burns himself ( ) .

2.3 A note on the interaction between the semantics of the
preposition and the main predicate

One of the objections to our analysis, is that the ambiguity intentionality vs.
non-intentionality is already present in the semantics of the predicate. Burn
can have an intentional or a non intentional interpretation which is not due to
the preposition.

Let us emphasize that we are not claiming that the preposition is ambiguous,
or that there are two different prepositions avec denoting instrumentality. The
predicate is ambiguous, and the preposition can possibly solve the ambiguity
or not. In (3), au moyen de, solves the ambiguity, whereas in (5), avec does
not.

The task of the preposition is twofold: on the one hand it specifies in what
particular way the objects that it selects are involved in the main action, on
the other hand it specifies a particular relation between the agent / actor and
the instrument. As a result of these two constraints, it may or may not disam-
biguate the predicate, in cases where it is itself ambiguous. Note that, if one
of the meanings of the predicate is not compatible with one of the constraints
that the preposition imposes, the sentence cannot be accepted. Consider, for
instance, the impossibility of *John est apprecié au moyen de sa beauté (John
is appreciated by means of his beauty), where the agentive relation between
and is incompatible with the non-agentive relation between and the event
denoted by the .

This view of the role of the prepositions also explains why they may be
considered to have wider scope over the predicate, at least in a semantic per-
spective. The preposition, introducing an entity into the scene, also specifies its
relations to the other entities, the actor / agent and the action. This, as we have
noted it, affects the way in which the actor / agent carries the action at stake.
In this respect, we can say that the semantics of the main predicate is a func-
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tion of the semantics of the preposition, and the new relation that it establishes
between the subject and the action in which it is involved.

Two important issues remain open, among many others. The first one is
to know whether the observation that the semantics of the prepositions influ-
ences that of the main predicate is general and can be extended to any kind of
preposition (abstract - e.g. à ( ), de ( ) - the so-called mixed - e.g.
( ) - and the concrete ones - e.g. spatial prepositions . The second one is
to know whether the classical distinction between argument and adjunct can
influence the way the semantics of prepositions interacts with that of the main
predicate. These are general questions that are outside the scope of this paper
(see (Bonami, 1999)).

3. The logical model

In this section we present the logical model that we will be using to imple-
ment preposition senses. After a short presentation of the main principles of
the Lexical Conceptual Structure, we introduce the additional primitives nec-
essary to adequately encode the notion of instrumentality. We then provide an
example for each preposition and show how we can abstract over these prepo-
sitions to get a generic representation for instrumentality.

3.1 Main Principles of the Lexical Conceptual Structure
(LCS)

The LCS owes much to the former Lexical Semantics Templates. It gained
its popularity via Jackendoff’s improvements. The LCS is mainly organized
around the notion of movement (change of location), the other conceptual
fields being derived by analogy, in a more or less natural way. We consider the
LCS as a semantic representation language and as a methodology for describ-
ing the semantics of predicative forms. It is indeed clear that the primitives it
is composed of are not exhaustive enough. Moreover, these primitives remain
abstract and can be viewed as macros: in a language processing system, they
may need to be interpreted, e.g. in terms of Euclidean geometry for primitives
dedicated to the expression of localization.

The LCS language is composed of three elements: conceptual categories,
also called parts of speech: thing, event, state, place, path, property, purpose,
manner, amount and time. These are used to type the different LCS structures.
The LCS also has a number of conceptual primitives. The most important ones
cover the notions of change (GO), state (BE), and cause (CAUSE). Lower level
primitives mainly include primitives encoding prepositions: FROM, TO, AT,
ON, etc. In our framework, we consider that we need 64 such primitives (Can-
nesson et ali. 01). Finally, the LCS has semantic fields: loc, temp, poss, epist,
comm, etc. designed to specialize the above set of primitives to a certain field:

of to 
for

pour
1
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is a change in the localization domain, while is a change of
possession.

LCS forms can be read quite easily, for example, the verb run is represented
as follows:

which can be paraphrased as: I (the subject, and only argument) is the cause
of an event which is a change of localization ( ) of itself along a certain
path which is left underspecified (possibly instantiated by a PP). The LCS is
particularly appropriate for representing information of a predicative nature, it
needs to be paired with other types of representation paradigms (e.g. attribute-
value pairs, scales, etc.) for the non-predicative information. A number of
abstract verbs (as common as write or read) are quite difficult to represent in
LCS in a ’natural’ way.

In the representations given below, the LCS is paired with a typed -calculus
and underspecification, allowing for (1) the introduction of information coming
from arguments or from inferences and (2) the implementation of the principle
of compositionality. The above example can then be rewritten as follows:

where P is constrained to be any structure of type path.

3.2 Modeling the actor-agent / action / instrument
relations

Let us now model the relations among the event ei presented above. For
that purpose, we need to introduce two sets of primitives to characterize (1) the
different levels of control that the actor / agent ( ) has on the instrument ( )
and (2) the degree of commitment of the instrument in the action. For example
contrast cut the meat with a knife with eat soup with a spoon: in the first case
the knife does the cutting whereas in the second, the spoon is just used as a
tool that facilitates the action, it does not do the eating.

3.2.1 The actor-agent ( ) / instrument ( ) relation: ( ) . The
control that the actor / agent has on the instrument varies considerably and can
be expressed by means of three different primitives in the LCS:

UNDERGO: the actor has no control on the instrument or on its proper-
ties.

SELECT: the agent uses the instrument and has some control on it. Nev-
ertheless, while doing a certain action with the instrument, the actor does
not necessarily plans to do the action denoted by .

 [event CAUSE([ thing I], 

 

[event GO+loc([thing I],  [ path])])] 

λI, λP : [ path]

 [event CAUSE([ thing I], 

 [event GO+ loc([thing I], P)])] 

I eK 2

GO+loc

 GO+loc

 GO+poss

λ 

I K

V NP1
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CONTROL: the agent controls the instrument, in order to realize the
action denoted by .

3.2.2 The instrument ( ) / action (V ) relation: ( ) . Ac-
cording to the commitment of the instrument in the action being performed,
this relation can also be instantiated by three different primitives in the LCS:

BE: the instrument has some intrinsic properties such that even being
passive, it necessarily participates to the action denoted by .

REACT: the instrument, while being controlled and activated by the
agent with respect to a particular property, participates to the action de-
noted by the via another property, unexpected and uncontrolled
by the agent.

ACT: the instrument has an intrinsic property that contributes, via the
agent, to the success of the action. The primitive ACT, contrary to the
primitive BE, expresses the fact that the instrument is not passive, but
that it participates to the action.

The relation does not need any additional primitive to be adequately repre-
sented.

3.3 Preposition senses and primitives: towards a formal
definition

Before we proceed to the modeling of the four prepositions presented in sec-
tion 2, let us summarize the way each of the primitives that we have introduced
can be associated with a preposition. For each preposition, the notion of instru-
mentality emerges as a combination of relations among the entities denoted by
the and the action described by the verb:

It is now clear that the contents of is the result of the interaction between
on the one hand the way the instrument is involved in the main action, and, on
the other hand the relation between the subject and the instrument. Introducing

and specifying its relations with the subject and the action, allows us to
define the way the subject is involved in the action.

Consider now the examples above encoded by means of these primitives.
We leave apart the main action, namely the event involving (i.e. ), to

K eNP 1 1

e3

e3

e3

NPs

I / VP

e3

V NP1

V NP1

V NP1
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and . We recall that the relation between these two
events is the temporal inclusion: .

From the above set of primitives, this statement can be represented schemati-
cally as follows:

Tourism benefits from the fact that the Midi Canal is a nice canal (noted here
as prop( ), a function that extracts a relevant property of ). The instrument
has an effect through its own properties.

Par: Les alpinistes ( ) ont atteint le sommet (VP) par ce chemin ( ) / The
alpinists reached the top by this trail
A possible definition in terms of primitives is:

The alpinists choose the trail for some of its properties, without controlling it.
They are nevertheless active in the choice of a particular trail, probably because
they know that it will enable them to reach the top of the mountain.

Avec: Jean (I) s’est brûlé (VP) avec de l’huile chaude ( ) / John burned
himself with boiling oil
In terms of the above primitives, we have:

John uses boiling oil that has the property of burning, without willing to burn
himself. The property of burning is activated by REACT. The consequence is
that John burns himself accidentally.

Au moyen de: Jean (I) s’est brûlé (VP) au moyen d’huile chaude ( ) / John
burned himself by means of boiling oil
We have in this case:

John uses the oil for its burning properties in order to deliberately burn him-
self. We strengthen the relation between and the to indicate that it is a
particular property of the oil that is looked for by the subject in order to achieve
his aim.

4. LCS representation of preposition senses and instances

In this section, we first show (section 4.1) how the meaning of these four
preposition senses can be represented and then (section 4.2) consider the ab-
stract underspecified representation for the notion of instrumentality, that can
be factored out from the representations of the contextual values.

Grâce à: Le tourisme(I) prospère (VP)  grâce au Canal du Midi (K) / 

Tourism thrives thanks to the Canal du Midi

UNDERGO(I, K))  ( prop(K)  (IVP))

SELECT(I, prop(K))  (IVP)

SELECT(I, K) REACT( property(K))  ( IVP)) 

CONTROL(I, K) ACT( property(K))  ( IVP))

concentrate here on e1  e2

(e  (e1))2

K

I

K

K

K

K

K  VP
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4.1 Representation of the contextual values

The LCS provided for the four prepositions has a very regular structure that
reflects the sub-event construction typical of instrumentality: the first part of
the general form associated with the sense of the preposition describes the
nature of the control of the subject on the instrument ( ), the second part
accounts for the properties of the instrument ( ) that are useful for the action
to be realized ( ), while the third part describes the action itself ( ). As
presented above, has wider scope over . Note that the theme is only
present in the verb representation within .

It is important to note that, in the calculus given below, are gener-
ally analyzed as propositional adjuncts: their representation embeds the verb
representation and not the reverse as it is in general the case for predicate argu-
ments, which are included into the verb’s representation. Syntactic alternations
provide a strong argument in favor of this interpretation: these constructions
generally undergo the Possessor-Subject (transitive) alternation (2.13.4, Levin,
1993), also valid for French (Saint-Dizier, 1998), which clearly indicates that
the PP has wider scope over the whole proposition.

In all of the following LCS, let be the variables representing respec-
tively , and ; let be the ontological type of the verb
of the proposition. For each of the prepositions, we give the general seman-
tic form in LCS and then the representation of the selected typical example.
Additional operators and considerations are introduced below when used.

4.1.1 Par. General form:

The function telic-of( , ) extracts in the telic role of the noun a predi-
cate whose argument types are subsumed respectively by the types of and

. Telic role is a direct reference to the Generative Lexicon (Pustejovsky, 95),
where predicates in the telic role represent actions or uses, in general prototyp-
ical, of the object .

The primitive BECOME characterizes accomplishments. It emphasizes in
general the state resulting from the action described by the verb. In our case,
it places focus on the realization of the . Its general form is:

λ I, λ K, λ J,
[event CAUSE([ event SELECT([I], [ state BE+T([K],

AT+T([telic – of(K, J)])])])], 
[event BECOME([I], [event GO+T([ I], 

[path AT+T([ VERB([I], [J])])])])])] 

[event BECOME([I], [event GO+T([ I], 

[path AT+T([ VERB([I], [J])])])])] 

VP

K

K

K

KJ

J

I, J, K

T V ERBNP1NP0 NP2

PPs

J

K
KI

e1

e2 e1
e3

e2

e3
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The and the characterize the evolution of the action to reach
the resulting state via a kind of metaphorical path. is the ontological domain
of the resulting state. Finally, we leave the verb representation open, indicating
only its two arguments and .

Typical example:

The telic-of function produces here, for example, the predicate :
go-via(trail, top)
since go-via is a predicate in the telic role of the noun trail.

Typical example:
(2) Le tourisme prospère grâce au Canal du Midi / Tourism thrives thanks to
the Canal du Midi.

INCH is a function of the LCS that produces the resulting state of an ac-
tion. In this case, it is preferred to BECOME in order to strongly focus on
the resulting state rather than on the process denoted by the verb, which is
less prominent. The agentivity of the subject is strongly marked in this
representation by the primitive CONTROL.

I J

T

GO+T +TAT

NP0
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Typical example:
(5) Jean s’est brûlé au moyen d’huile chaude./ John burned himself by means

of boiling oil.

Here brûler ( ) in the second line is inferred from the compound huile
chaude (boiling oil), not from the noun huile (oil) alone. We assume that brûler
is infered from the adjectives applied e.g. to liquids like
oil. This is a form of lexical inference, therefore burn is not in the telic role of
the Qualia of oil (Pustejovski, ibid.).

(4) Jean ouvre la porte au moyen d’un cric (case of an unexpected use of

the instrument) / John opened the door with a jack.

The unexpected use of the instrument representation occurs when the verb
is not prototypical. This situation can be characterized by the fact that

neither the verb nor one of its synonyms or super- types (if any) is present in
the telic role of the Qualia of the instrument. For example, in the telic role of
jack there is nothing about its ability to open a door.

4.1.4 Avec. General form :

Typical example:
(6) Jean s’est brûlé avec de l’huile chaude. (action performed unwillingly) /

John burned himself with boiling oil.

Most of the representations given here make a heavy use of the telic-of func-
tion: this shows the quasi-systematic metonymic character of instrumental ex-
pressions. This is not surprising since the notion of instrument is largely related

[event CAUSE([ event v state CONTROL([ john], 

    [state ACT([ thing boiling oil], [ purpose burn(boiling oil, –)])])], 

          [event CAUSE([john], [state burned([ john])])])] 

[event CAUSE ([ event CONTROL([john], [state ACT([thing jack], 

      [purpose open( jack,–)])])], 

           [event CAUSE([john], [state open(door)])])])] 

λ I, λ K,

[event CAUSE([ event SELECT([I], [ thing K])])], 

     [event REACT([K], [ state PROP(K) if explicit

         or TELIC – OF(K, –)])])], 

            [event BECOME([I], [event VERB([I])])])] 

[event CAUSE([ event SELECT([john], [ thing boiling oil])])], 

     [event REACT([ oil],[state burn(oil, –)])])], 

          [event BECOME([john], [event burned(john)])])] 

Vstate

burn

warm / hot / boiling

VERB
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to telicity. Some examples show that inference forms must be used instead of
a reference to a telic predicate to get a correct representation of the utterance.

4.2 Towards a representation of the underspecified notion
of instrumentality

Given the sub-event structure indicated in the general forms of the represen-
tations, we can now abstract over the representations to get the most generic
notion of instrumentality. Formula:

is now expressed in LCS terms. Its abstract and under-specified form is:

with:

E2 = UNDERGO / SELECT / CONTROL

E1 = BE / REACT / ACT

E3 = CAUSE / BECOME

As can be noted, each preposition sense has its own selectional constraints and

representation.

many prepositions and also to the semantics of adjectives, is the identi�cation

of the properties at stake. In this paper, we made the assumption that it can

be extracted via a macro such as PROP( ,) or via the telic-of function of

the Generative Lexicon. This obviously does not solve the problem. One of

our aims will now be the development of reasoning procedures or pragmatic

criteria that identify these properties. Some cases are quite straightforward

interactions between semantics and pragmatics, and a contribution to this area.

Another direction, more basic, is to develop acquisition mechanisms that

identify selectional restrictions from large sets of tagged denoting instru-

mentality. Although the results given above are based on a rather large number

semantic phenomena, where the overlap between the above cases are relatively

important. Extensive corpus analysis may contribute, among others, to reach

the adequate level of restrictions for each use.

5. Conclusion

In this paper, we proposed an analysis of the notion of instrumentality, go-
ing from the abstract notion to its lexicalizations via preposition senses. A
symmetric movement has then been suggested, from the representation of ex-

λ I, λ K, λ J, [event CAUSE([event E2([I], [eventvstate E1([K], 
[property telic of(K, J) or VERB])])], 

       [event E3([I], [state resulting  state(VERB)])])] 

K

PPs

A major general difficulty, not proper to our approach, and which extends to

while others are particularly difficult.We believe this is a good example of the

of examples, we believe that our approach is still fragile for very fine-grained



A Conceptual Semantics for Prepositions denoting Instrumentality 303

amples in LCS with their application constraints to the under-specified repre-
sentation of instrumentality, via abstract representations of preposition senses.
This analysis shows the complexity of the notion and the necessity of using
complex knowledge such as the one found in telic roles, among others. A con-
siderable amount of work, systematization and development of examples (in-
cluding metaphors and metonymies) remains to be done in this domain. This
work has been developed on the basis of about 200 sentence samples. How-
ever, we believe that this work, through a concrete study of a complex notion,
induces analysis, methods and semantic representation formalisms appropriate
for developing a general framework for a proper preposition semantics.

This work is a first effort towards the definition of an accurate semantics
for a number of preposition classes which have seldom being studied within
a computational linguistics perspective. The next step is to study prepositions
denoting instrumentality and manners. Similarly to prepositions denoting in-
strumentality, this study also involves related studies such as metonymic forms
(treated here by calls to the telic role of the argument), compositionality (with
the verb and the NP), the expression of selectional restrictions, and different
forms of knowledge representation and inference, among which, as advocated
here, the generative lexicon.

Besides an in-depth analysis of prepositions, our aim is to introduce such an
approach in a number of applications where prepositions play or should play
a major role. Let us first mention machine translation where it is often useful
to go as deep as interlingua forms (Dorr et al 97) to get correct translations.
Prepositions should in the future play a major role in knowledge extraction
since the compound preposition + noun type is a clear and quite simple trigger
of semantic information such as localization, manner, instrument, accompani-
ment or expression of an approximation (Cannesson et al. 01). Finally, let us
mention the area of natural language generation where preposition choice, an
aspect of lexicalisation, is a delicate task (see Benamara et al., this volume).
It also interacts much with syntax, in particular with alternations as advocated
above, and also with various forms of verbal incorporation.

We believe that such a detailed analysis of prepositions is useful to guar-
antee a certain level of quality and adequacy of computational linguistics ap-
plications which do not rely only e.g. on stochastic observations. Although
prepositions have a certain semantic and syntactic autonomy, we also believe
that their semantics must be investigated in close connection with the verb and
the NP semantics.
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Notes
1. This classification of prepositions according to their semantic weight , has been recently proposed

by (Cadiot, 1997) and goes back to (Spang-Hanssen, 1963)
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PREPOSITIONS IN COOPERATIVE
QUESTION-ANSWERING SYSTEMS: A
PRELIMINARY ANALYSIS

Farah Benamara and Véronique Moriceau
IRIT, 118 Route de Narbonne 31062 Toulouse, France
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Abstract In this chapter, we show how the semantic properties of prepositions can be
used within a logic based cooperative question-answering system. We focus on
a subset of spatial and temporal French prepositions, outlining a naive Euclidean
semantic interpretation relevant for our purpose. We then show how these repre-
sentations are used in dedicated reasoning schemas such as relaxation or gener-
alization based on a set of relations that classify each preposition according to its
interpretation. Finally, we give some aspects of how prepositions are generated
in natural language both during aggregation and lexicalisation. Results are inte-
grated and evaluated within the WEBCOOP project, an intelligent, cooperative
question-answering system.

Keywords: Spatial and Temporal Prepositions, Cooperative Question-Answering, Natural
Language Generation.

1. Introduction

Prepositions have received little attention in the Computational Linguistics
and Natural Language Processing (NLP) communities, however their use in
applications, such as indexing, knowledge extraction or text summarization, is
crucial but requires an in-depth syntax and semantics analysis to be of any use.

We investigate in this chapter a specific NLP task where prepositions
play a predominant role, namely advanced question-answering (QA). In this
application, semantic properties of prepositions have to be taken into account
during question analysis, answer retrieval and, finally, during natural language
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answer generation. As an illustration, let us consider the following natural
language question :

Give me trains to go from Paris to Toulouse at 11:30am,

If there is no direct response to that query, an advanced question-answering
system, where specific reasoning schemas are coupled with NLG techniques,
can generate, for example, the following natural language responses :

There is no Paris-Toulouse train at 11:30am. The nearest ones are:
trains around 11:30am: at 11.20am and at 11.44am,
trains in late morning : at 11.56am.

In this example, the preposition around and the prepositional compound in
late morning make explicit the retrieval mechanisms used (constraint relax-
ation), leading to appropriate answers.

Advanced reasoning for Question-Answering systems, as described in (Bur-
ger et al, 2002) (Maybury, 2004), rises new challenges since answers are not
only extracted from written texts or structured databases but also constructed
via several forms of reasoning in order to generate answer explanations and
justifications. These systems require the integration of reasoning components
operating over a variety of knowledge bases, encoding common sense knowl-
edge as well as knowledge specific to a variety of domains by means, for ex-
ample, of conceptual ontologies. Inference allows enhanced or extended QA
services by providing intelligent and cooperative answers. There are many
ways for a query to be answered intelligently, including :

1 providing answer explanations,

2 constructing intensional responses and answer summaries,

3 generalizing queries using neighborhood information (query relaxation),

4 comparing answers that have similar questions,

5 realizing information fusion when answers are inferred from multiple
data sources, etc (Webber et al, 2002).

Our experimental framework is the WEBCOOP system (Benamara, 2004),
a cooperative QA system, going from question processing to natural language
answer generation using advanced reasoning and NLP procedures. To have a
more accurate perception of how cooperativity is realized in man-man com-
munication, we collected a corpus of French question answer pairs found in a
number of web sites about tourism. An analysis of this corpus gave us inter-
esting results on the way a cooperative system can be designed (Benamara et
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al, 2004b). An analysis of this corpus also shows the prominent role played by
prepositions to describe e.g. localization, instrument or purpose.

In this chapter, we show how the semantic properties of prepositions are
used in WEBCOOP for providing intensional and relaxed answers which re-
spectively correspond to the cases (2) and (3) cited above. We study in this
framework a subset of temporal and spatial usages of prepositions. We elab-
orate a semantic representation for each preposition by means of a simplified
version of the Lexical Conceptual Structure (LCS) and then we associate to
each representation an interpretation function based on a naive Euclidean ge-
ometry, which is adequate for our purpose. These representations are then used
in specific reasoning schemas in order to provide direct, relaxed or intensional
responses. For this purpose, we define three relations namely the inclusion,
the opposite and the approximation relations, that classify each preposition ac-
cording to its interpretation. These relations depend on the ontological type of
the object being localized and can be viewed as a set of axioms that allow, via
cooperative reasoning procedures, for the retrieval of direct or additional re-
sponses that better answer a question. Finally, answers have to be generated in
natural language. At the end of this chapter, we focus on general and on some
specific aspects of preposition lexicalisation and aggregation of prepositional
phrases.

2. Preposition use in Question Answering : the
WEBCOOP system

Our general, experimental framework is the WEBCOOP system (Bena-
mara, 2004), a logic based QA system that integrates knowledge representation
and advanced reasoning procedures to generate intelligent and cooperative re-
sponses to natural language (NL) queries on the web in French. Cooperative
responses are designed to respond to unanticipated questions and to resolve sit-
uations in which no direct answer is found in the data sources. In these cases,
cooperative responses are useful to provide approximate answers, to make the
comprehension of the response easier, to give explanations or to make sugges-
tions.

Our approach requires the development of a knowledge extractor from web
pages and the elaboration of a robust and accurate question parser. NL re-
sponses are produced from semantic forms constructed from reasoning pro-
cesses. During these processes, the system has to decide, via cooperative rules,
what is relevant and then to organize it in a way that allows for the realization
of coherent and informative responses using the domain ontology and general
knowledge. In WEBCOOP, responses provided to users are built in web style
by integrating natural language generation (NLG) techniques with hypertexts
links in order to produce dynamic responses (Reiter et al, 1997).
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To evaluate the formalism and the cost of the procedures involved, the WE-
BCOOP system is developed, in a first stage, on a relatively limited domain
that includes a number of aspects of tourism (accommodation and transporta-
tion).

2.1 Prepositions in FAQ Corpora

To carry out our study, we considered three typical sources of cooperative
discourses: Frequently Asked Questions (FAQ), Forums, and email question-
answer pairs (EQAP), these latter obtained by sending ourselves emails to rel-
evant services (e.g. for tourism: tourist offices, airlines, hotels). Our study
was carried out on 370 cooperative question-answer pairs. The domains con-
sidered are basically large-public applications: tourism (45%), health (22%),
sport, shopping and education (19%). In all these corpora, no user model is
assumed, and there is no dialogue: QA pairs are isolated, with no context.

Prepositions in our corpora are generally used in questions to express a con-
straint and in the response to introduce a restriction, a direct or an additional
answer. There are many ways to introduce a direct response.

One way is to use the same preposition as the one used in the question (to
whom? to someone). When the type of the expected response is an entity (a
name, a location, etc), the preposition used in the response belongs to the same
semantic field as the one of the interrogative pronoun (where? in), like in the
following QA pair:

A qui s’adresser concernant l’utilisation d’informations provenant de (...)?
(Who should I talked to get information about...?)

Vous pouvez effectuer votre demande par mél à (...).
(You can send an e-mail to (...)).

Another way is to use a preposition that belongs to the same semantic class
as the interrogative pronoun. For example:

Où se situent vos comptoirs et points de vente Aéris Express?
(Where are your Aeris Express desks?)

Ces derniers sont situés dans les aéroports suivants : (...)
(These are in the following airports: (...)).

We have also noticed in our corpora that prepositions are used to introduce
the context of the direct response. For example:

Comment insérer une photo dans mon annonce?
(How can I insert a picture to my ?)

Pour insérer une photo, vous devez (...)
(To insert a picture, you have to (...)).
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Prepositional phrases are also used to introduce additional answers. In this
case, prepositions describe the noun representing a direct response. For ex-
ample, if the question: le supermarché est-il loin de mon immeuble? (is the
supermarket far from my building?), has no answer, another preposition is
used to describe the cooperative response, as in:

Non, il se trouve à environ 50 mètres. Vous pouvez y aller à pied.
(No, It is at about 50 meters. You can go there on foot).

Another way to introduce a direct response is shown in this last example:
Peut-on voyager avec son animal de compagnie ?

(Can we travel with our pet?)
Vous pouvez emmener votre animal de compagnie, si celui-ci a été vacciné
contre la rage.

(You can travel with your pet only if it has been vaccinated against
rage).

In this QA pair, the verb emmener used in the answer includes the notion
of accompaniment, which is explicitly mentioned in the question, with an
incorporation of the preposition avec.

In this chapter, we restrict ourselves to spatial and temporal usages of prepo-
sitions, which are the main prepositions found in our corpus. We show how
these ones are used within WEBCOOP both during the reasoning steps and the
natural language generation of cooperative responses.

3. Semantic Representation and Interpretation of
Localization Prepositions in WEBCOOP

From a linguistic point of view, spatial and temporal prepositions have re-
ceived an in-depth study for a number of languages (Verkuyl et al, 1992).
The semantics of other types of prepositions describing manner, instrument,
amount or accompaniment remains largely unexplored, see a general typol-
ogy in (Cannesson et al, 2002). We describe in this section how we built our
semantic representation.

3.1 Semantic Representation

In (Cannesson et al, 2002), different senses of French prepositions are clas-
sified. The localization class includes the following facets: source, destination,
via/passage, and fixed position which all get different semantic representations.
These facets are considered as underspecified senses. From an ontological
point of view, these facets can be applied to spatial and temporal arguments,
as well as to metaphorical transpositions, e.g. into the psychological or the
epistemic domains.



312 SYNTAX AND SEMANTICS OF PREPOSITIONS

In this classification, each preposition sense is associated with a semantic
representation by means of the Lexical Conceptual Structure (LCS) (Jackend-
off, 1990). In (Cannesson et al, 2002), 35 LCS primitives are used to cover
all the senses of the localization prepositions. These primitives correspond to
concepts and are directly preposition names in the LCS meta-language. How-
ever, they are not necessarily used directly for the corresponding preposition.
The LCS general forms are respectively for spatial and temporal prepositions:

where place, thing, event, path and time are conceptual categories and +loc
and +temp are semantic fields of the LCS language.

In WEBCOOP, we use a simplified version of the LCS since conceptual
categories and semantic fields are very restricted and can straightforwardly
be inferred from predicate arguments. The simplified version is expressive
enough and adequate to our needs in terms of knowledge representation and
reasoning schemas. The LCS general form:

is then rewritten into the following predicate:

In the simplified form,
corresponds respectively to a spatial or to a temporal preposition. The
conceptual categories place, thing, event, path and time are omitted because,

localization or by access to a lexicon. The argument , in the simplified
notation, corresponds to a geographical localization for spatial prepositions
and to an event or a time unit for temporal prepositions. The argument

is the object being localized and it corresponds to one of the following
concepts defined in our domain ontology: tourist accommodation, tourist
equipment, geographical localization, food place, transport infrastructure,
means of transportation, etc. These ontological types are also used to disam-
biguate a function w.r.t. its temporal or spatial usage. Here are some examples:

L’hôtel est en face de l’aéroport d’Orly (the hotel is in front of Orly air-

Le train arrive entre 10 heures et 12 heures (the train arrives between 10am
and 12am) is represented by:

place/path LCS Primitives+loc ([place/thing X])] and, 

λX [  LCS Primitives+temp ([event/time

place/path/time +loc/+temp ([event/time/place/thing

X])]place/time/path

λX [

LCS Primitives X])]λX [

can be either +loc or +temp which

for example, they can be retrieved by access to the ontological type of the

L C S P r im i t i v e s  (S e m F ie ld ,  Y ,  X ) .  

port) is represented by :hotel(X) ∧ in  frontof  (loc , X , orly) ∧airport(orly)

Y

XX

S e m F ie ld
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In these examples, the predicates infrontof and between correspond to the
semantic representations of the prepositions en face de and entre.

The following two tables summarize the semantic representations associated
to each localization preposition found in WEBCOOP. A simplified version of
the LCS is associated with each of them. A comprehensive LCS representation
for some localization prepositions is given in the introduction of this book.
In these tables, we give an approximate English translation for each French
preposition (sense). Table 19.1 is dedicated to temporal prepositions and table
19.2 to spatial prepositions.

Table 19.1. Simplified LCS Representations for Some Temporal Prepositions

3.2 Interpretation of Localization Prepositions

There are many studies on how to interpret the meaning of spatial and tem-
poral prepositions. Globally, various works related to psychology and linguis-
tics such as those of (Herskovits, 1986) (Miller et al, 1976) (Talmy, 1983) and
works in the field of naive physics (Hayes, 1976), show that property of space
in natural language is different from the absolute spaces where entities are lo-
calized by means of coordinates. Thus, purely geometrical representation of
the semantic of spatial prepositions is not appropriate.

However, in our case, we consider that staying at a geometrical level of rep-
resentation involving e.g. geometry relations is sufficient for providing global
reasoning schemas dedicated to cooperative responses (cf. section 4).

In WEBCOOP, we associate to each semantic representation an interpreta-
tion function based on a naive Euclidean geometry. We roughly consider that
temporal prepositions are interpreted along a single dimension axis (time) and

train(X) ∧ arrivalt ime  (X ,Y) ∧ between( temp , Y ,  10am ,  12am) .  
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Table 19.2. Simplified LCS Representations for Some Spatial Prepositions

that spatial prepositions are interpreted in a space of one, two or three dimen-
sions.
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Let be the set of predicates associated to LCS primitives as de-
scribed in the previous section (cf. table 19.1 and table 19.2). In WEBCOOP,
we associate to each predicate an interpretation defined by
the pair where:

- is the domain of interpretation that corresponds to a set of Cartesian
coordinates in the Euclidean space. Each argument in (except the
semantic field) is an element of .

- is an interpretation function associated to each predicate . It is
defined as follows :

We consider that the objects being spatially or temporally localized are solid
objects whose shape is roughly parallelepipedic, cylindrical or spherical. Let
us now describe the interpretation functions associated to some preposition
primitives. For the moment, those interpretations are relatively simple and are
built according to our own intuition.

3.2.1 Geometric Interpretation of Some Spatial Prepositions. We
study here the primitives: farfrom, near, around and in. Let , ,

and spaces of Cartesian coordinates respectively associated to
each of these primitives, as shown in figure 19.1. Let , a function
that determines the coordinates of an object . Let also ,
the set of all coordinates of objects that belongs to the space

delimited by an object . Intuitively, we give the following
interpretations:

In this formalization, we do not put forward any hypothesis about the geo-
metric shape of the object .

3.2.2 Geometric Interpretation of Some Temporal Prepositions.
We study here the primitives: at, around, near, after and before. We

represent temporal prepositions in a space of one dimension (time). Therefore,
is equivalent to . In this context and according to the figure 19.2,

IFp : PRIM  {true, false}

IFp(prim) Z.

IFp(in(loc, Z, X)) is true if and only if Coord(Z) ∈ Interval4(X),

IFp(around(loc, Z, X)) is true if and only if Coord(Z) ∈ Interval3 (X),

IFp(near(loc, Z, X)) is true if and only if Coord(Z) ∈ Interval2(X),

IFp(far from(loc, Z, X)) is true if and only if Coord(Z) ∈ Interval1(X). 

Z

ZCoord(Z)

Y

Y Interval (X)i

iAreaa

Coord(Y)

Area1 Area 2

AreaArea 3  4

∈  (i {1, 2, 3, 4 })

PRIM

PRIM

IFp

p

pD

pD

p(D , IF )

prim

prim

prim ∈ Ip
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Figure 19.1. Geometric Interpretation of Some Spatial Prepositions

we give the following interpretation functions:

Figure 19.2. Geometric Representation of some temporal prepositions

p

p 1 1

p 2 2

IF (at(temp, Z, X)) is true if and only if Z = X,

IF (near(temp, Z, X)) is true if and only if Z  [X n , X + n ], 

IF (around(temp, Z, X)) is true if and only if Z  [X n , X + n ], 

Time unit

after (X)

near(X)

at(X)
around (X)

Before (X)
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where and are real numbers with . For example, the
expression aux environs de 13h can have the interpretation:

is true if .

The result of the interpretation function depends on the ontological
type of both the considered object being localized and the localization. For
example, the expression the hospital is near the hotel is different from the
expression the airport is near the hotel because the proximity of the hospital
is a walking distance w.r.t. to the argument hotel, whereas the proximity of
the airport is rather evaluated in larger terms (e.g. kilometers). This is also the
case in the train arrives at 10am which has a different interpretation from the
biker arrives at 10am. In fact, the arrival hour of a public transport like a train
implies a notion of punctuality that does not necessarily characterize a biker.

Spatial and temporal prepositions must be interpreted differently depending
on the context. A common approach to this problem is the use of pre-specified
interpretation values for each specific concept in the domain ontology. This
approach requires experts to provide such information or to extend the inter-
pretations to different domains (Minock et al, 1996). For the moment we give
arbitrary interpretations to spatial and temporal prepositions used within WE-
BCOOP according to the semantics of the concepts we consider in our system.
In the future, we plan to go further by using cognitive linguistics approaches
(Dubois, 1989) coupled with more advanced geometrical considerations.

4. Reasoning with Localization Prepositions

The above semantic representations are used to represent both (a) web pages
and (b) NL questions. >From the semantic representation of (a) and (b), an
inference engine searches for appropriate responses and constructs the logical
representation of a cooperative answer. A response is structured in two parts.
The first part contains explanation elements in natural language. It is a first
level of cooperativity that reports user possible misconceptions in relation with
the domain knowledge. The second part is the most important and the most
original one. It reflects the know-how of the cooperative system, going beyond
the cooperative statements given in the first part. It is based on intensional
description techniques and on intelligent relaxation procedures going beyond
classical generalization methods used in artificial intelligence. This component

 

IFp (after(temp, Z, X)) is true if and only if 

∃Y > X, Z ∈ [X, Y] and Z  X > n3 

IFp (before(temp, Z, X)) is true if and only if 
∃Y < X, Z ∈ [Y, X] and X  Z > n3 

XIFp (around(temp, X, 1prn)) ∈ [12 : 50am, 1 : 10pm]

n3  >  > n  n2 1n3 n2n1, 

IFp
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also includes additional dedicated cooperative rules that make a thorough use
of the domain ontology and of general knowledge.

In this section, we show how semantic representations of prepositions are
used in the know-how component. Before describing the reasoning schemas
that we consider, we first present, in the next section, the prerequisite of our
method. Then we present our reasoning strategy which is based on a set of
relations that classify each preposition according to its interpretation.

4.1 Prerequisites

4.1.1 Semantic Representation of Extracted Web Pages. Each web
text is represented under the form of a frame with attribute-value pairs where
values can be atomic or fragments of LCS. The information extraction tech-
nique is based on a domain ontology where each major node is associated with
a dedicated local grammar that recognizes, in the textual part of a web page,
information relevant to the concept associated with that node.

The domain ontology is a concept ontology, where nodes are associated with
properties. Concepts are connected to a lexicon to establish the link with lexi-
cal items and their syntactic properties. The lexicon reflects large fragments of
the domain knowledge: what function or role an object plays, how an object or
a complex event is organized, etc. It also contains selectional restrictions and
semantic representations.

Here is the representation formalism produced by our extractor (Benamara
et al, 2003). For each web page, we get the following logical representation:

where,

are predicates that represent concepts in the domain ontology (unary
predicates by convention), or their associated properties by means of n-
ary predicates or semantic representations of prepositions (as described
in table 19.1 and table 19.2)

The arguments , (a=1 to i and b=1 to n) are variables or constants.

is the web address associated to the indexed web page.

Our knowledge extraction system extracts fragments of information from
web texts, as specified in the ontology. For example, consider the following
text fragment :
l’hôtel Sofitel à Paris possède une piscine et se situe en face de l’héliport de
Paris
(the Sofitel hotel in Paris has a swimming pool and is situated in front of the
héliport de Paris )

Xab

webtext (P1 (X11 ,...,X1n )  ...  Pi (Xi1 ,...,Xi n ),http) 

Pi

http
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if the extractor can fully parse it, it then produces the following logical
representation:

In this representation, the predicate hotel and swimming pool are concepts
in our domain ontology, héliport de paris is an instance of the concept airport
and the predicate equipment is a property of the concept hotel. The predicates
in and infrontof are semantic representations of the prepositions à and en face
de.

4.1.2 Semantic Representation of NL Queries. NL questions are
fully parsed and are represented using the same logical representation as web
texts. We consider in this chapter questions that contain spatial and/or tempo-
ral constraints expressed by means of localization prepositions. For example,
the NL question: donnez-moi les gîtes en bord de mer en Corse (give me coun-
try cottages by the seaside in Corsica) has the following logical representation:

where is the question conceptual category, is the question focus,
and the conjunction :

is the logical representation of the query body. In this representation, the pred-
icates and are the localization
constraints to be satisfied by the focus .

Let us now show how the interpretation associated to each LCS primitives
are used in WEBCOOP during the reasoning processes (section 4.2) and the
generation of NL responses (section 5).

4.2 Reasoning with Prepositions: Our Approach

In this chapter, we consider the following reasoning schemas:

Case a) Retrieval of direct answers when the question has a response
in our knowledge base of extracted web pages. In this case, the system
retrieves the list of answers that satisfy the question constraints. For
example, if we have the following interpretations :

webtext(hotel(sofitel) equipment(sofitel, Z) swimmingpool(Z)

in(loc, sofitel, paris) infrontof(loc, sofitel, héliport_de_paris)

airport(héliport_de_paris), www.sofitelparis.fr)

Q = (entity, X : countrycottage, countrycottage(X) region(corsica)
sea(Y) in(loc, X, corsica) atborder of(loc, X, Y)) 

country cottage(X) region(corsica) sea(Y) in(loc, X, corsica)

atborder of (loc, X, Y)

in (loc, X, corsica) atborder of (loc, X, Y)) 

X

entity X
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then the question: give me trains to go from Toulouse to Paris after
11am? can have the following reformulations: trains around 11:30am
and trains in late morning.

Case b) Retrieval of associated or neighborhood information when the
question has an empty or a too small set of answers. In this case, an
unsatisfied constraint expressed in the query by means of a localiza-
tion preposition is relaxed into a preposition that better approximates
the failed query. For example if the question: give me hotels in front of
Orly airport? has no answer, the system can retrieve hotels around or
near Orly airport. In fact, the interpretation associated to the expression
in front of Orly is relaxed to take into account a larger area as generated
by the interpretation of the expressions around Orly and near Orly.

Case c) Generalization or summarization when the set of retrieved an-
swers is large. In this case, the system tries to find a semantically
more generic expression that better summarizes the list of extensional
responses. For example, if the question: list of palaces in Monaco with
swimming facilities? has the following possible responses:

– palaces near the sea,

– palaces at less than 100 meters from the sea,

– palaces in front of / by the sea,

WEBCOOP can provide the summarized answer: all Palaces in Monaco
are near the Mediterranean sea because the interpretation of the expres-
sion near the sea includes the interpretations of the expressions, at less
than 100 meters from the sea and in front of / by the sea.

4.2.1 WEBCOOP Reasoning Strategies. To use localization preposi-
tions in the WEBCOOP inference engine, we define different relations among
both spatial and temporal prepositions that allow for the classification of each
preposition wrt to another one according to its interpretation. These relations
depend on the ontological type of the considered object and are not associated
to any specific reasoning schema. They are defined according to a coarsed-
grained level which is actually adequate to our goals. These relations can be
viewed as a set of axioms that allow, via cooperative reasoning procedures, for

IFp(after(temp, X, 11am)) true if X ∈ [11am, 24pm], 

IFp(around(temp, X, 11 : 30 am)) true if X ∈ [11 : 20am, 11 : 40am]

and IFp (end(temp, X, [8am, 12am]) true if X ∈ [11am, 12am], 
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the retrieval in the knowledge base of a direct (case a), a relaxed (case b), or a
summarized response (case c) that better answers the question.

Let us consider two semantic representations and and their
associated interpretations . The general form of
our classification relation R is where R can be one of the
following relations:

The inclusion relation: means that is in-
cluded into (cf. section 3.2.1) in terms of distance for spatial
prepositions or temporal interval for temporal prepositions. For exam-
ple, for an object of ontological type village, we have:

The relation is reflexive, transitive but not symmetric. This relation is
applied to both spatial and temporal prepositions.

The opposite relation: means that has an oppo-
site interpretation regards to . For example

The opposite relation is symmetric, not reflexive and not transitive. This
relation is applied for both spatial and temporal prepositions.

The approximation relation: means that
approximates (cf. section 3.2.1). For example, after(temp,X,
11pm) and before(temp,X,10pm) can approximate the expression be-
tween
(temp,X,10pm,11pm). The approximation relation is reflexive, not sym-
metric and not transitive. This relation is actually applied to temporal
usages of prepositions.

Table 19.3 presents some axioms used in WEBCOOP to classify spatial and
temporal prepositions via the inclusion, the opposite and the approximation
relations defined above. For abbreviation, the notation :

Let us now describe how these relations are used in the inference engine
to provide direct and additional answers. Let Q be a query constrained by a
spatial and/or a temporal preposition and formalized by :

where are the subqueries that constraint the arguments and
and is a semantic representation of a preposition. The inference engine
processes the query against the knowledge base using one of the following
reasoning schemas :

Prepa R {Prepb, Prepc} where R ∈ {⊆, , } indicates that: 
Prepa R Prepb and Prepa R Prepc.

Prepa Prepb

⊂

aInterval

X Y

X
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Some inclusion axioms 

{at( temp , Z , X) ,  in( temp , Z , X)} ⊂ around( temp , Z , X )

around( temp , Z , X) ⊂ near( temp , Z , X )

∃ X  <  Y , z 0 ∈  [X , Y ] ,  

 {at( temp , Z , z 0) ,  in ( temp , Z , z 0)} ⊂ between( temp , Z , X , Y) ,

∃ X  <  Y , z 0 ∈  [X , Y ] ,  

 {around( temp , Z , z 0) ,  near( temp , Z , z 0)} ⊂ between( temp , Z , X , Y )

  {at( loc , Z , X) ,  in( loc , Z , X ) , along( loc , Z , X)} ⊂ next to( loc , Z , X )

  {atborderof( loc , - , X) ,  frontof( loc , - , X) , on ( loc , - , X)} ⊂ next to( loc , - , X )

next to( loc , - , X) ⊂ around( loc , - , X)

around( loc , - , X) ⊂ near ( loc , - , X)

Some opposite  axioms 

r ight( loc , Z , X) le f t( loc , Z , X)

in frontof( loc , Z , X) backof( loc , Z , X)

after( temp , Z , X ) before( temp , Z , X )

farfrom( loc , Z , X) at( loc , Z , X)

Some approximation axioms 

∃ x 0 , near( temp , Z , X) after( temp , Z , X)  wi th  Z ∈  [X , X  + x 0 ]

∃ x 0 , near( temp , Z , X) before( temp , Z , X )  with Z ∈  [X  –  x0 , X ]

around( temp , Z , X) near( temp , Z , X)

{at( temp , Z , X) ,  in( temp , Z , X)} around( temp , Z , X)

∃ X  <  Y ,

  beginning( temp , Z ,  [X , Y ])   {before( temp , Z , X ) , middle( temp , Z ,  [X , Y ])}

∃ X  <  Y ,

end( temp , Z ,  [X , Y ])   {after( temp , Z ,Y) ,  middle ( temp , Z ,  [X ,Y ])}

∃ X  <  Y ,

  middle( temp , Z ,  [X , Y])   {beginning( temp , Z , [X ,Y ]) ,  end( temp , Z ,  [X , Y ])}

∃ X  <  Y , ∃ x 0 ,

between ( temp , Z , X , Y) before( temp , Z , X)  wi th  Z ∈  [X  –  x0 , X ]

∃ X  <  Y , ∃ x 0 ,

between ( temp , Z , X , Y) after( temp , Z , Y)  with Z ∈  [Y , Y  + x 0 ]

∃ z 0 ,

af ter( temp , Z , X) before( temp , Z , X )  with Z ∈  [X  –  z 0 , X ] ,  

∃ z 0 ,

before ( temp , Z , X) after( temp , Z , X)  wi th  Z ∈  [X , X  + z0 ]

Table 19.3 .  Some Axioms Used in WEBCOOP 
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Case c) if the query Q has a long list of extensional answers of the fol-

lowing form:

At this stage, the inference engine produces a set of logical forms for each
cooperative response that better answers the query. These representations will
be subject to several forms of reorganizations during the language generation
phase in order to generate concise and fluid NL responses.

5. Generating Prepositions and PPs

In general, a generation task can be divided into two stages. The first step
consists in content determination (deciding what to say) while the second step
consists in the microplanning tasks i.e. deciding how to formulate the infor-
mation in natural language. The contents of the response is produced by rea-
soning procedures, as shown above, in the form of a logical formula : this
formula is composed of predicates representing concepts of the ontology and
each concept can be lexicalised by one or several words, phrases, etc. Then,
the microplanning tasks can, in turn, be divided into several subtasks such as
(Reiter and Dale, 1997):

Case a) the formula: 

Prep1 (SemField, Y, X) Q2 (X21,.. X2k)  … Qi (Xi1, … Xin)

is a direct response to the query Q if Prep1 ⊆ Prep.

Case b) the formula: 

Prep1 (SemField, Y, X) Q2(X21,..X2k) … Qi (Xi1, ..Xin)

is a relaxed response to the query Q if : Prep ⊂ Prep1 or Prep
Prep1 or Prep Prep1.

Prep1 (SemField, Y, X) Q2(X21,.. X2k)  … Qi(Xi1,.. Xin)

Prep2 (SemField, Y, X) Q2(X21,..X2k)  … Qi (Xi1, ..Xin)

Prepn (SemField, Y, X) Q2(X21,..X2k)  … Qi (Xi1,..Xin)

Then,  if Prepk ∈ {Prep1,…Prepj}  Prepi ⊂ Prepk  for all 

i ∈ {1, .., j} (k ∈ {1, .., j}),

then summarized answer is : 

Prepk (SemField, Y, X) Q2(X21, ..X2k)  … Qi (Xi1, ..Xin)

It is important to notice in this case, that if no generaliser is retrieved,

 then a summarized answer is not provided. 
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lexicalisation: consists in choosing the appropriate lexical item, of the
appropriate syntactic category for a given concept, represented by a frag-
ment of a logical formula. This can be realized, for example, by using a
lexicon preferably based on the domain ontology, where semantic repre-
sentations of concepts are described,

aggregation: consists in generating simple or complex noun phrases,
prepositional phrases, propositions, coordination, etc., in order to pro-
duce syntactically correct sentences, possibly more concise and that a-
voids redundancies,

referring expression generation: consists in deciding what expressions
can be pronominalized and what expressions should be used to refer to
entities.

The higher level tasks, such as discourse planning, are carried out on top of
these more basic operations. In our case, discourse organization is directly
handled by reasoning procedures. Consequently, we will not consider this level
in this section.

In the following sections, we present how prepositions and PPs are gener-
ated in the microplanning tasks, especially during the lexicalisation and aggre-
gation steps, and what the encountered problems are during these phases.

5.1 Prepositions and Lexicalisation

Natural language generation is a complex process involving a number of
decisions at several levels. We investigate in this section the lexicalisation of
prepositions and PPs. Lexicalisation and aggregation are two operations that
work concurrently on the different predicates of a logical formula. Choices
made on a certain point strongly influence the choices made on the others.
Prepositions being a mediator between predicative terms and their arguments,
their lexicalisation is quite delicate. The concepts that can be realized as prepo-
sitions are also quite diverse and include prelexical criteria (e.g. incorporation)
as well as syntactic considerations (alternations, aspect or focus).

We first study general cases where preposition generation can be considered
as quite straightforward. Then, we investigate in more depth cases where the
lexicalisation of prepositions is more challenging.

5.1.1 Direct Realizations. In a number of cases (cf. cases a, b and c
in section 4.2), preposition lexicalisation can be done in two ways: either by
a direct translation of its semantic representation given in the lexicon or by
a paraphrase of the prepositional phrase via several forms of transformations,
in particular based on lexical semantics relations (e.g. synonymy) and asso-

“

“
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ciated lexical inference rules. If we consider the logical representation of the
cooperative response:

There are two possible lexicalisations for the predicate around which expresses
here the notion of approximation:

Both answers are semantically equivalent even if the second one is more dif-
ficult to implement because lexical inference rules have to be paired with the
lexicon (an interval of time can be associated to a particular lexicalisation) so
that we can interpret a concept in another way and formulate it using another
lexicalisation.

5.1.2 Towards more complex realizations. In some particular cases,
starting from the semantic representation of the response, we can choose
to lexicalise or not a certain preposition. For example, if we consider the
question:

and its semantic representation:

A possible cooperative answer can be:

In this case, there is no explicit prepositional concept in the semantic rep-
resentation of the response but prepositions are inferred from concepts that

 a direct “translation” : 
des trains Paris Toulouse vers / autour de /… 11H30
(Paris-Toulouse trains around 11:30 am)

 a paraphrase by a temporal adverb, via lexical inference rules: 

des trains Paris-Toulouse en fin de matinée
(Paris-Toulouse trains in late morning)

Quelles compagnies aériennes assurent la liaison Nice-Tripoli?

(Which airline companies serve the line Nice-Tripoli?)

(entity, Y : airline_company, flight(X) departurepoint(X, nice)

arrivalpoint(X, tripoli) company(X, Y) airline_company(Y)
city(nice) city(tripoli)) 

not(webtext(flight(X) departurepoint(X, nice)

arrivalpoint(X, tripoli), http)) 

which corresponds to the NL response: 
Il n'y a pas de vol direct entre Nice et Tripoli.
(There is no direct flight between Nice and Tripoli)

( train(X) ∧ departurepoint  (X , paris) ∧ arrivalpoint(X , toulouse) ∧
departuretime(X , Y) ∧ around( temp , Y ,  11 :  30am) ∧ city(paris))
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incorporate them (we could have said there is no Nice-Tripoli direct flight).
Concepts such as and do incorporate respec-
tively, and independently from each other, prepositions such as from and to.
Considering together these two concepts can also generate the pattern entre A
et B (between A and B) where A and B are respectively the departure and the
arrival points.

A predicate can be lexicalised a priori non deterministically, i.e. in several
ways. Some choices can then be filtered out at later stages, e.g. to agree with
the selectional constraints imposed by another lexicalisation, or to implement a
particular focus or connotation (Moriceau et al, 2005). Consider, for example,
the contrast between the question and the answer (found in a corpus):

Les animaux sont-ils acceptés dans le VVF?
(Are animals allowed in the VVF?)
Oui, les animaux sont acceptés au VVF.
(Yes, animals are allowed at the VVF)

In the semantic formula of this question, in(...) is a predicate which can be
lexicalised in French by dans, en, à, etc. In the example we have:

a lexicalisation realized as dans in the question, which focuses on the
VVF spatial facet of ,

and in the response, considering some semantic properties of VVF, the
lexicalisation of in by à /au (but not by en for lexical reasons), to better
focus on the administrative facet of the VVF.

On the other hand, in the following example, only one lexicalisation for the
preposition is acceptable:

Donnez-moi un gîte en Midi-Pyrénées en bord de mer
(Give me a country cottage in Midi- Pyrénées on the seaside)
Il n’y pas de gîte en Midi-Pyrénées en bord de mer car...
(There is no country cottage in Midi-Pyrénées on the seaside because...)

In the semantic formula of the question and the response, the concept repre-
sented by
or en. However, only the preposition en is possible (en Midi-Pyrénées/ *dans
Midi-Pyrénées (but: dans la région Midi-Pyrénées)). Lexical restrictions, here
probably a metonymic use (name of the region replacing the region), impose
the use of en instead of dans.

5.2 Prepositions and aggregation

propositions and other basic structures, improves text quality, avoids redun-

in (loc, X, midi_ pyrénées) can be lexicalised in French par dans

Aggregation is usually described as a process which, besides forming PPs,

departurepoint arrivalpoint

in
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dancy (Reape and Mellish, 1999) by means of e.g. coordination, or making
propositions clearer, or by using appropriate alternations when some argu-
ments are vague, fuzzy or not explicit. Aggregation and lexicalisation are
processes running in parallel and probably with some forms of concurrency:
aggregation is strongly linked to the choices made during lexicalisation and
vice-versa. For example, a property of a concept can be lexicalised as an ad-
jective, a relative clause, or a prepositional phrase, etc. A problem, at this level,
consists in organizing the arguments of a concept in a correct order taking into
account a number of parameters which are illustrated below.

Let us assume that the starting point of the generation process is a simple
logical form (which is a logical implementation of a simplified version of the
LCS). The formula :

can be expressed in natural language (in French) by various forms, among
which :

1 La capacité d’un chalet est inférieure à 10 personnes (litt.: the capacity

of a chalet is less than 10 persons).

2 La capacité maximum d’un chalet est de 10 personnes (litt.: the maxi-

mum capacity of a chalet is 10 persons).

3 Un chalet a une capacité inférieure à 10 personnes (litt. a chalet has a

capacity less than 10 persons).

4 Un chalet (accueille / contient) (au maximum / moins de) 10 personnes

(litt. a chalet welcomes/contains less than 10 persons).

In these language realizations, note that focus is different for each proposi-
tion, that two terms of different syntactic categories - an adjective or a prepo-
sition - are used to express the operator : maximum or inférieure à, and that
the property capacity can be expressed by a noun or a verb (e.g. accueillir,
contenir). These examples are 4 schematic natural language patterns of the
above formula. They involve different lexicalisations and argument organi-
zations i.e. different aggregation mechanisms, and result in slightly different
global meanings.

Let us represent these utterances by a simplified grammar, that outlines the
differences between surface forms. In our notation below, between [ ] is the fo-
cus, object denotes the concept ‘chalet’, relation is and value is 10, between
quotes are predefined NL terms, which are, for most of them, prepositions or
verbs:

1 [property] 'de' object relation value. 

2 [property + inverse relation] 'de' object 'est de' value. 

chalet (X ) person (Y) capacity (X, N Y) 10
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3 object

’

a’ property relation value.

4 object lexicalisation as verb(property) inverse relation / relation value.

Note that the difference between 3 and 4 is mainly a different lexicalisation
of the property, which then entails a different argument realization.

ordered.
If we now consider alternations, such as the passive form, 4 above can be

realized as: un maximum de 10 personnes sont accueillies / *contenues dans
un chalet.
The focus is then the relation in inverse form (maximum). Since the original
subject is a metonymy (un chalet for the owner of a chalet), it must be realized
as a locative PP introduced by the preposition dans (in) in the passive form
(metonymy is no longer acceptable). The verb contenir cannot undergo this
construction, therefore constraining the lexicalisation process to select the verb
accueillir.

6. Conclusion

In this chapter, we have shown how prepositions are used in WEBCOOP, a
logic based cooperative question answering system. The analysis of Frequently
Asked Questions corpus shows the prominent role played by prepositions to
describe e.g. localization, instrument or purpose. We study in this framework
a subset of temporal and spatial usages of prepositions and we show how they
are used in the inference engine of WEBCOOP for providing a direct, a re-
laxed or an intensional response. For this purpose, we elaborated a semantic
representation for each preposition by means of a simplified version of the Lex-
ical Conceptual Structure (LCS). We then associated to each representation an
interpretation function based on a naive Euclidean geometry. These represen-
tations are then used in specific reasoning cases using three relations namely
the inclusion, the opposite and the approximation, that classify each preposi-
tion according to its interpretation. In order to generate in natural language the
cooperative answers resulting from reasoning procedures, we also presented
some aspects of prepositions generation focusing on preposition lexicalisation
and aggregation of prepositional phrases.

This work has several future directions among which we plan to:

study the interpretation function of other spatial and temporal preposi-
tions in order to extend our set of classification axioms.

investigate the use of prepositions in other cooperative cases such as the
retrieval of inferred responses or information fusion when answers are
inferred from multiple data sources. In fact, this kind of cooperative
responses require the use of different reasoning capabilities as well as
the development of different strategies for natural language generation.

[

[

]

]
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Notes
1. We represent in this section only the logical formula of the query body

References

Benamara F. (2004). WEBCOOP, a Cooperative Question Answering Sys-
tem on the Web, PHD Thesis, Paul Sabatier University, November 2004,
Toulouse, France.

Benamara F., Saint Dizier P. (2004a). Advanced Relaxation for Cooperative
Question Answering, Book Chapter in New Directions in Question Answer-
ing, Mark T. Maybury, editor, AAAI/MIT Press.

Benamara F., Saint Dizier P. (2004b). Construction de réponses coopératives:
du corpus à la modélisation informatique, Revue Québécoise de Linguis-
tique RQL, numéro spécial : TALN, corpus et Web.

Benamara F., Saint Dizier P. (2003). Knowledge Extraction from the WEB: an
Experiment and an Analysis of its Portability, Vivek, volume 15, number 1,
January.

Burger J., Cardie C., Chaudhi V. et al, (2002). Issues, Tasks and Program Struc-
tures to Roadmap Research in Question Answering, Technical report, NIST.

Cannesson E., Saint-Dizier P. (2002). Defining and Representing Preposition
Senses: a Preliminary Analysis, ACL WSD workshop, Philadelphia.

Dubois D. (1989). Psychologie du langage, psycholinguistique, psychologie
cognitive. Contribution de la psychologie aux sciences du langage, Histoire,
Epistémologie, Langage, numéro spécial sciences du langage et recherches
cognitives. Pages 85-104.

Jackendoff R. (1990). Semantic Structures, MIT Press Cambridge M.A
Hayes P. (1985). The second naive physics manifesto, in: Hobbs – Moore

(eds.), pages: 1-36.
Herskovits A. (1986). A Language for Spatial Cognition, Cambridge Univer-

sity Press.
Maybury M. (2004). New Directions in Question Answering, Mark T. May-

bury, editor, AAAI/MIT Press.
Miller G., Johnson-Laird Ph. (1976). Language and perception, Cambridge,

MA: Belknap Press of Harvard University Press.
Minock M., Chu W., Yang H., Chiang K., Chow G. and Larson C. (1996).

CoBase: A Scalable and Extensible Cooperative Information System, Jour-
nal of Intelligent Information Systems, volume 6, number 2/3, pages: 223-
259.

Moriceau V., Saint-Dizier P. (2005). A Constraint-Based Model for Lexical
and Syntactic Choice in Natural Language Generation, Lecture Notes in
Artificial Intelligence (LNAI), volume 3438.



330 SYNTAX AND SEMANTICS OF PREPOSITIONS

Reiter R., Dale R. (1997). Building Applied Natural Language Generation
Systems, Journal of Natural Language Engineering, volume 3, number 1,
pages:57-87.

Reape M., Mellish C. (1999). Just What is Aggregation Anyway?, Proceedings
of the 7th European Workshop on Natural Language Generation, Toulouse,
France.

Talmy L. (1983). How Language Structures Space, in Pick – Acredolo (eds.),
pages: 225-282.

Webber B., Gardent C., Bos J. (2002). Position Statement : Inference in Ques-
tion Answering, LREC.



Index

-calculus, 296
Agglutinative language, 69
Alternation, 8
Antonymy, 171
Argument composition, 187
Attachment tendency, 83–84, 87, 93

Basque, 71
Bisemic, 216
Blocking

gap, 28
Blocking gap, 39
Bound word, 181, 190
British National Corpus, 164

Case, 105
Category mistake, 236
Causal relation, 267, 269, 271, 274, 278, 285
Causality, 284
Cause, 272, 274
Channel, 276
Circumposition, 92–93
Classification, 14, 275
Clause boundary, 83, 87
Cofinal, 102
Cognitive notion, 293
Coinitial, 102
Collocation, 181–182
Collocational prepositional phrase, 182
COMLEX, 164
Complex lexical category, 183
Complex preposition, 181
Compositional semantics, 181
Compositionality, 169, 234
Conceptual categories, 295
Conflation, 58
Constraints, 275
Contact predicates, 133
Context dependent interpretation, 249
Contracted preposition, 83–84, 87–88, 93
Coordinated behavior, 274
Coordination, 34, 274, 280
Corpora, 121
Countability, 163
Counterfactuality, 272, 279, 284

Data sparseness, 122
Decomposable, 190
Dependence, 263, 272, 284

Determinerless PP, 163
Dictionaries, 118
Directional, 102
Disambiguation, 84, 86–88, 234
Distributional idiosyncrasy, 181
Distributional similarity, 197

English Resource Grammar, 173
Event, 291
Eventualities, 274
External selection, 181, 190–191, 194

False colouring, 217
Flexible Montague Grammar, 186
Flexible semantics, 186
Formal ontology, 231
Frame of reference, 214
Frame of reference ambiguity, 214

Gap, 38, 40
Generative Lexicon, 302, 253
Generative ontology, 236
Genitive, 182–183, 192
German preposition, 83–85, 93

Head-complement rule, 174
Head-driven Phrase Structure Grammar, 131, 173,

181–183, 186, 188, 190, 193–194, 247

ID Principle, 192
ID Schema, 192
Idiosyncratic, 192, 194
Impingement verbs, 135
Incorporation, 58
Indirect prepositional arguments, 131
Infomorphism, 276
Institutional nouns, 166
Instrument, 263, 265–266, 273, 279–282
Instrumentality, 293
Intransitive preposition, 198

Japanese Phrase Structure Grammar, 247
Japanese postposition, 246

Kullback Leibler Divergence, 167

Landmark, 212
Latent semantic analysis, 197
Levin’s verb classes, 124
Lexical Conceptual Structure, 16, 72

λ



332 SYNTAX AND SEMANTICS OF PREPOSITIONS

Lexical Semantics Templates, 295
Lexicalisation, 173, 290
Lexicalization, 58
Lexicalized Flexible Ty2, 186–187
Lexicon Principle, 192
Linguistic Interaction with Virtual Environments,

212
Liquid deletion, 31–32

vowel fusion, 31
Locative expression, 212

Manner, 263, 265, 273, 279–281, 283
Markedness, 165
Maximized Discourse Coherence (MDC) principle,

250
Minimal Recursion Semantics (MRS), 131
Mode, 102
Modifiability, 165
Motion verb, 109
Multilingual context, 131
Multiword expression, 163

Neighbourhood, 102
Non-decomposable, 194
Notion of instrument, 289
Notions, 264

Object occlusion, 216
Objects, 274
Ontological semantics, 237
Ontological type, 299
Ontological well-formedness, 236

Particle, 198
Path, 58
Phrasal lexical entry, 181, 193–194
Phrasal lexical item, 191
Phrasal verbs, 4
Possessive construction, 257
Postposition, 90, 92–93, 1, 69
Posture verb, 109
Potential field model, 215
PP-attachment, 7
Preposition semantics, 197
Preposition valence, 197
Prepositional phrase, 83

Prepositional verbs, 4
Primary preposition, 85, 87, 89–90
Primitives, 17, 295
Productivity, 165
Proform, 183
Pronominal adverb, 83–85
Pronominal adverb, 89
Pronominal adverb, 89–93
Properties, 275, 266

Raising, 181–184, 186
Ray casting, 219
Reciprocal pronoun, 83–85, 90, 93
Relational compositionality, 234
Removal predicates, 134
Roget’s thesaurus, 197

Scheme, 279–280
Search axis, 213
Secondary preposition, 85
Segmented Discourse Representation Theory, 249
Selection, 163
Semantic category, 291
Semantic roles, 238
Shifting operation, 186–189
Sign, 104
Situation, 271, 274, 277–278
Spatial expression, 101
Spatial nouns, 64
Spatial template, 212
Spatial template’s origin, 213
Subcategorization frame, 5
Synonymy, 172

Thematic roles, 6
Trajector, 212
Transitive preposition, 198
Treebank, 84, 90, 93
Type, 275

Unboundedness, 166
Underspecification, 16
Underspecified form, 280, 291
Unrealized argument, 184, 188

Verb particle construction, 198, 115
Verbal complex, 186


	Contents
	Preface
	Acknowledgments
	1: Introduction to the Syntax and Semantics of Prepositions
	1. The class of prepositions
	2. About the syntax of prepositions
	3. Polysemy and sense restrictions
	4. Representing the semantics of prepositions
	5. Prepositions and multilinguism
	6. Overview of the book structure
	References

	2: Preposition Contractions in Quebec French
	1. Introduction
	2. Facts
	3. Two possible analyses
	4. External evidence for Analysis 2
	5. Core linguistic arguments for Analysis 2
	6. Conclusion: consequences of the analysis
	Acknowledgments
	References

	3: The A's and BE's of English Prepositions
	1. Some definitions
	2. Corpus data
	3. The general formative principle
	4. Adverb formation
	5. The A's: a more complicated origin
	6. Simplex and compound prepositions: a classification
	7. The prefixed Gp as a cognitive functional marker
	8. Cognitive schemata of grammaticalising prepositions: an alternative categorisation
	9. Extensions of the Pattern
	10. Language Typology
	11. Conclusion
	References

	4: Typological Tendencies and Universal Grammar in the Acquisition of Adpositions
	1. Introduction
	2. A monkey, a parrot and a banana
	3. Lexical variation and single syntax
	4. Conclusion
	References

	5: Multilingual of inventory interpretations for postpositions and prepositions
	1. Previous work
	2. Method to obtain the inventory and the multilingual table
	3. Case study with the Basque instrumental postposition
	4. Overall results
	5. Remaining problems
	6. Conclusions and future work
	Acknowledgments
	References

	6: German prepositions and their kin
	1. Introduction
	2. German prepositions
	3. Conclusions
	References
	Appendix: Prepositions
	Appendix: Contracted Prepositions
	Appendix: Pronominal Adverbs
	Appendix: Reciprocal Pronouns

	7: Directionality Selection
	1. Introduction
	2. Modes
	3. One Word &#8212; Three Meanings
	4. Selection
	5. Significance for Interpretation
	6. Predicting Selectional Properties
	7. Mode Heads: Evidence from Mari
	8. Conclusion
	References

	8: Verb-Particle Constructions in the World Wide Web
	1. Introduction
	2. VPCs in a Nutshell
	3. VPCs and Dictionaries
	4. VPCs and Corpora
	5. VPCs in the Web
	6. Conclusions
	Acknowledgments
	References

	9: Prepositional Arguments in a Multilingual Context
	1. Introduction
	2. The Data
	3. Previous Accounts in HPSG
	4. Indirect Prepositional Arguments: The Analysis
	5. Conclusion
	Acknowledgments
	References

	10: The syntax of French à and de: an HPSG analysis
	1. Introduction
	2. Syntactic properties
	3. Proposed HPSG analysis
	4. Concluding remarks
	References

	11: In Search of a Systematic Treatment of Determinerless PPs
	1. Introduction
	2. The Syntax of Determinerless PPs
	3. The Semantics of Determinerless PPs
	4. Analysis
	5. Conclusion
	Acknowledgments
	References

	12: Combinatorial Aspects of Collocational Prepositional Phrases
	Introduction
	1. Syntactic Aspects
	2. Semantic Aspects
	3. Irregular Combinations
	4. Summary
	Acknowledgments
	References

	13: Distributional Similarity and Preposition Semantics
	1. Introduction
	2. Calculating inter-preposition similarity
	3. Gold standard sources of inter-preposition similarity
	4. Evaluation
	5. Related research
	6. Conclusion
	Acknowledgments
	References

	14: A Computational Model of the Referential Semantics of Projective Prepositions
	1. Introduction
	2. The Challenges
	3. Previous Computational Work
	4. The LIVE Model
	5. Conclusions
	References

	15: Ontology-Based Semantics for Prepositions
	1. Introduction
	2. Formal ontologies
	3. The relation between lexicon and ontology
	4. Formal meaning ascription
	5. Generative ontologies with feature structures
	6. Ontological affinities and generative ontologies
	7. Compositional ontological semantics for nominals
	8. Prepositions and semantic roles in Danish
	9. Identifying paraphrases
	10. Conclusion
	Acknowledgments
	References

	16: Analysis and Interpretation of the Japanese Postposition no
	1. Introduction
	2. Syntactic Analysis of No
	3. Semantic Analysis of No
	4. Framework of Context-Dependent Interpretation &#8212; SDRT
	5. Case Study
	6. Discussion
	7. Conclusion
	References

	17: What do the notions of instrumentality and of manner have in common?
	1. Aim and methodology
	2. Analysis of avec-instrument and avec-manner
	3. The model: properties and constraints
	4. A model for avec-instrument and manner
	5. Conclusion
	References

	18: A Conceptual Semantics for Prepositions denoting Instrumentality
	1. An analysis of the primitive notion of instrumentality and its lexicalizations
	2. Analysing the notion of instrumentality via its lexicalizations
	3. The logical model
	4. LCS representation of preposition senses and instances
	5. Conclusion
	Acknowledgments
	References

	19: Prepositions in Cooperative Question-Answering Systems: a Preliminary Analysis
	1. Introduction
	2. Preposition use in Question Answering : the WEBCOOP system
	3. Semantic Representation and Interpretation of Localization Prepositions in WEBCOOP
	4. Reasoning with Localization Prepositions
	5. Generating Prepositions and PPs
	6. Conclusion
	References

	Index
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	R
	S
	T
	U
	V




