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Preface

The idea of this monograph is to present the latest results related to mechanical and
materials engineering applied to the design of modern engineering materials
and components. The contributions cover the classical fields of mechanical, civil,
and materials engineering up to bioengineering and advanced materials processing
and optimization. The materials and structures covered can be categorized into
modern steels, aluminum and titanium alloys, polymers/composite materials,
biological and natural materials, material hybrids, and modern nano-based mate-
rials. Analytical modeling, numerical simulation, the application of state-of-the-art
design tools, and sophisticated experimental techniques are applied to characterize
the performance of materials and to design and optimize structures in different fields
of engineering applications.

The 8th International Conference on Advanced Computational Engineering and
Experimenting, ACE-X 2014, was held in Paris, France, from June 30, 2014 to July 3,
2014 with a strong focus on computational-based and supported engineering.
This conference served as an excellent platform for the engineering community to
meet with each other and to exchange the latest ideas. This volume contains 35
revised and extended research articles written by experienced researchers partici-
pating in the conference. Well-known experts present their research on damage and
fracture of material and structures, materials modeling and evaluation up to recent
printing, and visualization for advanced analyses and evaluation.

The organizers and editors wish to thank all the authors for their participation
and cooperation which made this volume possible. Finally, we would like to thank
the team of Springer Publisher, especially Dr. Christoph Baumann, for the excellent
cooperation during the preparation of this volume.

April 2015 Andreas Öchsner
Holm Altenbach

v



Contents

Effect of Alloying Elements on Corrosion, Microstructure
and Mechanical Properties for Casted Free-Nickel
Duplex Stainless Steels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Ragaie Rashad, Amer E. Amer, Ahmed Y. Shash
and Hany Shendy

Influence of Al2O3 Nano-dispersions on Mechanical
and Wear Resistance Properties of Semisolid Cast A356 Al Alloy . . . . 13
Ahmed Y. Shash, Amer E. Amer and Moataz El-Saeed

Evaluation of Mechanical Properties of Natural
and Synthetic Rubber Material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
Chang-Su Woo and Hyun-Sung Park

Influence of Laser Feeding on Structure
and Properties of Cast Aluminium Alloy Surface . . . . . . . . . . . . . . . . 37
K. Labisz

Application of the Finite Element Method for Modelling
of the Spatial Distribution of Residual Stresses in Hybrid
Surface Layers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Tomasz Tański, Krzysztof Labisz, Wojciech Borek,
Marcin Staszuk, Zbigniew Brytan and Łukasz Krzemiński

Study of the Utilization of Polyamide Composite
with Fiberglass Reinforcement in Automotive Engine Mounts . . . . . . . 71
Leandro Cardoso da Silva, Antonio Augusto Couto,
Renato Baldan and Jan Vatavuk

vii

http://dx.doi.org/10.1007/978-3-319-19443-1_1
http://dx.doi.org/10.1007/978-3-319-19443-1_1
http://dx.doi.org/10.1007/978-3-319-19443-1_1
http://dx.doi.org/10.1007/978-3-319-19443-1_2
http://dx.doi.org/10.1007/978-3-319-19443-1_2
http://dx.doi.org/10.1007/978-3-319-19443-1_2
http://dx.doi.org/10.1007/978-3-319-19443-1_2
http://dx.doi.org/10.1007/978-3-319-19443-1_3
http://dx.doi.org/10.1007/978-3-319-19443-1_3
http://dx.doi.org/10.1007/978-3-319-19443-1_4
http://dx.doi.org/10.1007/978-3-319-19443-1_4
http://dx.doi.org/10.1007/978-3-319-19443-1_5
http://dx.doi.org/10.1007/978-3-319-19443-1_5
http://dx.doi.org/10.1007/978-3-319-19443-1_5
http://dx.doi.org/10.1007/978-3-319-19443-1_6
http://dx.doi.org/10.1007/978-3-319-19443-1_6


Shaping of Surface Layer Structure and Mechanical
Properties After Laser Treatment of Aluminium Alloys. . . . . . . . . . . . 85
Tomasz Tański, Wojciech Pakieła, Maciej Wiśniowski
and Leszek Adam Dobrzański

On Shearography Testing of Tires Separations . . . . . . . . . . . . . . . . . . 97
Helena Hajská, Pavel Koštial, Oldřich Kodym, Zora Jančíková,
Jiří David, Roman Meca and Vladimír Rusnák

Compression Behaviour of Finite Dimensional Cellular
Metals by Generalization of Cell Buckling Effects . . . . . . . . . . . . . . . . 115
Renato V. Linn and Branca F. Oliveira

Modelling of the Surface Morphology by Means
of 2D Numerical Filters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
Andrzej Golabczak, Andrzej Konstantynowicz
and Marcin Golabczak

Modelling of the Roughness Profile by Means
of the Autoregressive Type Stochastic Processes . . . . . . . . . . . . . . . . . 145
Andrzej Golabczak, Andrzej Konstantynowicz
and Marcin Golabczak

Drainage Concrete Based on Cement Composite
and Industrial Waste . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
Lukáš Gola, Vojtěch Václavík, Jan Valíček,
Marta Harničárová, Milena Kušnerová and Tomáš Dvorský

Numerical Analysis of Impact Behavior of Rotary
Centrifuge Guarded Body . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
Weizhou Zhong, Xicheng Huang, Chengang Luo,
Gang Chen and Zhifang Deng

Capillary Active Insulations Based on Waste Calcium Silicates . . . . . . 177
Aleš Břenek, Vojtěch Václavík, Tomáš Dvorský,
Jaromír Daxner, Vojtech Dirner, Miroslava Bendová,
Marta Harničárová and Jan Valíček

Comparison of Some Structural and Stainless Steels
Based on the Mechanical Properties and Resistance to Creep . . . . . . . 189
Josip Brnic, Goran Vukelic and Sanjin Krscanski

viii Contents

http://dx.doi.org/10.1007/978-3-319-19443-1_7
http://dx.doi.org/10.1007/978-3-319-19443-1_7
http://dx.doi.org/10.1007/978-3-319-19443-1_8
http://dx.doi.org/10.1007/978-3-319-19443-1_9
http://dx.doi.org/10.1007/978-3-319-19443-1_9
http://dx.doi.org/10.1007/978-3-319-19443-1_10
http://dx.doi.org/10.1007/978-3-319-19443-1_10
http://dx.doi.org/10.1007/978-3-319-19443-1_11
http://dx.doi.org/10.1007/978-3-319-19443-1_11
http://dx.doi.org/10.1007/978-3-319-19443-1_12
http://dx.doi.org/10.1007/978-3-319-19443-1_12
http://dx.doi.org/10.1007/978-3-319-19443-1_13
http://dx.doi.org/10.1007/978-3-319-19443-1_13
http://dx.doi.org/10.1007/978-3-319-19443-1_14
http://dx.doi.org/10.1007/978-3-319-19443-1_15
http://dx.doi.org/10.1007/978-3-319-19443-1_15


Investigation of the Influence of Improvement on the Effect
of Strain hardening of 34CrMo4 in the Production
of Seamless Steel Pressure Vessels from Pipes . . . . . . . . . . . . . . . . . . . 197
V. Marušić, I. Lacković and L. Marušić

Computational Modeling of Structural Problems
Using Atomic Basis Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
Vedrana Kozulić and Blaž Gotovac

Simulation of Plastic Deformation Behaviors
of Bulk Metallic Glasses with Micro- and Nano-sized Pores . . . . . . . . . 231
Hong-Ying Zhang and Guang-Ping Zheng

The Influence of Process Parameters on the Temperature
Profile of Friction Stir Welded Aluminium Alloy 6063-T6
Pipe Butt Joint . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
Azman Ismail, Mokhtar Awang and Shaiful Hisham Samsudin

Influence of Cement Type and Mineral Additions,
Silica Fume and Metakaolin, on the Properties
of Fresh and Hardened Self-compacting Concrete . . . . . . . . . . . . . . . . 251
Sandra Juradin and Dražan Vlajić

On the m-Term Best Approximation of Signals,
Greedy Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269
Martin G. Grigoryan

Effect of Simultaneous Plasma Nitriding and Aging
Treatment on the Microstructure and Hardness
of Maraging 300 Steel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 277
Adriano Gonçalves dos Reis, Danieli Aparecida Pereira Reis,
Antônio Jorge Abdalla, Jorge Otubo, Susana Zepka,
Antônio Augusto Couto and Vladimir Henrique Baggio Scheid

State Analysis and Development Perspectives
of the Algeria’s Railway Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . 285
Hakim Siguerdjidjene

Characterization of the Superalloy Inconel 718 After
Double Aging Heat Treatment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 293
Katia Cristiane Gandolpho Candioto, Felipe Rocha Caliari,
Danieli Aparecida Pereira Reis, Antônio Augusto Couto
and Carlos Angelo Nunes

Contents ix

http://dx.doi.org/10.1007/978-3-319-19443-1_16
http://dx.doi.org/10.1007/978-3-319-19443-1_16
http://dx.doi.org/10.1007/978-3-319-19443-1_16
http://dx.doi.org/10.1007/978-3-319-19443-1_17
http://dx.doi.org/10.1007/978-3-319-19443-1_17
http://dx.doi.org/10.1007/978-3-319-19443-1_18
http://dx.doi.org/10.1007/978-3-319-19443-1_18
http://dx.doi.org/10.1007/978-3-319-19443-1_19
http://dx.doi.org/10.1007/978-3-319-19443-1_19
http://dx.doi.org/10.1007/978-3-319-19443-1_19
http://dx.doi.org/10.1007/978-3-319-19443-1_20
http://dx.doi.org/10.1007/978-3-319-19443-1_20
http://dx.doi.org/10.1007/978-3-319-19443-1_20
http://dx.doi.org/10.1007/978-3-319-19443-1_21
http://dx.doi.org/10.1007/978-3-319-19443-1_21
http://dx.doi.org/10.1007/978-3-319-19443-1_22
http://dx.doi.org/10.1007/978-3-319-19443-1_22
http://dx.doi.org/10.1007/978-3-319-19443-1_22
http://dx.doi.org/10.1007/978-3-319-19443-1_23
http://dx.doi.org/10.1007/978-3-319-19443-1_23
http://dx.doi.org/10.1007/978-3-319-19443-1_24
http://dx.doi.org/10.1007/978-3-319-19443-1_24


Development of an Innovative 3D Simulator for Structured
Polymeric Fibrous Materials and Liquid Droplets . . . . . . . . . . . . . . . . 301
Joana M.R. Curto, António O. Mendes, Eduardo L.T. Conceição,
António T.G. Portugal, Paulo T. Fiadeiro, Ana M.M. Ramos,
Rogério M.S. Simões and Manuel J. Santos Silva

The Effect of Vacancy Defects on the Evaluation
of the Mechanical Properties of Single-Wall
Carbon Nanotubes: Numerical Simulation Study . . . . . . . . . . . . . . . . 323
Nataliya A. Sakharova, Jorge M. Antunes,
André F.G. Pereira, Marta C. Oliveira
and José V. Fernandes

Structure and Properties of Zn–Al–Cu Alloys
with Alloying Additives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 341
Krupińska Beata

The Benefits of Using Tyre Rubber Aggregate
in Concrete Specimens . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 351
Hadda Hadjab, Oussama Boulekfouf and Ahmed Arbia

The Use of PSC Technique to Estimate the Damage
Extension During Three Point Bending Test . . . . . . . . . . . . . . . . . . . . 363
Charalampos Stergiopoulos, Ilias Stavrakas, Dimos Triantis,
George Hloupis and Filippos Vallianatos

Numerical Modelling of Young’s Modulus of Single-Layered
Cubic Zirconia Nanosheets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 373
Ibrahim Dauda Muhammad, Mokhtar Awang
and Lee Kain Seng

Closed Form of a Transverse Tapered Cantilever
Beam Fundamental Frequency with a Linear
Cross-Area Variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 381
Farid Chalah, Lila Chalah-Rezgui, Salah Eddine Djellab
and Abderrahim Bali

Free Vibration of a Beam Having a Rotational Restraint
at One Pinned End and a Support of Variable Abscissa . . . . . . . . . . . 393
Lila Chalah-Rezgui, Farid Chalah, Salah Eddine Djellab,
Ammar Nechnech and Abderrahim Bali

On the Buckling Behavior of Curved Carbon Nanotubes. . . . . . . . . . . 401
Sadegh Imani Yengejeh, Seyedeh Alieh Kazemi and Andreas Öchsner

x Contents

http://dx.doi.org/10.1007/978-3-319-19443-1_25
http://dx.doi.org/10.1007/978-3-319-19443-1_25
http://dx.doi.org/10.1007/978-3-319-19443-1_26
http://dx.doi.org/10.1007/978-3-319-19443-1_26
http://dx.doi.org/10.1007/978-3-319-19443-1_26
http://dx.doi.org/10.1007/978-3-319-19443-1_27
http://dx.doi.org/10.1007/978-3-319-19443-1_27
http://dx.doi.org/10.1007/978-3-319-19443-1_28
http://dx.doi.org/10.1007/978-3-319-19443-1_28
http://dx.doi.org/10.1007/978-3-319-19443-1_29
http://dx.doi.org/10.1007/978-3-319-19443-1_29
http://dx.doi.org/10.1007/978-3-319-19443-1_30
http://dx.doi.org/10.1007/978-3-319-19443-1_30
http://dx.doi.org/10.1007/978-3-319-19443-1_31
http://dx.doi.org/10.1007/978-3-319-19443-1_31
http://dx.doi.org/10.1007/978-3-319-19443-1_31
http://dx.doi.org/10.1007/978-3-319-19443-1_32
http://dx.doi.org/10.1007/978-3-319-19443-1_32
http://dx.doi.org/10.1007/978-3-319-19443-1_33


Metrology by Image: Discussing the Accuracy of the Results . . . . . . . . 413
Fabiana Rodrigues Leta, Juliana F.S. Gomes, Pedro B. Costa
and Felipe de O. Baldner

Experimental and Numerical Studies of Fiber Metal
Laminate (FML) Thin-Walled Tubes Under Impact Loading. . . . . . . . 433
Zaini Ahmad, Muhammad Ruslan Abdullah and Mohd Nasir Tamin

Dynamic Calibration Methods of Accelerometer
in Vibration-Temperature Combined Environment . . . . . . . . . . . . . . . 445
Chun zhi Li, Ying Chen and Tong Zhou

Contents xi

http://dx.doi.org/10.1007/978-3-319-19443-1_34
http://dx.doi.org/10.1007/978-3-319-19443-1_35
http://dx.doi.org/10.1007/978-3-319-19443-1_35
http://dx.doi.org/10.1007/978-3-319-19443-1_36
http://dx.doi.org/10.1007/978-3-319-19443-1_36


Effect of Alloying Elements on Corrosion,
Microstructure and Mechanical Properties
for Casted Free-Nickel Duplex Stainless
Steels

Ragaie Rashad, Amer E. Amer, Ahmed Y. Shash and Hany Shendy

Abstract Free nickel Duplex stainless steels containing two different levels of
6–13 wt% manganese contents have been studied and analysed. The alloys, made
up of appropriate mixtures of the alloying elements, Ferro-alloys and Ferro-alloys
bearing nitrogen were melted in an induction furnace under nitrogen pressure. Even
though the resistance to the pitting attack was controlled and enhanced by the
nitrogen addition as well as, chromium, molybdenum contents. Also, the cast
experimental alloy that contained high manganese was found to offer some
advantages over the 2205-type duplex stainless steel in combination of mechanical
properties and corrosion resistance. The microstructure development due to
increasing manganese contents from 6 to 13 wt% revealed the decrease of the ferrite
volume fraction from 82 to 75 %, respectively. Mechanical testing results showed
that the free nickel alloys containing 0.14–0.23 wt% carbon with manganese
contents ranging from 6.44 to 13.45 wt% have moderate mechanical properties
whereas U.T.S. ranging from (691–815) MPa, Y.S. (585–738) MPa, elongation
(19–21 %), and a corrosion rate of 0.044–6.0 mm/year, respectively. Manganese is
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therefore an effective element of duplex microstructures. As an economical
development, it is concluded that manganese is a useful replacement element for
nickel in duplex alloys, but further work is required before the present alloys, or
variations of them, could be commercially viable.

Keywords Free-Nickel duplex stainless steels � Corrosion resistance � Pitting
attack � Microstructure development

1 Introduction

The industrial use of duplex stainless steel is rapidly increasing due to the combined
advantages of better mechanical and corrosion properties [1–5]. Since the devel-
opment of first-generation duplex stainless steels in the 1930s, considerable
research efforts have been conducted to improve both mechanical and corrosion
properties, particularly by controlling alloying elements, such as N, Cr, and Mo [3,
6–16]. Charles [4], for example, reported that the addition of Cr and/or Mo
improved the resistance to pitting corrosion and stress corrosion cracking of duplex
stainless steels. He further proposed that the addition of such elements needs to be
done with caution since they can promote detrimental sigma phases at elevated
temperatures [4]. Despite the extensive research works on the mechanical and
corrosion behavior of duplex stainless steels, most of the researches have been
conducted on the wrought products, and only a limited number of studies are
available on the cast products of duplex stainless steels. Furthermore, Mn is often
added to duplex stainless steel to increase the solubility of N to maximize the
beneficial effect of N [17, 18]. According to the work of Gunn [19] and Kemp et al.
[20] however, the effect of Mn on the microstructural evolution, as well as the
mechanical and corrosion properties of duplex stainless steels have not been well
established. The objective of the present study was therefore to examine the effect
of Mn on the tensile and corrosion behaviour of free-nickel cast duplex stainless
steels.

2 Experimental Procedures

The two experimentally proposed cast alloys of low and medium low carbon duplex
stainless steel have been melted in a 10 kg laboratory induction furnace under
nitrogen pressure around 8 bars and then cast in a metallic mould. The commercial
duplex steels 2304 and 2205 grades were received in solution-annealed condition.
The specimens were cut from plates and prepared for various property evaluations.
The contents of alloying elements were determined, as shown in Table 1. The steels

2 R. Rashad et al.



were heat treated by homogenization at 1200 °C for 6 h to decrease chemical
segregation by diffusion and to homogenize the overall microstructure.

Test samples were solution annealed at 1050 °C for 15 min and then water
quenched to dissolve inter-metallic phases and restore mechanical properties and
corrosion resistance to the as-cast duplex stainless steel. In order to reveal the
microstructure, the specimens were polished mechanically and then electro etched.
The set up for the electro etching was 12 V, 20 °C and the electrolyte was solution
of 10 % oxalic acid +2 % nitric acid. In addition, in order to evaluate quantitatively
the duplex phases, EDX analysis attached to SEM microscopy was carried out to
the solution annealed specimens. Tensile and hardness test samples were prepared
and tested to measure the mechanical properties of the different alloys. Eventually,
the corrosion resistance of the two samples of free nickel duplex stainless steel was
measured by polarization tests and immersion tests, and the results were compared
with the commercial duplex stainless steels as DSS 2304 and 2205. All polarization
studies were carried out in a single component cell with three electrode configu-
rations. A silver/silver chloride electrode saturated with KCl was used as a reference
electrode and a platinum sheet with surface area of 1 cm2 as a counter electrode.
The electrochemical experiments were carried out under computer control using the
potentiostat AUTOLAB® PGSTATE 30, where the working electrode was a 1 cm2

specimen immersed in a 3.5 % NaCl solution. The immersion test where the var-
iation of the corrosion rate for Nitrogen alloyed steel samples was done by mea-
suring the weight loss per unit area with time in 10 wt% absolute HCl solution at
room temperature. Prior to the immersion, the samples were mechanically polished
using 400, 500 and 600 emery papers and lubricated using distilled water. The
samples were then cleansed with distilled water, dried in air, weighed for the
original weight (Wo) and then settled in the test solution. The corroded specimens
were then removed from the solutions, cleansed with distilled water and dried, then
the sample weight will be W1 and the weight loss is (Wo − W1). The corrosion
attack was expressed in terms of weight loss per unit area (mg/cm2).

Table 1 Chemical
composition of produced DSS

Alloying
elements

Low carbon samples DSS

Sample 1 Sample 2 2304 2205

C 0.14 0.232 0.02 0.02

Si 0.27 0.288 0.31 0.32

Mn 6.44 13.45 1.5 1.5

P 0.0056 0.05 0.04 0.04

S 0.031 0.017 0.03 0.03

Cr 24.8 23.33 22.9 21.9

Mo 1.76 1.79 0.4 3.0

Ni 0.19 0.2 4.7 5.7

N 0.21 0.199 – –

Effect of Alloying Elements on Corrosion … 3



3 Results and Discussion

3.1 Microstructural Evolution

The microstructural features of cast DSS are significantly influenced by the type
and amount of alloying elements and the heat treatment applied. The solidification
mode and the morphology of the primary delta ferrite phase as a leading phase,
depends mainly on composition. Solidification can begin with primary ferrite or
primary austenite.

In general, the microstructure of the as-cast alloys solidifies into the two different
morphologies: acicular or globular, according to the amount of interstitial austenitic
stabilization elements as Carbon, Manganese and Nitrogen.

According to XRD analysis, the microstructure solidified to a globular structure
consisting of approximately 80 % volume fraction of ferrite and consequently, the
remaining volume is austenite and some inter-metallic compounds or carbides, as
shown in Fig. 1. The effect of homogenization shows a more or less homogenous
structure with the disappearance of non-metallic inclusions which was found before

Fig. 1 Microstructure of sample 1 containing 6.44 % Mn and 0.21 % N; a as cast, b homogenized,
c solution annealed at 1050 °C, 30 min and d XRD analysis

4 R. Rashad et al.



as shown in Fig. 1a and b, respectively. Figure 1c illustrates the effect of the
solution annealing treatment in dissolving the carbides and inter-metallic phases.
On the other hand, the globular morphology is not modified even after solution
annealing at 1050 °C.

As observed from Fig. 2, by increasing the manganese content, the amount of the
austenite phase has a moderate increase and the structure had a ferrite volume
structure of about 74 %, as investigated from the XRD analysis. Hence, improving
in the tensile properties of that alloy was expected due to the increase of the amount
of austenite phases compared with the previous commercial steel sample.
Unfortunately, that improve in the mechanical properties was associated with a
decrease in the corrosion resistance of this steel sample, as it will be discussed and
mentioned later in the characterization and evaluation of corrosion properties. The
role of homogenization annealing is still to modify the grains size to be more
uniform and finer, decreasing the amount of non-metallic inclusion and chemical
segregation by diffusion.

Table 2 shows the variation of ferrite volume fractions due to change of man-
ganese contents.

Fig. 2 Microstructure of sample 2 containing 13.45 % Mn and 0.19 % N; a as cast,
b homogenized, c solution annealed at 1050 °C, 30 min, and d XRD analysis
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3.2 Mechanical Properties Evaluation

Mn is often added to stainless steels as an austenitic stabilizer for the partitioning
effect of N [20]. In the present study, it was evident and demonstrated that different
Mn contents significantly affect the tensile behaviour of the cast free nickel duplex
stainless steel, as well as the corrosion behaviour. With increasing Mn content, the
strength level was greatly increased from 691 to 815 MPa, while the tensile
elongation was not notably reduced. Such a complex trend observed in tensile
properties with varying Mn contents may be largely related to the microstructural
evolution in the present alloy, including the volume fraction of each phase and the
shape and size of the austenitic phase, both primary and secondary, along with an
intrinsic solid solution hardening effect of Mn. Since, the austenitic phase is a
harder phase than the ferritic phase, and the increase in the volume fraction of
austenite would improve the strength level of cast duplex stainless steel, the
remarkable increase in the yield strength value of the investigated alloy with
increasing Mn content from 6.44 to 13.5 % was therefore attributed to the increase
in the volume fraction of the austenite phase from 18.2 to 25.4 %, as well as the
solid solution hardening effect of Mn as was evident in Fig. 3. The ultimate tensile
strength value appeared to be related to the ductility which represents the capability
of plastic deformation. The complex trend associated with the ultimate tensile
strength values observed in Table 3 was therefore believed to be due to the intrinsic
hardening effect of Mn and the change in tensile properties with Mn content in
comparison to the commercial DSS 2304 and 2205. The decrease in the elongation
with increasing Mn content appeared to be dependent on the change in the shape of
the primary and secondary austenitic phase.

The one major advantage of duplex stainless steels is their high yield strength.
For high Mn DSS, the yield strength is increased but the ductility and toughness are
reduced. Both Ni-free DSS exhibit yield strengths of at least 550 to 750 MPa in
combination with an elongation to fracture of at least 20 %.

3.3 Corrosion Resistance Measurement

Nitrogen increases the resistance to pitting corrosion, especially in combination
with molybdenum.

Table 2 Characterization of
phases by X-ray diffraction
analysis

Sample no. 1 2

Manganese content 6.44 % Mn 13.45 % Mn

Volume fraction of ferrite 81.8 % 74.6 %
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The Pitting Resistance Equivalent (PRE) was calculated according to the fol-
lowing equation [21]:

PRE ¼ %Cr þ 3:3�%Moþ 20�%N

The pitting resistance results for samples 1 and 2 are illustrated in Table 4.
The polarizations resistance Rp was measured by scanning the potential in a

range between ±15 mV around the corrosion potential Ecorr at 0.1 mV/s. From
the current density versus potential plot the reciprocal of the slope of the curve
dE/dI was determined at the corrosion potential in resistance units (Ohm/cm2).

Fig. 3 Load-elongation curve
for Sample 1 and 2 with 6.44
and 13.45 wt% Mn,
respectively

Table 3 The results of mechanical properties of the experimental samples

Sample no. U.T.S. (MPa) Y.S. (MPa) Elong. (%) Impact energy j Brinell hardness
(BHN)

1 691 585 19 180 200

2 815 738 21 170 230

DSS 2304 663 480 40 180 190

DSS 2205 758 540 41 170 270
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The corrosion current densities in µA/cm2 were calculated from the polarization
resistance values using the Stern–Geary equation, [22]

Icorr ¼ Ba � Bc

2:303 Ba þ Bcð Þ ð1Þ

where the Tafel constants Ba and Bc, are the slopes of tangents drawn on the
respective anodic and cathodic polarization plots in mV/decade. Subsequently, the
corrosion rate (CR) was determined in mpy using the relationship:

CR ¼ 0:13� Icorr � eq:wt:
q

ð2Þ

where ρ the density of the material (g/cm3) and Icorr the current density (µA/cm2).
The Rp is representative of the degree of protection of the passivation layer of the

alloy surface. An increase in values of Rp improves the corrosion resistance of steel.
The corrosion characteristics (Rp, Icorr, Ba, Bc, CR) were determined and the results
summarized in Table 5. The values of Rp allow a comparison scale to be estab-
lished. The highest polarization resistances were revealed by S.1 of 2.94 × 106

Ohm/cm2, while S.2 showed lower polarization resistances of 1.21 × 103 Ohm/cm2.
Based on the estimated Rp values, it seems that the general corrosion behaviour of
nitrogen–manganese stabilized austenitic steels is better than “conventional” steels
of type 2304.

The Tafel slopes Bc, Ba were determined by the fitting of a theoretical polari-
zation curve to the experimental polarization curve plotted in the range of ±150 mV
versus Eoc. The corrosion current Icorr is representative of the degree of degra-
dation of the alloy. An alloy with a tendency towards passivity will have a value of
Ba greater than Bc, whereas an alloy that corrodes will have a Ba lower than Bc. It
can be noticed from Table 5, that regarding to the Tafel slope results, it was found
that steels DSS 2304 and S.2 reveal a tendency towards depassivity. For S.1, Ba is
higher than Bc indicating to passivation ability.

Table 4 PRE for samples 1
and 2

Sample no. Sample 1 Sample 2 Duplex 2304

PRE 33.01 33.17 35

Table 5 Comparison of the electrochemical quantities measured and calculated for the various
steels (37 °C)

Sample Ba Bc Rp, (Ohm) Icorr, (µA/cm
2) CR, (mpy)

DSS 2304 0.021 0.038 1.58E4 3.67 0.98

S.1 0.039 0.027 2.94E6 0.15 0.044

S.2 0.007 0.068 1.21E3 22.5 6.0

Bc and Ba tafel slopes, corrosion potential; Rp polarization resistance; Icorr corrosion current, CR

corrosion rate
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Generally, the corrosion behavior of nitrogen–manganese stabilized austenitic
steels S.1 is better than S.2.

The weight losses of Duplex Stainless Steel alloys in 10 %wt HCl have been
determined as a function of the immersion time. The tested sample was immersed at
room temperature in 10 %wt HCl for various immersion periods (0–120 min). The
variation of the corroded weight (weight loss) with immersion time is shown in
Fig. 4. It is obvious that the weight loss Wloss (mg/cm2) increased linearly with
immersion time.

The resistance to pitting corrosion is associated with nonmetallic inclusions
present in the alloys. Alloys S.1 and S.2 are more pitting resistance due to their low
carbon content of 0.14 and 0.232 %, respectively. The data indicated that the annual
corrosion rate of S.1 was the lowest due to probably its highest Mn content, i.e. the
increase in Mn content of the alloys decreased the resistance to pitting corrosion. It
can be concluded that the results of electrochemical polarization and immersion
tests are coincident.

4 Conclusion

Two kinds of nickel-free duplex stainless steels have been developed in this sci-
entific research work. These alloys can be characterized by their high strength and
toughness, good corrosion resistance and low alloy element cost. In comparison
with the commercial DSS with a similar PREN, the experimental DSS have a higher
yield strength by roughly 100–200 MPa and a lower elongation to fracture of about
20 %. The increase in yield strength and ultimate tensile strength value of the
investigated alloy with increasing Mn content from 6.44 to 13.5 % was therefore

Fig. 4 Corrosion rate versus exposure time in 10 wt% HCl
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attributed to the increase in the volume fraction of the austenite phase from 18.2 to
25.4 %, as well as the solid solution hardening effect of Mn. Microstructural
investigations showed that such alloys have relatively stable austenite content at
high temperatures. Due to the absence of nickel, the experimental DSS exhibit an
excellent resistance to SCC in chloride solutions. Finally, these alloys can be cost-
efficient because of the total absence of the expensive element nickel and therefore
can find applications where high strength and moderate corrosive resistance are
required.
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Influence of Al2O3 Nano-dispersions
on Mechanical and Wear Resistance
Properties of Semisolid Cast A356 Al Alloy

Ahmed Y. Shash, Amer E. Amer and Moataz El-Saeed

Abstract The present investigation studies the prospects of using nanoparticles as
reinforcement ceramic powders to gain improved performance of A356 Al cast
alloy. Alumina nano-powder of 40 nm size was stirred into the A356 matrix with
different fraction ratios ranging from (0, 1, 2 and 4 wt%) in a mushy zone (600 °C)
using a constant stirring time for one minute. To evaluate the results, the alloys
were further characterized by various tribological and mechanical characterization
methods. The results showed higher strength values with improved ductility when
compared to the monolithic alloy under the same casting conditions. Also, the wear
resistance has been positively enhanced as the amount of the Al2O3 nano-particles
addition increases from 1 to 4 wt% leading to a decrease in the weight loss ranging
from 5.5 to 4.0 mg, respectively. The Scanning Electron Microscopy of the fracture
surface and the wear surface revealed the presence of nanoparticles at the inter-
dendritic space of the fracture surface and was confirmed with an EDX analysis of
these particles.
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1 Introduction

History is often marked by the materials and technologies that reflect human
capabilities and understanding. Many time scales begins with the stone age, which
led to the Bronze, Iron, Steel, Aluminum and Alloy age, as improvements in
refining and smelting took place and science made it possible to move towards
finding more advanced materials. Composite structures have shown universal
savings of at least 20 % over metal counterparts and a lower operational and
maintenance cost [1]. Aluminum based alloys and metal matrix composites
(MMCs) exhibit attractive tribological and mechanical properties such as a high
specific modulus, good strength, long fatigue life, superior wear resistance and
improved thermal stability, which allow these alloys to have numerous applications
in the aerospace, automobile and military industries. As the data on the service life
of composite structures is becoming available, it can be safely said that they are
durable, maintain dimensional integrity, resist fatigue loading and are easily
maintainable and repairable. Composites will continue to find new applications, but
the large scale growth in the marketplace for these materials will require less costly
processing methods and the prospect of recycling [2] will have to be solved [3].

Composite materials are emerging chiefly in response to unprecedented demands
from technology due to rapidly advancing activities in aircrafts, aerospace and
automotive industries. These materials have low specific gravity that makes their
properties particularly superior in strength and modulus to many traditional engi-
neering materials such as metals. As a result of intensive studies into the funda-
mental nature of materials and better understanding of their structure property
relationship, it has become possible to develop new composite materials with
improved physical and mechanical properties [4–6]. These new materials include
high performance composites such as polymer matrix composites, ceramic matrix
composites and metal matrix composites etc. Continuous advancements have led to
the use of composite materials in more and more diverse applications. The
importance of composites as engineering materials is reflected by the fact that out of
over 1600 engineering materials available in the market today more than 200 are
composites [6].

For most applications, a homogeneous distribution of the particles is desirable in
order to maximize the mechanical properties [5]. In order to achieve a good
homogeneous distribution of a particle in the matrix, the process parameters related
with the stir casting method must be studied [4, 5]. So that it is essential to study the
influence of stirring speed and stirring time on the distribution of particles in MMC.

In the Prabu [7] study, the stirring speeds were set at 500, 600 and 700 rpm and
the stirring times were set at 5, 10 and 15 min for this study.

Many researchers have claimed enhanced properties for these produced com-
posites relative to those produced by reinforcing with micro-particles.

Therefore the aim of this research work is to improve the mechanical and
tribological properties of the A356 aluminum alloy using ceramics Al2O3 nano
particles.
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2 Experimental Procedures

The experimental work carried out through this scientific study consists of the
following three stages:

(a) Production of new NMMC alloys.
(b) Identification of the mechanical and wear resistance properties.
(c) Characterization of the new material.

2.1 Materials Produced

The hypoeutectic alloy A356 was used as a base metal for the produced material
having the chemical composition shown in Table 1. The material used for rein-
forcement was 1, 2, and 4 % by weight Al2O3 ceramic nano-particles with constant
particle size of 40 nm, the description of which is given in Table 2.

2.2 Equipments Used

2.2.1 Melting Furnace

An electric resistance furnace was designed and constructed for approaching this
research work for preparing the NMMCs. It consists of a lift out ceramic crucible of
max. 2 kg, a heating system, and is connected to a stirring mechanism with a

Table 1 Chemical
composition (in wt%) of
A356 cast Al–Si

Alloy Chemical composition (wt%)

Al Si Mg Fe Cu Pb Zn Mn

A356 Bal. 7.44 0.3 0.27 0.02 0.022 0.01 Nil

Table 2 Properties of Al2O3

reinforcement powders
Reinforcement γ-Al2O3

Density (solid) (g/cm3) 3.95

Crystal structure FCC

Appearance White solid

Young’s modulus (GPa) 380

Average size (nm) 40

Melting point 2054 °C
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3000 rpmmax. rotating speed motor and adjustable height with a control unit of up to
1200 °C connected to a thermocouple for controlling the stirring temperature Fig. 1.

2.2.2 Metallic Mould

The melt was poured into a mild steel mould, in which the casted samples were in a
24 mm diameter as shown in Fig. 2.

2.3 Melting Methodology and Approach

A charge of 0.5 kg of the A356 alloy was introduced to the crucible and heated up to
the melting temperature (640 °C). The melt was degassed and shielded with argon
before pouring after reaching the liquid state to prevent oxidation of the molten
metal. The melt was subsequently brought down to the semi-solid state by around
605 °C and hence the Al2O3 nano-powders were preheated to 700 °C and then added
to the melt simultaneously with mechanical stirring for 1 min at 1500 rpm.
The fabrication conditions of the composites prepared in this investigation are

Fig. 1 Schematic apparatus
used for preparing the
NMMCs

Fig. 2 Schematic drawing for the mould used
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summarized in Table 3. Cast samples were poured into the prepared mould without
additions and with additions of the different investigated Al2O3 percentages.

2.4 Mechanical Properties

Mechanical properties, mainly tensile strength, ductility, hardness and wear resis-
tance, were determined in the as-cast conditions for the investigated NMMC
samples.

2.4.1 Tensile Test

The tensile tests were conducted on round tension test specimens of diameter
5.02 mm and gage length 25.2 mm using a universal testing machine according to
DIN 50125. The elongation percentage and ultimate tensile strength were calcu-
lated. The results were based on the average of three samples taken from each melt.

2.4.2 Hardness Test

The hardness tests were conducted on Rockwell hardness testing machines in the
Faculty of Engineering, Cairo University, using a ð 116Þ00 diameter hardened steel ball
and a 62.5 kg applied load. The reported results are the average of three readings for
each case.

2.4.3 Wear Test

A PLINT TE 79 Multi Axis Tribometer Machine was used for measuring friction
force; friction coefficient and wear rate for NMMC manufactured materials, as
illustrated in Fig. 3, in which a standard specimen with a diameter of 8 and 20 mm
length as a computerized pin on disc machine used for friction and wear testing of
materials is loaded vertically downwards onto the horizontal disc.

Table 3 List of produced alloys and fabrication conditions

Melt no. Additions Stirring (rpm) Pouring temp. (semi-solid)

Melt 1 A356 1500 605 °C

Melt 2 A356 + 1 % Al2O3 1500 605 °C

Melt 3 A356 + 2 % Al2O3 1500 605 °C

Melt 4 A356 + 4 % Al2O3 1500 605 °C
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2.5 Material Characterization

2.5.1 Microstructural Evolution

Representative sections from the cast samples were cut into 3 pieces: the 1st from
the top, the 2nd from the middle and the 3rd from the bottom. Samples were wet
grounded on a rotating disc using silicon carbide abrasive discs of increasing
fineness (120, 180, 220, 320, 400, 600, 800, 1000 and 1200 grit). Then they were
polished using 10 μm alumina paste.

2.5.2 Optical Microscopy (OM)

The microstructure examination was carried out using an OLYMPUS DP12 optical
metallurgical microscope, equipped with a high resolution digital camera for the
investigation of the microstructure.

2.5.3 Scanning Electron Microscope (SEM)

The surface topography and the fracture characteristics were studied using SEM to
understand the fracture mechanism and also to detect the favorable sites for particle
incorporation by using a JSM-5410 Scanning Electron.

The JSM-5410 scanning electron microscope is a high-performance multipurpose
SEM with a high-resolution of 3.5 nm, and EDXS (energy dispersive X-ray spec-
trometer). Its automated features included Auto Focus/Auto Stigmator, and
Automatic Contrast and Brightness. The EDSmakes the JSM-5410 expandable from
morphological observations to multi-purpose high-resolution elemental analysis.

Fig. 3 PLINT TE 79 multi
axis tribometer machine
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3 Results and Discussions

3.1 Mechanical Properties of the NMMC

Table 4 illustrates the mechanical properties (tensile strength, elongation in %, and
hardness) of the produced castings with reinforced Al2O3 nanopowder.

As can be seen from Fig. 4, as the wt% fraction of Al2O3 nanopowder increases
the UTS increases reaching 195 MPa, until a value of 2 wt% of Al2O3. Beyond this
weight fraction, the UTS decreases as the wt% increases.

As shown in Fig. 5, increasing the weight fraction of Al2O3 has no visible effect
on ductility until reaching 1 wt%, then with increasing the wt% beyond 1 wt% the
ductility increases. The ductility of NMMC increases by about 40 % at 2 wt% of
Al2O3 nanopowder. At 4 wt% fraction, the ductility reaches to its minimum values;
due to the agglomeration of the dispersed particles in the NMMC, while its hard-
ness at this weight fraction increases by about 30 % as shown in Fig. 6. The
presence of the ceramic phase increases the hardness of the alloys and hence,
reduces the ductility of the composites in comparison with the matrix alloy.

Substantial increases in strength, along with good ductility, have been observed
in a number of alloys with multiphase nanoscale microstructures.

Table 4 Mechanical properties (tensile strength, elongation in % and hardness) NMMC using
Al2O3 Nanopowder

Melt no. Additions UTS (MPa) Elongation % Hardness RB

Melt 1 A356 155 5 57

Melt 2 A356 + 1 % Al2O3 170 5 61

Melt 3 A356 + 2 % Al2O3 195 6.8 72

Melt 4 A356 + 4 % Al2O3 163 4.2 73
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Fig. 4 The effect of wt%
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These properties originate from the fine distribution of globular particles in an
A356 matrix on a nanometer scale, where the globular particles act as strength
bearing components, while the A356 matrix supplies ductility. The existence of a
crystalline approximant phase at the interface between the particles and the FCC Al
matrix improves interfacial bonding between the different phases, thus important
for the combination of high strength and good ductility without failure at the
interface [8].

The wear tests were then performed with the following parameters: veloc-
ity = 0.8 m/s, time = 1200 s and load = 10 N.

The average wear results of A356 samples reinforced with 0, 1, 2 and 4 wt%
Al2O3 nanopowder are shown in Table 5.

As was expected from the results shown in Table 5 that the wear resistance
increases as the weight percentage of the reinforced nano particles increases.
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The wear resistance results were evidently confirmed by increasing the hardness
and decreasing the friction coefficient values as the wt% of the nano dispersions
increases.

3.2 Microstructure Evolution

Figure 7a, b shows the optical microstructure of the base matrix A356 alloys
reinforced with 2 wt% fraction of Al2O3 nano-powder. The microstructures of the
two castings show that the phases are uniformly distributed. It also clearly show a
morphological change in the microstructures. In the base matrix sample, the
microstructure is dendritic whereas in the other rheocast samples, the primary
dendrites are fragmented due to mechanical stirring.

As the structure contains good amount of eutectic phases it should give a range
of mechanical properties when mechanical stirring processed [9]. This was clear in
the mechanical properties of alloys reinforced with nano-powder using mechanical
stirring.

The SEM illustrated in Fig. 8 shows a typical fracture surface for a specimen
reinforced with a 2 wt% fraction of Al2O3 using the best conditions of stirring speed

Table 5 The average wear results of A356 samples reinforced with 0, 1, 2 and 4 wt% Al2O3

nanopowder

Sample no. Additions Weight loss mg Friction coefficient

1 A356 3.9 0.4

2 A356 + 1 % Al2O3 5.5 0.430

3 A356 + 2 % Al2O3 4.5 0.385

4 A356 + 4 % Al2O3 4.0 0.361

Fig. 7 The optical microstructure of a base matrix A356 alloys. b reinforced with 2 wt% fraction
of Al2O3 nanopowder
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and temperature. Fracture surface shows mixture of dendrites and globular struc-
tures. Figure 9 represents the fracture surface containing agglomerated particles.

The agglomeration could happen by the particles reinforced inside the matrix
during the melting stage. Moreover, these agglomerated particles were not hom-
ogenously distributed inside the matrix. Al2O3 agglomerated particles have size of
about 3 µm attached in the interdendritic space and in matrix. The EDX analysis
shown in Fig. 10, has evidently confirmed that these are Al2O3 particles though a
strong reflection from the matrix was inevitable. The specified analysis of the EDX
and the percentage of O, Al and Si are illustrated in Table 6. It is clear that the high
percentage of the Oxygen and Aluminum, confirms the presence of Al2O3

nano-powders in the matrix.
The samples subjected to wear tests have been examined using SEM. Figure 11a, b

clearly show that the Al2O3 nano-particles distributed on the surface of samples with
1 and 4 wt% Al2O3 addition subjected to wear, respectively.

Fig. 8 The SEM of the
fracture surface specimen
reinforced with 2 wt%
fraction of Al2O3

nano-powder

Fig. 9 SEM fracture surface
containing agglomerated
particles
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4 Conclusion

The nano-composites manufactured using the semi-solid route exhibited better
mechanical properties when compared with those prepared using the liquid met-
allurgy rout. Also, a high mixing speed is required in order to obtain good distri-
bution of the particles reinforced and introduce it inside the matrix as introducing
the reinforced Al2O3 particles to the A356 matrix in the semi solid state is difficult

Fig. 10 a SEM containing Al2O3 agglomerated particles, b EDX of Al2O3 agglomerated particles

Table 6 Specified analysis of
the EDX of Al2O3

agglomerated particles

Label Range (keV) Gross Net Total %

O Ka 0.407–0.668 5459 3149 38.1

Al Ka 1.327–1.628 5942 4222 51.1

Si Ka 1.648–1.888 2347 891 10.8

Fig. 11 SEM for wear surface of a 1 wt% Al2O3 and b 2 wt% Al2O3 nano-particles
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due to the higher density of the matrix at this state, in which the alloys stirred with
1500 rpm exhibits the best tensile strength and elongation.

The A356 matrix alloy reinforced with 2 wt% fraction of Al2O3 nano-powder
has the best mechanical properties at conditions of 1500 rpm stirring speed at semi
solid state temperature 600 °C. The wear resistance increases as the weight
percentage of the reinforced nano-particles increases. The wear resistance results
were evidently confirmed by increasing the hardness and decreasing the friction
coefficient values as the wt% of the nano-dispersions increases.

In the base matrix sample without stirring, the microstructure is dendritic
whereas in the other rheocast samples, the primary dendrites are fragmented due to
mechanical stirring which explains the improvement in the mechanical properties.
Analysis using both scanning electron microscope (SEM) and high magnification
shows evidence for the possibility of incorporating and entrapping nano-sized
particles within the interdendritic interface developing during the solidification of
the dispersed alloys.
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Evaluation of Mechanical Properties
of Natural and Synthetic Rubber Material

Chang-Su Woo and Hyun-Sung Park

Abstract It is critical to investigate the mechanical properties of rubber materials
to secure the reliability of rubber components. In this study, we performed
mechanical tests of natural and synthetic rubber in various environmental condi-
tions. The hardness, elongation, stress-strain relation, dynamic properties, and the
nonlinear material constants that are necessary for a finite element analysis were
determined through uniaxial tension, equi-biaxial tension and pure shear tests. The
hardness of thermally aged rubber increased in proportion to aging time and tem-
perature while that of elongation decreased. The storage modulus increased in
proportion to aging time in dynamic property tests while the loss factor decreased.
In mechanical tests according to change in strain, we determined the second
Mooney-Rivlin and the third Ogden terms that are necessary for the finite element
analysis of rubber components.

Keywords Rubber material � Mechanical test � Aging � Strain energy function

1 Introduction

Most rubber products are composites in which various additives including fillers are
mixed with rubber that is selected according to the characteristics of the products.
The most important thing in selecting materials is that they meet the standards for
mechanical properties that are required for applications and the usage conditions of
products [1, 2]. Mechanical properties or dynamical behaviors of rubber differ
significantly depending on the kind of vulcanizing agents, the kind and quantity of
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antiozonants or the quantity of modifiers or tenderizers. Data on the mechanical
properties of rubber can be determined only through experiments because the
components and mechanical properties of rubber compounds demanded by clients
vary greatly. To improve the mechanical test methods and estimation skills of
rubber material, we obtained data on the mechanical properties for selected natural
and synthetic rubbers in this study, through mechanical tests under various con-
ditions such as room temperature, high and low temperatures, and aging in the
uniaxial and equi-biaxial tension and pure shear states. Owing to various advan-
tages of rubber, it has been widely used in the following applications: anti-vibration
rubber mounts for vehicles and trains, rubber rollers for printing and paper-making,
and components in semiconductors, IT, and aerospace [3]. Establishing mechanical
test methods and estimation skills in this study can result in savings in both time
and cost required to develop rubber components and achieve advances in related
technology by promoting localization and strengthening global competitiveness by
securing reliability and stability.

2 Experiment

2.1 Rubber Material

Six kinds of rubber materials were selected for material tests: natural rubber (NR),
copolymers of acrylonitrile and butadiene (NBR), polychloroprene rubber with
chloroprene as a repetitive unit (CR), polymers of ethylene, propylene, and diene
(EPDM), chloroethylsulfonyl polyethylene (CSM), and silicon rubber (Si).

2.2 Mechanical Test

The viscoelasticity of rubber has an impact on its strain velocity. The faster the
strain velocity is, the greater the stress on material is, and vice versa. The suitable
range of the strain velocity to obtain static mechanical properties is 0.007–0.17 m/s.
Because there was no remarkable difference in the stress-strain curves of rubber in
this range, we conducted tests at the same strain velocity of 0.01 m/s [4].
Mechanical properties of the rubber materials were investigated in environmental
tests at room temperature (23 °C), low temperature (−40 °C), and high temperature
(85, 100, and 125 °C), through uniaxial tension tests, and obtained hardness,
elongation, stress-strain relation, and dynamic properties after aging for 1000 h at
70, 85, 100, and 200 °C to construct databases on mechanical properties. Uniaxial
tension tests were conducted as shown in Fig. 1a by mounting load cells of 500 N
on material testers, in which laser extensometers were used to measure the strain of
specimens. A pure compressive stress-strain relation is difficult to obtain in uniaxial

26 C.-S. Woo and H.-S. Park



tests due to friction generated on contact surfaces between rubber specimens and
compression plates. To overcome this problem, equi-biaxial tension tests [5] with
the same strain mode as in the compression tests were conducted as shown in
Fig. 1b to determine the nonlinear material constants according to the range of the
strain. Shear strain state is a more important mode of deformation for engineering
applications than tension. If the material is incompressible and the width of the
specimen is longer than the height, a pure shear state exists in the specimen at 45°
angle to the stretching direction. The aspect ratio of the specimen is most significant
in pure shear tests because the specimen is perfectly constrained in the horizontal
direction. Figure 1c shows the pure shear test by using a non-contacting strain
measurement with laser extensometer.

3 Result and Discussions

3.1 Environmental Test

Environmental tests were conducted at various temperatures including room tem-
perature (23 °C), low temperature (−40 °C), and high temperature (85, 100, and
125 °C) to investigate the mechanical properties of the rubber materials depending
on temperature conditions. As a result (Fig. 2), the higher the temperature, the lower
the strength: changes in strength were significant at low temperature. The strength
of rubber including NBR and CR was much greater than the strain below the glass
transition temperature (Tg).

3.2 Thermal Aging Test

For most rubber products, the degradation of mechanical properties by environ-
mental effects has impacts on the characteristics and life expectancy of the rubber.
In this study, we investigated changes in the mechanical properties of rubber with

Fig. 1 Mechanical test of rubber materials. a Uniaxial tension. b Equi-biaxial tension. c Pure
shear
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accelerated test in which rubber was aged at a higher temperature than rubber parts
which are actually used, considering temperature as the most important factor
among several degradation factors [6, 7]. Specimens of rubber were aged in the
oven for 1000 h at 70, 85, and 100 °C conforming to ASTM D412, and then kept at
room temperature for 24 h before measuring hardness, elongation, and stress-strain
relations. Figures 3 and 4 show the changes in hardness and elongation depending
on the aging temperature: the hardness is proportion to temperatures and aging
period and drastically increases at 100 °C; elongation is inversely proportional to

Fig. 2 Stress-strain curves at various temperatures. a NR, b NBR, c CR, d EPDM, e CSM, f Si

Fig. 3 Change of hardness at thermal aging conditions. a NR, b NBR, c CR, d EPDM, e CSM,
f Si
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temperature and the aging period decreases drastically at high temperatures.
Figure 5 shows the stress-strain relation through tensile strength tests: a remarkable
change in strength from the aging property of each rubber material can be seen at
100 °C while changes in properties are not remarkable at 70 °C.

Fig. 4 Change of elongation at thermal aging conditions. a NR, b NBR, c CR, d EPDM, e CSM,
f Si

Fig. 5 Stress-strain curves at thermal aging conditions. a NR (70 and 100 °C), b NBR (70 and
100 °C), c CR (70 and 100 °C), d EPDM (70 and 100 °C), e CSM (70 and 100 °C), f Si (70 and
100 °C)
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3.3 Dynamic Test

The conditions of the dynamic test to investigate dynamic properties of rubber
materials such as storage modulus, loss factor, and glass transition temperatures
were as follows: static and dynamic strain were 10 and 1.0 %, respectively, the
frequency range was 1–100 Hz, and the temperature range was −80 to 100 °C.
Figures 6 and 7 show the changes in the storage modulus and the loss factor of
rubber materials that were aged for 1000 h at 85 °C. It shows a similar tendency
with the frequency property of the general rubber material in that the storage
modulus is proportional to the aging period while the loss factor is inversely pro-
portional to it. Figure 8 shows the glass transition temperature of each rubber
material. The transition temperature of natural rubber and EPDM was −45 °C at
which the storage modulus and loss factor drastically changed; that of NBR and CR
was −20 °C; and that of Si was −80 °C. We, therefore, can see that the physical
properties of Si at low temperatures were excellent.

3.4 Stain Energy Function

The material of the rubber component is taken to be an incompressible rubberlike
material modeled as a hyper-elastic material. The constitutive behavior of a hyper-
elastic material is defined as a total stress–total strain relationship [8, 9]. Hyper-
elastic materials are described in terms of their strain energy potential, which
defines the strain energy stored in the material per unit of reference volume as a
function of the strain at that point in the material. The strain energy functions have

Fig. 6 Storage modulus at thermal aging conditions. a NR, b NBR, c CR, d EPDM, e CSM, f Si
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been represented either in term of the strain invariants that are functions of the
stretch ratios, or directly in terms of the principal stretch. Successful modeling and
design of rubber components relies on both the selection of an appropriate strain
energy function and an accurate determination of the material coefficient in the
function. Material coefficients in the strain energy functions can be determined from
the curve fitting of experimental stress-strain data. There are several different types
of experiments, including simple tension, equi-biaxial tension and pure shear tests.
In general, a combination of simple tension, equi-biaxial tension and pure shear
tests are used to determine the material coefficient. The classical Mooney-Rivlin

Fig. 7 Loss factor at thermal aging conditions. a NR, b NBR, c CR, d EPDM, e CSM, f Si

Fig. 8 Glass transition temperatures of rubber materials. a NR, b NBR, c CR, d EPDM, e CSM,
f Si

Evaluation of Mechanical Properties of Natural … 31



and Ogden models are an example of a hyper-elastic model that is implemented in
the FEA. In order to explain the deformation of the rubber materials, it is assumed
that the material has elastic behavior and is isotropic. Then, strain energy function
(W) can be written as Eq. (1), with strain invariant functions I1; I2; I3ð Þ and principal
stretch functions k1; k2; k3ð Þ.

W ¼ W I1; I2; I3ð Þ; W ¼ W k1; k2; k3ð Þ ð1Þ

When the material is isotropic, I1; I2; I3 can be expressed as follows;

I1 ¼ k1
2 þ k2

2 þ k3
2; I2 ¼ k1

2k2
2 þ k2

2k3
2 þ k3

2k1
2; I3 ¼ k1

2k2
2k3

2 ð2Þ

Most rubber materials are incompressible and their bulk modulus is much greater
than their shear modulus. Thus, it is widely accepted to presume the materials to be
incompressible when they are under less restriction. When the materials are
incompressible in Eq. (2), k1; k2; k3 ¼ 1 and I3 ¼ 1. Since, Eq. (1) can be rewritten
as follows,

W ¼ W I1; I2ð Þ ð3Þ

The strain energy function, which is widely used to analyze deformations of
incompressible materials, can be described with Mooney-Rivlin’s function and
Ogden’s function.

Mooney-Rivlin’s function:

W ¼
XN

n¼1

CijðI1 � 3ÞiðI2 � 3Þ j ð4Þ

Ogden’s function:

W ¼
XN

n¼1

ln
an
ðkan1 þ kan2 þ kan3 � 3Þ ð5Þ

where Cij; ln; an are the material constants determined experimentally from the
stress-strain relationship.

3.5 Material Constant

When rubber is strained, its strength decreases and its damping properties change
due to a modification and redistribution of the molecular structure in the initial state.
These stress-strain relaxation phenomena are called the Mullins effect [10] that
frequently occur in rubber filled with carbon black. That is, the strength of rubber is
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history dependent. Due to this, the stress-strain curves of rubber are different on
loading and unloading. Figure 8 shows the stress-strain curves obtained from the
uniaxial tension, equi-biaxial tension and pure shear test in which we applied five
repetitive loads in each of the vertical and horizontal direction with 25, 50 and
100 % of the strain range for rubber material. According to Fig. 8, the stress-strain
curves during the second repetition showed a greater decline than in the first rep-
etition. The stress-strain curve gradually decreased as the number of repetitions
increased, and ultimately stabilized to a fixed stress-strain value.

In order to predict the behavior of the rubber components using the finite ele-
ment analysis, the rubber material constants must be determined from the stabilized
cyclic stress-strain curve. The stress-strain curve varies significantly depending on
the cyclic strain levels. A 5th loading cycle was selected as the stabilized stress-
strain relationship in this study. But this stabilized relation should be shifted to pass
through the origin of the curve, to satisfy the hyper-elastic nature of rubber.
Figure 9 shows the stress-strain relation of rubber material. The shift of curve meant
that the gage length and initial cross sectional area were changed as shown in
Eq. (6).

e ¼ e0 � ep
1þ ep

; r ¼ r0ð1þ epÞ ð6Þ

Using the stress-strain relation obtained from the strain energy function, the
nonlinear material constants of the second Mooney-Rivlin and the third Ogden
terms [11, 12] were determined from the results of the stress-strain through uniaxial
tension, equi-biaxial tension and pure shear tests, as shown in Fig. 10. The material
constants obtained as in Table 1 was be used as material data necessary for finite
element analysis of rubber components. It is possible to exactly estimate the
properties of rubber components when material tests are conducted in the same
level of strain as when components are actually used. We investigated the
mechanical properties of selected natural and synthetic rubber through material tests
in uniaxial tension, equi-biaxial tension and pure shear states, under various con-
ditions including room temperature, low and high temperature, and aging. Because
the mechanical behaviors and dynamic properties of rubber materials even with the

Fig. 9 Stress-strain curves at various loading and strain range. a Uniaxial tension, b Equi-biaxial
tension, c Pure shear
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same raw rubber depend on the kind or quantity of vulcanized agents or antioxi-
dants, the quantity of modifiers or tenderizers, material tests and estimation should
be conducted to exactly investigate their mechanical properties.

4 Conclusion

An estimation of the mechanical properties under various environmental conditions
and loads is required in order to exactly investigate the mechanical properties of
rubber material. Through material tests on six kinds of rubber materials in this
study, we concluded that: (1) We obtained data on the mechanical properties of
rubber materials under various conditions including room temperature, high and
low temperatures, and aging in the uniaxial tension, equi-biaxial tension and pure
shear states. (2) As a result of material tests at various temperatures, the strength

Fig. 10 Stress-strain curves after stabilized. a NR, b NBR, c CR, d EPDM, e CSM, f Si

Table 1 Mooney-Rivlin and Ogden function of rubber materials

Material Mooney-Rivlin Ogden

C10 C01 Gmooney μ1 α1 μ2 α2 μ3 α3 Gogden

NR 0.587 0.0 1.174 0.53 2.876 0.054 4.473 0.079 2.854 0.995

NBR 0.656 0.0 1.312 0.001 1.012 0.731 3.390 0.001 2.305 1.235

CR 0.170 0.806 1.952 219.2 0.012 129.1 0.012 0.001 34.16 2.106

EPDM 0.369 0.103 0.944 0.004 1.305 0.799 1.214 0.624 1.603 0.987

CSM 0.598 0.317 1.830 0.010 7.550 0.001 13.73 2.340 1.370 1.980

Si 0.257 0.337 1.188 0.001 22.18 0.001 16.97 508.2 0.005 1.290
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lowered as temperature increased and its change was remarkable at low tempera-
tures. (3) The hardness of thermally aged rubber materials increased in proportion
to temperature and time while the elongation decreased. We found the aging
properties of rubber materials that changes in its mechanical properties were not
significant over time at 70 °C while a change in the strength was remarkable at
100 °C. (4) The glass transition temperature of rubber materials was obtained
through dynamic property tests: the storage modulus increased over aging period
while the loss factor decreased. (5) The nonlinear material constants of the second
Mooney-Rivlin and the third Ogden terms for the finite element analysis of rubber
components were determined through material tests according to changes in the
strain. (6) In this study, we constructed databases of the mechanical properties of
rubber materials under various environment conditions and by utilizing this, it is
expected to greatly contribute to the development of rubber materials and to
enhance the quality of components.
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Influence of Laser Feeding on Structure
and Properties of Cast Aluminium Alloy
Surface

K. Labisz

Abstract The modern methods for surface layer engineering in current surface
laser treatments, is LSA treatment, where there are small amounts of alloying
additions introduced into the surface layer of the matrix material in the form of
ceramic particle powders with different properties influencing the surface layer
application possibilities. It was possible to produce a layer consisting of the heat
affected zone, transition zone and remelted zone, without cracks and defects as well
as with a slightly higher hardness value compared to the non remelted material. The
laser power range was chosen to be 1.5–2.0 kW and implicated by a process speed
rate in the range of 0.25–0.75 m/min. The purpose of this work is to apply High
Power Diode Laser (HPDL) for the improvement of aluminum’s mechanical
properties, especially the surface hardness. This study was conducted to determine
the effect of SiC powder addition on the structure and the mechanical properties as
well as the structural changes occurring during the rapid solidification process. The
main findings were, that the obtained surface layer is without cracks and defects as
well as having a comparably higher hardness value when compared to the non-
remelted material. The hardness value increases according to the laser power used
so that the highest power applied gives the highest hardness value in the remelted
layer.Also, the distribution of the SiC particles is good, but the particles are mainly
present in the upper part of the surface layer. The hardness value increases in
general according to the laser power used so that the highest power applied renders
the highest hardness value in the remelted layer. The main goal of this work is to
investigate and determine the effect of HPDL remelting and alloying on the cast Al-
Si-Cu cast aluminium alloy structure to recognise the possibility for application in
real working conditions mainly for light metal constructions as in the many bran-
ches of the industry.

Keywords High power diode laser � Surface treatment � Heat treatment �
Aluminium cast alloys � Laser alloying � Laser feeding � Ceramic powders
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1 Introduction

While analysing the given element in terms of its internal structure as well as
possible, future working conditions it should be remembered that the product
properties depend mainly on two factors: internal structure of the material, from
which it has been made and on the condition of the external surface having both
direct mechanical and chemical contact with the environment, as well as during
exploitation with the surfaces of other working elements [1–5].

In relation to the current market demand for light and reliable constructions,
aluminium alloys, belonging to the group of construction materials, characterised
by a number of good mechanical and usable properties, good castability and
resistance to corrosion play an important role. Aluminium alloys, constituting of a
combination of low density and high strength, which are more and more often used
in situations, where reduction of the subassembly element masses is significant,
desired and feasible [6–11].

Remelting of cast aluminium alloys with SiC silicon carbide powder was per-
formed using a high power diode laser (HPDL), (Fig. 1). Hardening requires a
special form of heat delivery in order to ensure an evenly hardened zone and
acceptable quality. The application was performed with a modern high power diode
laser. The case studies of these four applications are presented and discussed in
scientific papers [12–17].

The analysis of the test results of the mechanical and usable properties as well as
tests of the structure of the surface layer of aluminium alloys after thermal and
surface processing will allow for specification of the conditions of the laser surface
processing of the aluminium alloys, such as the rate of scanning, laser power, used
within the scope from 1.0 up to 2.2 kW, type and rate of the powder feeding, in
order to produce the best possible surface layers on the surface of the processed
alloys. Laser surface treatment is a relatively new generation of techniques used in
metal surface technology. Laser treatment is presented and discussed with remelting
of Al-Si-Cu cast aluminium alloys with ceramic powders, especially silicon carbide
(SiC) particles. The investigation of the structure and the improvement of

Fig. 1 HPDL laser Rofin DL 020 with: a laser head, b entire laser stand, c sample during working
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mechanical properties is the practical aim of this work, as well as improving
hardness, a very important property for practical uses. Silicon carbide is a material
sometimes used in metal machining because of its high hardness and high resistance
to softening at high cutting speeds and at high cutting temperatures [18–21].

The goal of this work is to determine the optimal laser power leading to the
surface layer including the remelting zone and the heat influence zone. The standard
metallographic investigation using light and an electron microscope was performed,
as well as the hardness measurements and microanalysis, for the chemical com-
position investigation.

2 Experimental Conditions

The material used for investigation was the AlSi9Cu and AlSi9Cu4 aluminium cast
alloy. The chemical composition of the investigated aluminium alloys is presented
in Table 1. For feeding, the silicon carbide (SiC) powder was used with properties
listed in Table 2. It should be mentioned that for this work it is planned to also use
other types of powders.

The heat treatment was carried out in the electric resistance furnace U117, for the
solution heat treatment process with two holds at 300 and 450 °C performed for
15 min. The cooling of the samples after the heat treatment was performed in the air
for the aging process and in water for the solution heat treatment process. The
solution heat treatment temperature was 505 °C for 10 h, and then aging was
performed at 175 °C for 12 h (Fig. 2).

For remelting the high power diode laser HPDL Rofin DL 020 (Fig. 1) was used.
This laser is a device with high power, used in materials science, including for
welding purposes. The laser equipment used included: a rotary table which moved
in the XY plane, the nozzle of the powder feeder for enrichment or welding,

Table 1 Chemical composition of the investigated aluminium alloys

Si Fe Cu Mn Mg Zn Ti Al

AlSi9Cu 9.094 0.1792 1.049 0.3608 0.2682 0.1409 0.0733 rest

AlSi9Cu4 9.268 0.3379 4.64 0.0143 0.2838 0.0478 0.0899 rest

Table 2 Physical and mechanical properties of the ceramic carbide and oxide powders

Properties WC TiC SiC Al2O3

Density, kg/m3 15.69 4.25 3.44 3.97

Hardness, HV0.05 3400 1550 1600 2300

Melting temperature, °C 2870 3140 1900 2047

Thermal expansion coefficient α, 10−6/°C 23.5 8.3 4.0 7.4 ÷ 8.5

Grain size, µm 80 5 100 120
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shielding gas nozzle, laser head, power and cooling system, and the computer
system controlling the operation and location of the laser on the working table.

The feeding and remelting was performed with argon, in order to protect the
substrate from oxidation. The sample during feeding was subjected to protective gas
blowing and covering by mind of two nozzles, one directed axially to the laser-
treated sample and the other directed perpendicular to the weld area. The shielding
gas supply (Argon 5.0) was 10 l/min.

Based on the preliminary investigations of a high power laser diode HPDL Rofin
DL 020 the process rate was v = 0.5 m/min. Other work parameters are presented in
Table 3. For laser power values below 1.0 kW there are no remelted areas present at
all, due to very high radiation absorption of the aluminium alloy surface.

Structure investigation was performed using the light microscope Leica MEF4A
supplied by Zeiss with a magnification range of of 50–500 times. The micrographs
of the microstructures were made by means of the KS 300 program a using digital
camera. Metallographic investigations were performed also using the scanning
electron microscope ZEISS Supra 35 with a magnification of up to 500 times. For
the microstructure evaluation the Back Scattered Electrons (BSE) as well as the
Secondary Electron (SE) detection method was used, with an accelerating voltage
of 20 kV. Chemical composition investigations using EDS microanalysis on the
scanning electron microscope Zeiss Supra. The phase composition investigations

Fig. 2 Morphology of the
SiC powder used for feeding,
SEM

Table 3 HPDL laser parameters

Parameter Value

Laser wave length, nm 940 ± 5

Peak power, W 100 ÷ 2300

Focus length of the laser beam, mm 82/32

Power density range of the laser beam in the focus plane (kW/cm2) 0.8 ÷ 6.5

Dimensions of the laser beam focus, mm 1.8 × 6.8
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were made using a X-ray diffractometer with the filtered copper lamp rays at an
acceleration voltage of 45 kV and heater current of 40 mA. The measurements were
made with a diffraction angle from 30° to 130° of 2Θ. The X-ray scan was per-
formed parallel to the alloying direction.

The hardness was measured with a Rockwell hardness tester with a load chosen
for the HRF scale, with a load of 60 Kgf. Also, the temperature was measured
during the remelting process, of which the exact temperature changes are shown in
Fig. 15. It can be seen that the temperature remains constant throughout the whole
process.

3 Results and Discussion

The structural investigations carried out using the high power diode laser allow us
to compare the structure of these alloys used for investigations. On Figs. 3, 4 and 5
the microstructures revealing the phases occurring in the alloy, especially the Si
phase, are presented. When using both the laser power of 1.5 and 2.0 kW for both
alloys in the remelted zones there was huge grain refinement found, besides the
silicon powder presence. The obtained results from the microstructure investigation
performed on the scanning electron microscope ZEISS Supra 35 with a magnifi-
cation up to 5000 times reveals the structure of the aluminium cast alloy used for
investigation (Figs. 3, 4 and 5) where the structure refinement can be observed after
the proper preformed heat treatment. In general a zone like structure of the obtained
surface layer, where a remelted zone was found, and a heat affected zone, were
found. The layers achieved by the alloying process are showed in Figs. 6, 7, 8, 9, 10
and 11. The results allow us to state that with increasing laser power the roughness
of the remelted metal surface increases.

Fig. 3 Microstructure of the
cast aluminium AlSi9Cu in its
cast state
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Fig. 4 Microstructure of the
cast aluminium AlSi9Cu after
aging

Fig. 5 Microstructure of the
cast aluminium AlSi9Cu in its
cast state

Fig. 6 Surface layer after SiC
powder feeding into the
AlSi9Cu alloy, laser power
1.5 kW, powder feed rate
1.5 g/min, scan rate
0.25 m/min
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Fig. 7 Structure of the surface layer after SiC powder feeding into the AlSi9Cu alloy, laser power
1.5 kW, powder feed rate, 1.5 g/min, scan rate 0.25 m/min

Fig. 8 Structure of the
surface layer after SiC powder
feeding into the AlSi9Cu4
alloy, laser power 2.0 kW,
1.2 g/min, scan rate
0.25 m/min

Fig. 9 Structure of the
surface layer after SiC powder
feeding into the AlSi9Cu4
alloy, laser power 2.0 kW,
1.5 g/min, scan rate
0.25 m/min
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Based on these investigation concerning the distribution of the powder particles
in the surface layer of the aluminium-silicon-copper cast alloys, it was also found,
that in the laser treated surface layer there are no pores or cracks in the produced
coating or any defects and failures occurs in this layer, but the fed SiC particles
occur mainly in the upper part of the RZ. Occasionally he occurring discontinuity of
the layers can be seen as a product of the heat transfer process and may be neu-
tralised by properly adjusted powder quality and powder feed rate.

As it can be seen for all investigated alloys the used SiC powder does not form
any, and occurs in form of loose particles relatively evenly distributed in the alloy
matrix but mainly in the upper part of the surface layer (Figs. 12, 13 and 14), what
is confirmed by the EDX analysis, as well as using X-Ray diffraction (Fig. 15). It is
also possible on the basis of these cross-section micrographs to evaluate the

Fig. 10 Structure of the
surface layer after SiC powder
feeding into the AlSi9Cu4
alloy, laser power 2.0 kW,
powder feed rate 2.0 g/min,
scan rate 0.25 m/min

Fig. 11 Structure of the
surface layer after SiC powder
feeding into the AlSi9Cu4
alloy, laser power 2.0 kW,
powder feed rate 1.5 g/min,
scan rate 0.25 m/min
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thickness of the surface layer depth [Remelting Zone (RZ)], which is ca. 0.55 mm
(Fig. 16) in the case of the AlSi9Cu4 as well as the AlSi9Cu alloy and the 2.0 kW
laser power. For lower laser powers the thickness is ca. half as much as for the
highest power for both types of the investigated alloys.

During the investigations also the EDS point analysis was carried out, presented
in Figs. 13 and 14, has revealed that the chemical composition of the alloyed area
around the SiC particles, so in case of this powder the silicon and carbon is not
dissolved in the aluminium matrix, but still in the form of the primary SiC phase.
There is no evidence for the dissolving of the ceramic powder Sic grains, because
the carbon concentration in the Al matrix will be possible to measure and visible on
Fig. 12. The influence of the laser speed on the remelting of the aluminium surface
was also investigated. The range was chosen from 0.25 to 0.75 m/min (Figs. 13 and
14), the optimal value was set as 0.25 m/min for both of the investigated aluminium
alloys groups. The idea was to find out if the laser power will change the nature of

SE Al C

Fig. 12 EDS microanalysis of the surface layer after SiC WC feeding into the AlSi9Cu alloy: SE
SEM image, as well mappings of Al and Si

Fig. 13 Surface layer cross
section of the AlSi9Cu4 alloy
after feeding of SiC particles,
laser power 2.0 kW
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Fig. 15 X-Ray diffraction of the surface layer of the AlSi9Cu4 alloy after feeding of SiC particles
obtained using the Bragg-Brentano method

Fig. 14 EDS pointwise analysis of the chemical composition performed: a in point 1 on Fig. 12,
b in point 2 on Fig. 12, AlSi9Cu4 alloy after SiC feeding

Fig. 16 Thickness of the surface layer (RZ zone) of the aluminium alloys fed with SiC powder
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the alloying of the SiC powder. But for powers higher than 1.80 kW the SiC
powder forms a bulky non-flat surface on the laser treated aluminium.

The measured results, of the surface layer thickness are presented on Fig. 16,
which confirm the relationship between the laser power and the remelting zone
(RZ) depth, where with increasing laser power the depth of this zone increases and
reach even 0.55 mm for 2.0 kW laser power for both of the investigated alloys.

Figure 17 shows the hardness measurement results of the remelted surface for
1.0, 1.5 and 2.0 kW laser power, where it can be seen that the hardness of the
remelted zone is smaller than of the non remelted area. It can be found that the
hardness value of the surface layer increases together with the laser power and has
the highest value for the laser power at 2.0 kW. These results are confirmed for both
of the alloy types AlSi9Cu and AlSi9Cu4, where the value reached even 75 HRF
for the AlSi9Cu4 alloy. It can be also seen that the hardness of the laser fed samples
with the laser power of 1.5 kW is comparable with the value achieved after a
conventional heat treatment of this cast aluminium alloys and for 1.0 kW the
hardness is even lower—68 HRF.

4 Conclusion

On the basis of the analysis of the test results, it has been pointed out that in the case
of the analysed aluminium cast alloys the applied laser surface processing, and the
thermal processing preceding it, ensuring occurrence of the mechanisms respon-
sible for material strengthening, enable enhancement of the mechanical and usable
properties of the examined alloys. An essential objective is also to indicate the
multiple possibilities for continuation of the tests, regarding the light metal alloys
aluminium, magnesium and titanium, broadening the current knowledge within the
scope of elements and light structures.

Fig. 17 Hardness of the surface layer of the cast aluminium alloys AlSi9Cu and AlSi9Cu4 fed
with SiC powder
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On the basis of the performed investigations it can be concluded, that the
AlSi9Cu and AlSi9Cu4 cast aluminium alloys fed with SiC powder has achieved a
high-quality top layer. The layer is without cracks and defects and has a higher
hardness when compared to the non remelted material. The hardness value
increases together with the laser power used so that the highest power applied gives
the highest hardness value in the remelted layer. With increasing laser power the
depth of the remelting material is growing as well. With increasing laser power the
surface of the remelted area is more regular, smooth and flat Also the occurrence of
the tungsten carbide SiC particles could be confirmed. The metallographic inves-
tigations on scanning and light microscope reveal a dendritic structure which is
present in the heat affected zone in samples fed with the applied laser powers. The
performed investigations of the microstructure evaluation of the Al-Si-Cu alloys,
carried out using a light and scanning electron microscope, allowed to confirm the
zone-like nature of the surface layer obtained using HPDL laser for alloying of the
AlSi9Cu and the AlSi9Cu4 cast aluminium alloys. The remelted zone (RZ), the heat
affected zone (HAZ) on top of the substrate material as well as a transition zone
were revealed. There were also ceramic powder SiC particles detected in the sub-
strate. Before the alloying with SiC there were performed preliminary tests allowing
to find the proper laser scan speed as well as the optimal laser power used for
alloying of this type of aluminium alloy substrate. Of course the optimal laser
powder and feeding rate will differ slightly compared to the values used for
remelting of the aluminium alloy, but the range does not changes significantly.

The conducted tests enabled the fulfilment of the objectives of the this paper,
namely that the application of the laser surface processing for improvement of the
exploitation properties of surfaces of the aluminium cast alloys allows for formation
of the surface layer characterised by better mechanical and tribological properties in
comparison as opposed to the core material.

Tests of the usable properties of the surface layers formed by means of laser
indicate an increase in the hardness and resistance to abrasion of the surface layer
with the fused powders of the WC and SiC carbides and relatively low corrosion
resistance. In the case of the aluminium and zirconium oxide powders the surface
layer obtained by the laser fusion method has a form of oxide coating, composed by
the elements present in the fused ceramic powders. In the case of the surface layers
after fusion of the oxide powders occurrence of the melted zone has not been
confirmed, and at the same time presence of the particles fused in the matrix of
aluminium alloys has also not been confirmed. The WC and SiC powder introduced
into the matrix of the selected aluminium alloys during fusion has a form of
particles uniformly distributed in the melted zone.

The laser power determination leads to the conclusion, that the optimal power
range is ca. 1.5 kW, and that a lower value of ca. 1.0 kW does not achievement of
an completely homogenous remelting tray on the sample surface, whereas a higher
power of 2.0 kW makes an uneven shape of the remelted surface layer. Particularly
it can be also found that: the SiC powder particles are fed successfully into the
aluminium alloy matrix during laser feeding. The optimal laser power is in the
range of <1.0–1.5 kW, with a laser scan rate determined as 0.5 m/s. It can be
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summarize that this technique is a great method for the modelling of tools of hot
cast aluminium surface layer, which can be deeply recognized in following studies
and further investigations. There are also next investigation planned with other
ceramic powder particle like: Al2O3 or ZrO2 (see Table 1).
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Application of the Finite Element Method
for Modelling of the Spatial Distribution
of Residual Stresses in Hybrid Surface
Layers

Tomasz Tański, Krzysztof Labisz, Wojciech Borek, Marcin Staszuk,
Zbigniew Brytan and Łukasz Krzemiński

Abstract The presented investigations concern PVD/CVD surface treatment
performed on samples of heat treated cast magnesium and aluminium alloys and
properties modelling of obtained coatings using the finite element method (FEM).
In order to identify the structure and fractures of the analysed surface coatings,
investigations using the scanning electron microscope Zeiss Supra 35 were per-
formed. Evaluation of the adhesion of the PVD/CVD coatings was carried out using
a scratch test. The obtained coatings—Ti/Ti(C,N)-gradient/CrN; Ti/Ti(C,N)-gradi-
ent/(Ti,Al)N; Ti/(Ti,Si)N-gradient/(Ti,Si)N as well coatings: Cr/CrN-gradient/CrN;
Cr/CrN-gradient/TiN and Ti/DLC-gradient/DLC are characterized by a clear het-
erogeneity of the surface associated with the presence of microparticles in the
structure in form of droplets broken out of the target during the deposition process,
as well immersions occurring in the surface due to the loss of some droplets during
solidification. It was also found that the applied coatings are characterized with a
mono-, di-, or multi-layer structure according to the applied layer system; the
individual layers are applied uniformly and tightly adhere to the substrate and to
each other. The obtained results of the numerical FEM analysis, have enabled a full
integration of the material engineering knowledge and informatics tools, confirming
compliance of the simulation model with the obtained experimental results.
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1 Introduction

Modern technological development makes it necessary to look for new design
solutions to improve efficiency and product quality, to minimize size and to increase
dimensional stability in real working conditions. The proper choice of material is
always preceded by an analysis of a number of factors including following
requirements like: mechanical, physical, design, environmental, cost-related,
availability and weight. The general problem of high material weight verifies the
application of various groups of materials in order to improve the lightweight
properties. Therefore over the past few decades, there is an increase in the demand
of materials with a low density and relatively high strength, such as titanium,
aluminium and magnesium [1–6].

From the listed materials group special attention should be devoted to magne-
sium and aluminium alloys, because of their low densities in addition to other
benefits, such as good damping capacity, high dimensional stability, good cast-
ability, the combination of low density and high strength, and easy recycling
procedure. However, the undisputed advantage of magnesium and aluminium is
mainly the low density of Mg-1.7 g/cm3 and Al-2.7 g/cm3. Currently, the greatest
need for magnesium and aluminium cast alloy reveals the automotive industry. In
the case of transportation, the general rule is to reduce the weight of vehicles
because of fuel savings. The need to reduce the primary weight of vehicles is more
and more important, because an increasing number of vehicles is equipped with
new accessories (such as air bags, traction and parking control systems) and,
increasing its mass, which are aimed not only at improving the safety of driving, but
also increases the attractiveness of the utility of these vehicles [1–6].

However, besides the above-mentioned advantages of aluminium and magne-
sium alloys, there are also some disadvantages, most commonly poor corrosion
resistance and low wear resistance of these materials. A promising solution, which
is based on many years of research, is laser treatment, particularly laser remelting
and the feeding of hard ceramic powder particles in the surface layer as well as the
technologies of physical and chemical vapour deposition PVD and CVD, which is
an alternative for applied thermal spraying techniques or anodic protection tech-
niques [7–16].

As a result of proper material selection for special elements together with the
technologies, which determine the structure and properties of the alloy and its
surface layer, providing the required functional properties, it is possible to obtain
the best possible properties of the substrate and the surface layer of the produced
element, which consequently leads to the design and delivery of a material meeting
all demands given by the final consumer [7–16].

One of the goals of this work was to achieve the best combination of hybrid
coatings, including a gradient transition layer, with a stable change or one or more
of its components in a linear way reaching from the substrate to the surface top. It
was also important to achieve an outer coating using the CAEPVD/PACVD method
in order to increase the low strength of the substrate material. This article focuses on
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a very important surface engineering issue, namely the surface treatment of selected
light cast alloys using vacuum techniques. These alloys are currently recognized by
materials science experts as future materials combining low density and high
strength. A very important issue is to develop the production and processing
technology of construction materials or surface protection against environmental
influences. Such a way could help to find a proper relationship between the modern
substrate material and production of coatings of a new generation, reaching even to
IV generation [7–21].

The manufacturing processes makes it necessary to carry out the analysis of the
impact of process parameters on the substrate material and the interaction between
the surface layer and the substrate material in the transition zone. The used com-
putational methods allow us to perform an analysis of complex phenomena
occurring during the coating process, as well as the analysis of the phenomena
occurring as the end result of the layer deposition process. As a result of the
application of these methods it is possible to create a numerical model describing
the mechanical and functional properties of the surface layer depending on the
process parameters and the type of substrate material and the surface layer [7–21].

The describe vacuum deposition method are not the only one usable for surface
engineering, there exists a lot of other surface treatment processes, but the achieved
surface quality and relative low costs makes this methods very usable and of wide
application range in material engineering [22–24].

2 Methodology

PACVD is a process where a relatively low surface treatment temperature can be
obtained to produce a carbon DLC coating at a specified pressure and in an C2H2

acetylene atmosphere. The gradient of the resulting coating was achieved by a
variable concentration of silicon (Me) in the middle layer. Silicon was supplied to
the furnace chamber in the gas phase—Ti/a-C:H-Me/a-C:H. The second method
was implemented using the device DREVA ARC400 supplied by Vakuumtechnik
using the electric arc cathodic evaporation method. The device is equipped with
three independent sources of metal vapours.

Prior to the coating process the substrates were cleaned using a chemical
cleaning process and rinsed in ultrasonic cleaners and dried in a stream of hot air.
Furthermore, the samples were cleaned with Argon ions at the voltage of 800/200 V
for 20 min. For PVD coatings 65 mm diameter discs were used, cooled, cooled with
water, containing pure metals (Cr, Ti), Al and TiSi alloys. The coatings were
deposited in an inert atmosphere of Ar and a reactive N2 atmosphere in order to
obtain a mixture of nitrides as well as a N2 and C2H2 mixture in order to obtain
layers of carbonitrides. The obtained appropriate concentrations of elements, allows
control over the properties of the deposited coatings. Gradient concentration change
of the chemical composition of the coating cross section was obtained by changing
the proportion of reactive gas or by changing the evaporation current on the arc
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sources. The set coating process conditions are presented in Table 1. During the
PVD process the substrates have moved to the vapor sources carrying out rotational
movements to achieve uniform thickness of the coatings and preventing the for-
mation of the phenomenon of a so-called shadow coming into existence on the
coated surface model, which aims to determine the residual stresses in gradient and
single-layer coatings such as: Ti/Ti(C,N)/CrN, Ti/Ti(C,N)/(Ti,Al)N, Cr/CrN/CrN,
Cr/CrN/TiN, Ti/(Ti,Si)N/(Ti,Si)N and Ti/DLC/DLC deposited on the surface of
cast magnesium and aluminium alloys (Tables 2 and 3) was performed using the
finite element method, assuming the real dimensions of the sample. The geometry
of the plate with coated gradient and monolayer coatings as well as the calculations
were carried out using the ANSYS 12.0 software (see Fig. 1). Due to the expected
range of simulations there were elaborated parametric input data files, allowing for a
comprehensive analysis.

The calculation model is composed of 12,816 and 11,780 parts of nodes. To
avoid an error in the calculation of residual stresses in the coatings, there were
variable sizes of the finite elements used, in places where larger stress gradients
were expected, because the grid is more dense than in regions where stress should
take similar values.

Table 1 Deposition conditions of the investigated layers

Process
parameters

Type of the produced coating as well the applied coating deposition technique

PVD PACVD

Ti/Ti(C,N)-
gradient/
CrN

Ti/Ti(C,N)-
gradient/
(Ti,Al)N

Cr/CrN-
gradient/
CrN

Cr/CrN-
gradient/
TiN

Ti/(Ti,Si)
N-gradient/
(Ti,Si)N

Ti/DLC-
gradient/
DLC

Basic press., Pa 5 × 10−3 5 × 10−3 5 × 10−3 5 × 10−3 5 × 10−3 1 × 10−3

Work press., Pa 0.9/1.1–
1.9/2.2

0.9/1.1–
1.9/2.8

1.0/1.4–
2.3/2.2

1.0/1.4–
2.3/2.2

0.89/1.5–
2.9/2.9

2

Argon flow,
cm3/min

80a 80a 80a 80a 80a 80a

10b 10b 80b 80b 20b –

10c 10c 20c 20c 20c –

Nitrogen flow,
cm3/min

225 → 0b 0 → 225b 0 → 250b 0 → 250b 0 → 300b –

250c 350c 250c 250c –

Acetylene flow,
cm3/min

0 → 170b 140 → 0b – – 230

Voltage on the
substrate, V

70a 70a 60a 60a 70a 500

70b 70b 60b 60b 100b

60c 70c 60c 100c 100c

Current at the
cathode, A

60 60 60 60 60 –

Temperature, °C <150 <150 <150 <150 <150 <180
aDuring the deposition of the metallic layer
bDuring the deposition of the gradient layer
cDuring the deposition of the ceramic layer
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Also for the coatings smaller elements were applied smaller elements, more
accurately representing the stress gradient, and in the substrate material the applied
elements increase with increasing distance from the coatings. Due to the need to
calculate the residual stress in the gradient coating with a variable chemical com-
position in the direction perpendicular to the sample surface, a schematic division of
the modelled coatings into zones because of areas with similar chemical compo-
sition was carried out. The calculation model with the zone gradient coating divi-
sion has been designed to be able to determine the average residual stress values in
the relevant areas of the coating because of functional properties.

In order to simulate the internal stresses in the analysed coatings on various
substrates, the following boundary conditions were set:

• temperature change of the PVD and CVD process reflects the sample cooling
process from 150 °C to room temperature of 20 °C,

• the analysed material data form substrate from light magnesium and aluminium
alloys are summarized and presented in Table 4.

Table 2 Chemical composition of the investigated magnesium alloys

Alloy type Mass concentration of the chemical alloying elements in the investigated, %

Al Zn Mn Si Fe Mg Rest

AZ91 9.09 0.77 0.21 0.037 0.011 89.79 0.092

AZ61 5.92 0.49 0.15 0.037 0.007 93.33 0.066

Table 3 Chemical composition of the investigated aluminium alloys

Alloy type Mass concentration of the chemical alloying elements in the investigated, %

Si Cu Fe Mn Mg Zn Al Rest

ACAlSi9Cu 9.09 1.05 0.72 0.36 0.27 0.14 88.17 0.15

ACAlSi9Cu4 9.27 4.64 0.17 0.01 0.28 0.05 85.4 0.18

Fig. 1 Schematic diagram of the geometry of the samples of the cast magnesium and aluminium
alloys with the deposited coatings onto the surface, where: a substrate, b intermediate layer,
c gradient layer, d outer layer
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To verify the computer simulation results, the values of internal stress in selected
coatings were calculated using the X-Ray technique g-sin2ψ with appliance of the
computer software X’Pert Stress Plus, which contains in form of a data base the
necessary data for calculations of values of different material constants. The stress
measurements were performed on the (Ti,Si)N outer layer of the Ti/(Ti,Si)N/(Ti,Si)
N as well on the outer TiN layer of the Cr/CrN/TiN coating on the same substrate
namely the AZ61cast magnesium alloy substrate. The compliance of the FEM
model and its full relevance to the actual measured data were clearly confirmed,
because in each of the analysed cases, the calculation results are consistent with the
results of the finite element computer analysis and are within the range of error.

Tests of the coatings’ adhesion to the substrate material were made using the
scratch test on the CSEM Revetest device, by moving the diamond indenter along
the examined specimen’s surface with a gradually increasing load. The character of
the damage caused was evaluated by applying light microscope observations.
Microhardness tests of the coatings were made with the Shimadzu DUH 202 ultra-
microhardness tester.

3 Investigations Results

3.1 Metallographic Investigations

In order to investigate the structure and the existing relationship between the type of
the substrate made from cast magnesium and aluminium alloy, the type and tech-
nological conditions of the hybrid coatings production process, metallographic tests

Table 4 Parameters used in computer simulation of the analysed coatings and substrate material

Coating type Young modulus
[GPa]

Poisson’s
ratio

Heat expansion coefficient
[10−6/K]

DLC 140 0.22 7.0

(Ti,Si)N 450 0.25 13

CrN 360 0.28 2.3

Ti(C,N) 460 0.2 9.4

Cr 140 0.31 6.2

Ti 113 0.34 8.5

(Ti,Al)N 460 0.25 9.35

Substrate material

AZ61 45 0.35 27.30

AZ91 45 0.35 26

AlSi9Cu 75 0.33 22

AlSi9Cu4 75 0.33 22
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were carried out. Coatings produced using the CAE-PVD technique are charac-
terized by a clear heterogeneity connected to a number of microparticles in the form
of droplets occurring on the structure (see Figs. 2 and 3).

The highest heterogeneity of the surface area compared to other investigated
coatings is characteristic for the coatings of the type: Ti/Ti(C,N)/(Ti,Al)N and Ti/Ti
(C,N)/CrN, where a number of solidified droplets of the vaporized metal were
identified (see Figs. 2 and 3). The lowest amount of solidified droplets of the
vaporized metal was identified in case of the Cr/CrN/TiN and Cr/CrN/CrN coating
(see Fig. 4).

The occurrence of these morphological defects is related to the cathodic arc
evaporation process itself. Depending on the process conditions, including the
kinetic energy of the drops sputtered into the metal substrate and the nature of the
metal vapour source, the observed particles are clearly different in terms of shape
and size. Moreover, it was also observed that there are present characteristic cav-
ities, which are formed as a result of falling out of droplets after finishing the PVD
process. In the case of the DLC coating obtained using the PACVD process, on the
surface small droplets are identified, often in a spheroidal form (see Fig. 5). Surface
morphology of the obtained DLC coatings differ significantly from the surface
morphology obtained in the classical high-temperature CVD processes, where a
network of microcracks occurs, wave-like surfaces or surfaces with spherical
shapes. A clear transition zone between the substrate and the coating identified was
also identified. The obtained coatings reveal a compact structure, without visible
delamination and defects, they are uniform and tightly adhere to each other as well
as to the substrate (see Figs. 6, 7, 8, 9, 10 and 11). Investigations of fractures

Fig. 2 Surface morphology of the Ti/Ti(C,N)/(Ti,Al)N layer coated on the AZ91 cast magnesium
substrate
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confirm that the coatings of the type Ti/Ti(C,N)/(Ti,Al)N and Ti/Ti(C,N)/CrN show
a layered structure, with a clearly visible transition zone between the coating and
the gradient wear resisting coating. (see Figs. 6 and 7).

Fig. 3 Surface morphology of the Ti/Ti(C,N)/CrN layer coated on the AlSi9Cu4 cast aluminium
substrate

Fig. 4 Surface morphology of the Cr/CrN/TiN layer coated on the AlSi9Cu1 cast aluminium
substrate
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In case of the Cr/CrN/CrN, Ti/(Ti,Si)N/(Ti,Si)N coatings, where the same set of
chemical elements in the gradient coating as well as in the wear resistant coating
and in the coatings of the Ti/DLC/DLC type was applied, any differences on the
cross section has been found. (see Figs. 8, 9 and 10). Moreover, in the case of the

Fig. 5 Surface morphology of the Ti/DLC/DLC layer coated on the AZ61 cast magnesium
substrate

Fig. 6 Fracture of the Ti/Ti(C,N)/(Ti,Al)N coating on the AZ91 cast magnesium substrate
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thin adhesive coating, which improves the adhesion of DLC coating to the sub-
strate, there was a characteristic bight continuous titanium layer identified, which
was also which was also confirmed using EDS microanalysis. In the case of the
layer of the Cr/CrN/TiN type, the characteristic nature similar to a columnar growth

Fig. 7 Fracture of the Ti/Ti(C,N)/CrN coating on the AlSi9Cu4 cast aluminium substrate

Fig. 8 Fracture of the Cr/CrN/CrN coating on the AlSi9Cu1 cast aluminium substrate
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of crystallites characteristic of coatings was confirmed based on titanium nitride
obtained in the cathodic arc evaporation process (see Fig. 11).

Chemical composition investigations performed using the GDOES confirm the
presence of the chemical elements included in the analysed coatings layer in a
depth, depending on the coating’s thickness, from 1.4 to 3.4 μm (Figs. 12 and 13).

Fig. 9 Fracture of the Ti/(Ti,Si)N/(Ti,Si)N coating on the AlSi9Cu1 cast aluminium substrate

Fig. 10 Fracture of the Ti/DLC/DLC coating on the AZ91 cast magnesium substrate
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The nature of the changes in the transition zone, i.e. the increase in the concen-
tration of elements contained in the substrate, while decreasing the concentration of
the coating-forming elements, may be indicative of the existence of the diffusion
layer of the interface zone between the substrate material and the obtained coating,
improving the adhesion of the produced coatings to the magnesium substrate.
Furthermore, by using a glow discharge optical spectrometer the presence of a zone
of linearly decreasing chemical composition concentration was confirmed, which
indicates their gradient-like nature (see Figs. 12 and 13).

Fig. 11 Fracture of the Cr/CrN/TiN coating on the AZ61 cast magnesium substrate

Fig. 12 Change of the
concentration of the Ti/Ti(C,
N)/CrN coating compound
coated on ten substrates of the
AZ91cast magnesium alloy
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3.2 Mechanical Investigations and Application of the Finite
Element Method

The analysis of the obtained simulation results show that in each of the analysed
cases the stress has an compressive character, that means with a negative value,
causing “compression” of the produced coatings to the substrate surface, with the
average absolute value σ = 321 ÷ 1377 MPa (see Table 5).

Occurrence of compressive stress in the surface layer (see Figs. 14 and 15), can
prevent the formation of cracks under operating conditions, when the element is
subjected to stresses resulting from outside forces. However, a too high value of
compressive stresses can lead to adhesive wear and to too high tensile stresses in the
coating, reducing the fatigue resistance of the element [17–20]. Volvoda [21] noted
that the relationship between stress and the hardness of the titanium nitride layer
obtained by magnetron scattering, is that the greater the compressive stress, the
greater the hardness of the resulting layer. The maximum absolute value of the

Fig. 13 Concentration
change of the Cr/CrN/CrN
coating coated on the
AlSi9Cu1 substrate

Table 5 Reduced stress values occurred in the analysed coatings

Type of
substrate

Type of the applied coating

Ti/Ti(C,N)-
gradient/
CrN

Ti/Ti(C,N)-
gradient/(Ti,
Al)N

Cr/CrN-
gradient/
CrN

Cr/CrN-
gradient/
TiN

Ti/(Ti,Si)
N-gradient/
(Ti,Si)N

Ti/DLC-
gradient/
DLC

Values of the achieved stresses, MPa

AZ61 −1325 −1210 −1377 −1329 −949 −425

AZ91 −1325 −1210 −1377 −1329 −949 −425

AlSi9Cu1 −1060 −871 −1109 −1065 −616 −321

AlSi9Cu4 −1060 −871 −1109 −1065 −616 −321
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compressive stress layers were obtained for the coatings of the type: Cr/CrN/CrN,
Cr/CrN/TiN, Ti/Ti(C,N)/CrN respectively 1377, 1329, 1325 MPa deposited on
magnesium substrate. As a result of the performed simulation it was found, that the
use of aluminium substrate as well the application of CVD method for deposition of
coating in a hybrid system for lightweight materials results in a significant decrease
in the absolute value of the occurring residual stresses (see Table 5).

The hardness of the non-coated magnesium and aluminium alloy substrates are
respectively 133 and 108 HV. In the case of coatings produced by the cathodic
PVD process of the Cr/CrN/CrN type, the microhardness was found to be 100 %
greater than the microhardness of the substrate material (after precipitation hard-
ening). The microhardness of the produced coatings did not exceed the value of
2000 HV in this case. However, for coatings with a gradient carbide-nitride coating

Fig. 14 Examples of the distribution of the simulated stress in the Cr/CrN/CrN coating on the
substrate of: a AZ91 magnesium cast alloy, b AlSi9Cu4 aluminium cast alloy (view from the
sample edges)

Fig. 15 Examples of the distribution of the simulated stress in the Ti/DLC/DLC coating on the
substrate of: a AZ61 magnesium cast alloy, b AlSi9Cu1 aluminium cast alloy (view from the
sample edges)
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obtained in an atmosphere containing CH4 and N2 of the Ti/Ti(C,N)/(Ti,Al)N type,
the greatest increase of surface microhardness over 2000 HV was found (see
Fig. 16), which also significantly correlates with the wear resistance of these
coatings. For the case of DLC coatings produced by the chemical vapour deposition
process, the measured microhardness was about 2000 HV (see Fig. 16).

Reduction of residual stress values in the deposited coatings influences also the
adhesion to the substrate, which was confirmed using the scratch test, and could be
one of the main factors to improve functional properties such as wear resistance
(Figs. 17, 18 and 19). The critical load LC1 is recorded on a diagram presenting the
interdependences concerning the wear load and acoustic emission to the load, as the
first, small increase of the acoustic emission signal. The critical LC2 load refers to
the point at which the coating delamination occurs, reaching the substrate material,
all this accompanied by an increasing acoustic signal. The highest values of the
critical load LC1 and LC2 are respectively 7 and 19 N, and the best adhesion of the
coating to the substrate was obtained for the Ti/DLC/DLC coating produced using
the CVD process on the AZ91 substrate. Due to the fact that the parameters used for
computer simulations, namely the Young’s modulus, Poisson’s ratio and thermal
expansion coefficient of each group of alloys have the same values, except for one
case, the difference in the values of the thermal expansion coefficient is relatively

Fig. 16 Microhardness investigation results of the cast magnesium and aluminium alloys
Mg–Al–Zn and aluminium Al–Si–Cu after ageing and PVD/CVD treatment
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small (see Table 4). The stress values, obtained for two magnesium and two alu-
minium alloys for various coatings have even identical values (see Table 5). In all
considered cases, the maximum stress values were located at the edges of the
samples.

4 Summary

As an answer to new demands to eliminate pollution, universal solutions have been
developed, combining low-cost, lightweight substrate materials with the best pos-
sible properties and properly selected surface treatment technology. Because the

Fig. 18 Scratch on the surface of the Ti/DLC/DLC coating on the substrate of the AZ91
magnesium cast alloy using the diamond indenter in the scratch test method, by a critical load:
a LC1, b LC2

Fig. 17 Scratch on the surface of the Cr/CrN/TiN coating on the substrate of the AlSi9Cu4 cast
aluminium alloy using the diamond indenter in the scratch test method, by a critical load: a LC1,
b LC2
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cost of recycling, calculated as the sum of the material cost, labour, energy and
general costs, are in the range from a few to tens of percent of a new element value,
it can be concluded, that the economic effects achieved after taking into account the
gain of the application of a layer or coating with better properties compared to an
uncoated material can be much higher. The key issue is also to ensure a simulta-
neous development of both manufacturing and technology, lightweight construc-
tion, in particular of magnesium and aluminium, and the technology of forming and
surface protection, which consequently will allow to create a balance between
modern substrate material and coating of new generation.

The investigations presented in this paper reveal that it is possible to deposit
coatings successfully on light alloys substrate. Particular findings are as follows:

• Investigations of the coatings using the scanning electron microscope reveal a
microstructure without any visible delamination, tightly adhering to the sub-
strate. The morphology of the surface of the obtained coatings is characteristic
of a significant inhomogeneity connected with the occurrence of multiple drop-
shaped particles on the surface, containing Ti as one of the deposited metals.

• Based on the tribological investigations carried out it was also found, that the
critical load LC2 is within the range of 8–19 N and the highest value was
achieved for the AZ91alloy coated with the DLC coating. The highest hardness
value was obtained for the coatings, which were a compound of the gradient Ti
(C,N) layer.

Fig. 19 Critical load LC1 and LC2 of the analysed coatings deposited on the investigated cast
magnesium and aluminium alloys

Application of the Finite Element Method for Modelling … 67



• The mathematical model presented in this paper was developed using the finite
element method, allowing evaluation of the stresses occurring in the investigated
coatings. Analysis of the simulation results shows that in each of the analysed
cases the stress has a compressive character, with the average value of
σ = 321 ÷ 1377 MPa.
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Study of the Utilization of Polyamide
Composite with Fiberglass Reinforcement
in Automotive Engine Mounts

Leandro Cardoso da Silva, Antonio Augusto Couto, Renato Baldan
and Jan Vatavuk

Abstract The aim of this work is to study the replacement of the support of the
engine mounts from aluminum to commercial polyamide composite (PA 6.6)
reinforced with 30, 35 and 50 % of fiberglass. The purpose of this replacement is to
reduce the weight of the component. Flexion and fatigue tests were performed at
120 °C utilizing the Staircase Method. The results have shown the excellent
adherence of polyamide in fiberglass. The polyamide composite with 50 % fiber-
glass presented the lowest deflection. The comparison of the tension distribution
utilizing the Finite Element Method between the supports of the bearing engine
made of polyamide with fiberglass and Al alloy have shown almost the same
results. However, the polyamide composite presented higher values of deflection.
Finally, due to the weight reduction of 32 %, it was possible to confirm that the
polyamide composite is viable to change the Al alloys in automotive engine
bearings.
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1 Introduction

Nowadays, most researches in the automotive field are related with the weight
reduction of the components in order to increase the performance of the vehicle. In
order to achieve this purpose, the replacement of the metallic components by
polymers or polymer-based composites is increasing. Traditionally, the supports of
the engine mount are made of metals such as aluminum and steel, which have
excellent fatigue and degradation resistance. However, they present higher weights
than some composites. Based on this, the aim of this work is to study the
replacement of the support of the engine bearing from aluminum to commercial
polyamide composite (PA 6.6) reinforced with 30, 35 and 50 % of fiberglass. This
composite presents good mechanical and fatigue resistance, a low friction coeffi-
cient and a high melting point [1–4].

2 Experimental Procedure

The materials utilized in this work were the grains of polyamide composite with 30,
35 and 50 % of fiberglass, designated as PA 6.6 GF30, PA 6.6 GF35 and PA 6.6
GF50, respectively. The fiberglass present in the composite was classified as short
(4.5 mm length and 10 µm diameter). The specimens for the bending and fatigue
tests were produced in a Romi 65R injection machine with a pressure capacity of
175 bar. The feeding and the mold temperature were 280 and 50 °C, respectively.
The bending and fatigue tests were performed in a MTS 810 Shock Absorber Test
System with the Test Star II Software with a 15 kN load cell and a stove with a
maximum temperature of 200 °C. The tests were performed at 120 °C, temperature
at which the mount works. The bending tests were performed at 20 mm/min and the
fatigue tests were performed at frequencies of 25 Hz. Figure 1 shows the illustration
of the specimen utilized in the bending and fatigue tests. Figure 2a shows the
schematic illustration and Fig. 2b shows the photo of the device utilized in the
bending and fatigue tests.

The fatigue tests were controlled by the variation of the displacement (deflec-
tion). The values of the initial tension utilized in the Staircase Method were

Fig. 1 Specimen utilized in the bending and fatigue tests
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determined with the aid of the load-deflection curves obtained by the bending tests.
The Staircase Method is an interactive process with the following steps: the first is
to submit the specimen (i) to a Fdi load for 106 cycles. If the specimen fails in this
condition, a new test is initiated decreasing the load by 10 %. If the specimen resists
to 106 cycles at this low loading, the same specimen is subjected to the second step,
increasing the load by 10 % and submitted again to 106 cycles. These steps occur up
to the rupture of the specimen. Another specimen (i + 1) is submitted to the first step
(106 cycles) with the loading Fdi+1 = Fdi + 10 %. The number of tested specimens is
between 6 and 10. The number of the fractured specimens must be the same as the
non-fractured specimens in order to guarantee a sufficient approximation of the
mean calculated values.

The initial value of the fatigue tests utilizing the Staircase Method was the last
deflection value before the fracture utilizing the Locati Method. The load-deflection
curves also allowed obtaining the initial values for utilizing in the Locati Method,
which corresponds to 70 % of the tension and 0.2 % of plastic deformation obtained
in the bending test. The fatigue tests utilizing the Locati Method were performed
with the deflection value of 70 % RP02 and 3 × 105 cycles. If the fracture does not
occur in this step, the deflection is increased by 10 % and the specimen is subjected
to 3 × 105 cycles. This procedure is utilized up to the rupture of the specimen.

The fracture surface of the specimens are tested under fatigue were analysed
with the aid of the scanning electron microscope JEOL JSM-6510. The Finite
Element Method was also utilized to support this work. The structural calculation
was performed with the ABAQUS software. The hexaedric elements were chosen
and the Finite Element Method was utilized in order to obtain the fatigue limit and
to study the viability of changing the Al alloy with the polyamide composite
reinforced with fiberglass.

Fig. 2 Schematic illustration (a) and photo, (b) of the device utilized in the flexion and fatigue
tests
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3 Results and Discussion

3.1 Fatigue Behavior of the Polyamide Composites Utilizing
the Staircase Method

Figure 3 shows the load-deflection curves obtained during the flexion tests at 120 °C
for pure polyamide and with 30, 35 and 50 % of fiberglass reinforcement. These
curves allowed to obtain the deflection values, which were based on the deflection of
the specimen when submitted to a tension that causes 0.2 % of plastic deformation in
the bending tests. Table 1 shows the initial deflection and the deflection at 0.2 % of
plastic deformation (70 % RP02) for the polyamide composites with 30, 35 and 50 %
of fiberglass reinforcement. As can be seen, the values of the deflection at 0.2 % of
plastic deformation for the polyamide composites with 30, 35 and 50 % of fiberglass
reinforcement were 3.5, 3.5 and 3.0, respectively. These values were utilized to
initiate the fatigue tests utilizing the Locati Method.

Table 2 shows the results of the initial deflection obtained by the Locati Method
for the fatigue tests utilizing the Staircase Method. The polyamide composite with
50 % of fiberglass presented lower deflection values than the polyamide with 30 and

Fig. 3 Load-deflection curves obtained during the bending tests at 120 °C for pure polyamide and
with 30, 35 and 50 % of fiberglass reinforcement

Table 1 Initial deflection and deflection at 0.2 % of plastic deformation (70 % RP02) for the
polyamide composites with 30, 35 and 50 % of fiberglass reinforcement

Polyamide composite RP02 (mm) 70 % RP02 (mm)

30 % of fiberglass (PA 6.6 GF30) 5.0 3.5

35 % of fiberglass (PA 6.6 GF35) 5.0 3.5

50 % of fiberglass (PA 6.6 GF50) 4.4 3.0
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35 % of fiberglass. The fatigue tests utilizing the Staircase Method were initiated
with the deflection values in the step before the rupture, which is the step 2 showed
in Table 2.

Table 3 shows the results of the fatigue tests utilizing the Staircase Method. The
“F” letter in the parenthesis indicates that the rupture of the specimen occurred
before 106 cycles while the “S” letter indicates that the test was interrupted when
the specimen reached 106 cycles without rupture. It can be seen that PA 6.6 GF30
and PA 6.6 GF35 composites presented 4 overlife/3 fails relationship and 5.12 and
4.66 mm of maximum deflection, respectively. For the PA 6.6 GF50, the results of
the six tests presented 3 overlife/3 fails relationship and the maximum deflection
was 3.63 mm. This deflection value is 29 % lower than PA 6.6 GF30 and PA 6.6
GF35 due to the higher fiberglass content in the PA 6.6 GF50.

Figure 4 shows the general aspect of the fractured specimens during the fatigue
tests utilizing the Staircase Method. Figures 5, 6, 7 and 8 show the fracture surfaces
of these specimens. As can be seen in Fig. 5, the fiberglass was broken.
Additionally, the cyclic loading promotes the formation of cavities. Figure 6 shows
the good adhesion between the fiberglass and the polyamide. Figure 7 shows, in
detail, the typical tension and compression regions of the specimen fractured in the
fatigue test. The plane faces of the polyamide in the tension region and the over-
loading feature in the compression region can be seen. Figure 8 shows the rupture
of the fiberglass in the tension region evidenced by the fatigue propagation lines. It
indicates that the crack initiates and grows up to a critical size in the tension region
and the fracture of the compression region occurring due to overloading.

Table 2 Results of the initial
deflection obtained by the
Locati Method for the fatigue
tests utilizing the Staircase
Method

Step 30 % of
fiberglass PA
6.6 GF30

35 % of
fiberglass PA
6.6 GF35

50 % of
fiberglass PA
6.6 GF50

D N D N D N

1 3.5 300 3.5 300 3.0 300

2 3.85 300 3.85 300 3.3 300

3 4.24 290 4.24 282 3.63 153

D deflection (mm); N number of cycles × 1000

Table 3 Results of the fatigue tests utilizing the Staircase Method for PA 6.6 GF30, PA 6.6 GF35
and PA 6.6 GF50 polyamide composites

Polyamide
composite

Deflection in each specimen (mm)

1 2 3 4 5 6 7

30 % of fiberglass
(PA 6.6 GF30)

3.85 (S) 4.66 (S) 5.12 (F) 4.66 (F) 4.42 (S) 4.66 (S) 5.12 (F)

35 % of fiberglass
(PA 6.6 GF35)

3.85 (S) 4.24 (F) 3.85 (S) 4.24 (S) 4.66 (F) 4.24 (S) 4.66 (F)

50 % of fiberglass
(PA 6.6 GF50)

3.30 (S) 3.63 (F) 3.30 (F) 2.97 (S) 3.30 (F) 2.97 (S)

S overlife and F failure
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3.2 Results Obtained Utilizing the Finite Element Method

The Finite Element Method was performed to simulate the flexion and fatigue tests
for the polyamide composites considering the same geometry and adjusting the
characteristic curve of the material to obtain the same load-displacement behavior.

Fig. 4 General aspect of the fractured specimens during the fatigue tests utilizing the Staircase
Method

Fig. 5 Fracture surface of the specimen fractured during the fatigue test
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This adequacy procedure is based on an interactive process to equiparate the
response of the virtual load-displacement with the real test, which finishes when the
error between the real and the virtual tests is less than 5 %.

Fig. 6 Good adherence of the polyamide in the fiberglass

Fig. 7 Fracture surface (tension and compression regions) of the specimen fractured during the
fatigue tests
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Table 4 shows the average value of the deflection (m*) obtained from the fatigue
tests utilizing the Staircase Method for the polyamide composites with 30 (PA 6.6
GF30), 35 (PA 6.6 GF35) and 50 % (PA 6.6 GF50) of fiberglass reinforcement. In
order to use these results to develop the component, it is necessary to obtain the
fatigue limit values in the region in which the crack appeared on the specimen. It
can be calculated by the Finite Element Method utilizing the displacement (m*)
shown in Table 4.

Table 5 shows the results of the fatigue limit, elastic limit and tension in the
rupture obtained from the simulation utilizing the Finite Element Method for the
polyamide composites with 30 (PA 6.6 GF30), 35 (PA 6.6 GF35) and 50 % (PA 6.6
GF50) of fiberglass reinforcement. The maximum limits are related with static
loadings which the component must resist without any plastic deformation. The
exceptional limits are overloadings that may occur during the useful life of the
vehicle and the component must resist to this loading without rupture. Therefore,
these values obtained utilizing the Finite Element Method were adopted as the
criterion to validate the fatigue tests, considering the elastic and rupture limits as
maximum and exceptional tensions, respectively.

Fig. 8 Rupture of the fiberglass in the tension region evidenced by the fatigue propagation lines

Table 4 Average value of the deflection (m*) obtained from the fatigue tests utilizing the
Staircase Method

Polyamide composite Average value of the deflection (m*) (mm)

30 % of fiberglass (PA 6.6 GF30) 4.64

35 % of fiberglass (PA 6.6 GF35) 4.25

50 % of fiberglass (PA 6.6 GF50) 3.25
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The virtual test utilizing the Finite Element Method represented the maximum
condition of all existent variables in the real test. Figure 9 shows the results of the
load-deflection utilizing the Finite Element Method obtained from the data of the
bending and fatigue tests for the polyamide composite with 50 % of fiberglass
(PA 6.6 GF50). The value of the fatigue limit for this composite was 76.54 MPa.

3.3 Comparison of the Engine Mounts Made of Polyamide
Composite Reinforced with Fiberglass with Aluminum
Alloys Utilizing the Finite Element Method

The project of the structure made of polyamide composite was based on the pre-
existent geometry of the engine mount made of Al alloys. Figure 10a shows the
geometry defined for the engine mount made of polyamide composites with
fiberglass reinforcement. In the regions used for attaching of the polyamide com-
posite were used inserts of the SAE 1020 steel, assembled with the screw M10 × 1.5
with 60 Nm of torque and ±10 % of tolerance. This proposal will be compared with
the actual project, which is composed by the structure made of injected SAE 306
aluminum alloys and a plastic base made of polyamide composite with 35 % of
fiberglass (PA6.6GF35), as can be seen in Fig. 10b.

Table 5 Values of the fatigue, elastic and rupture limits obtained utilizing the Finite Element
Method to validate the fatigue tests, considering the elastic and rupture limits as maximum and
exceptional tensions, respectively

Polyamide
composite

Fatigue
limit (MPa)

Elastic limit/Maximum
tension (MPa)

Rupture limit/
Exceptional tension (MPa)

30 % of fiberglass
(PA 6.6 GF30)

64.8 69.3 130.0

35 % of fiberglass
(PA 6.6 GF35)

66.5 70.4 131.0

50 % of fiberglass
(PA 6.6 GF50)

76.6 97.3 139.0

Fig. 9 Results of the load-deflection obtained utilizing the Finite Element Method and obtained
from the data of the bending and fatigue tests for the polyamide composite with 50 % of fiberglass
(PA 6.6 GF50)
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Table 6 shows the directions and the values of the loading applied and utilized
for the structural calculation of the polyamide composites utilizing the Finite
Element Method. Figure 11 shows, in detail, the directions of the loading applied in
the engine bearing. The same analysis utilizing the Finite Element Method per-
formed in the polyamide composites was done in the engine mount currently used
(injected SAE 306 aluminum alloy and a plastic base made of polyamide composite
with 35 % of fiberglass). Table 7 shows the specific values of the fatigue, elastic and
rupture limits utilized as criterion to validate the engine mount currently used. The
loadings were performed utilizing the same method and directions utilized in the
composite structure, as can be seen in Fig. 11.

The Finite Element Method results have shown that the deflection is lower in the
SAE 306 aluminum alloy than the polyamide composites. Additionally, the poly-
amide composite with 50 % of fiberglass reinforcement can be used in the engine
mount, as proposed in the present work. The results of the fatigue and elastic limits,

Fig. 10 a Geometry defined for the engine mount made of polyamide composite with fiberglass
reinforcement. b Actual structure of the engine mount made of injected SAE 306 aluminum alloy
and a base made of polyamide composite with 35 % of fiberglass (PA 6.6 GF35)
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maximum and exceptional tension obtained utilizing the Finite Element Method has
shown that the polyamide composites with different amounts of fiberglass were
approved. The composites with 30 and 35 % of fiberglass presented higher
deflection than the composite with 50 % of fiberglass.

The purpose of the structure made of polyamide composite with fiberglass
reinforcement was based on the actual project of the engine mount composed by the
structure made of injected SAE 306 aluminum alloy and a base made of polyamide
composite with 35 % of fiberglass (PA6.6 GF35). The actual component has
0.625 kg whilst the engine bearing developed in this work (polyamide composite
with fiberglass reinforcement) presented 0.427 kg of the total weight. The 0.198 kg
of mass reduction represents 32 % of the total weight of the engine mount currently
used. Figure 12 shows the final geometry with the mass distribution of the engine
mount made of polyamide composites with fiberglass.

Table 6 Directions and the
values of the loading applied
and utilized for the structural
calculation of the component
utilizing the Finite Element
Method

Loading Values (N)

Direction Maximum Exceptional Fatigue

X+ 4.73 16.20 2.16

X− 4.20 16.20 2.16

Y 200 450 0

Z+ 6.75 7.00 3.90

Z− 9.45 10.00 3.90

Fig. 11 Directions of the loading applied in the engine mount

Table 7 Criterion of the fatigue limit, maximum and exceptional tensions obtained by Finite
Element Method for the engine mount currently used

Material Fatigue
limit
(MPa)

Elastic limit/
Maximum tension
(MPa)

Rupture limit/
Exceptional tension
(MPa)

SAE306 aluminum alloy 70.0 140.0 240.0

Polyamide composite with 35 %
of fiberglass (PA 6.6 GF35)

66.5 70.4 131.0
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4 Conclusions

The study of the polyamide composite reinforced with fiberglass in the engine
mounts allow to conclude that:

• The Staircase Method utilized to study the fatigue behavior of the polyamide
composite with 30, 35 and 50 % of fiberglass reinforcement allowed to define
the fatigue limits of the materials. The polyamide composite with 50 % of
fiberglass presented the lowest deflection;

• The tension region of the fractured specimens tested under fatigue presented
plane faces of the polyamide whilst the compression region presented an
overloading feature;

• The results of the Finite Element Method showed that all the polyamide com-
posites with different amount of fiberglass reinforcement were able to be used in
the engine mount.

• The results of the tension values obtained for the engine mount made of
polyamide composites with fiberglass reinforcement and the aluminum alloy
utilizing the Finite Element Method were similar. The deflection values of the
polyamide composites were higher than the aluminum alloy;

• The engine mount made of polyamide composite with fiberglass reinforcement
presented 32 % of weight reduction when compared with the engine bearing
made of aluminum alloy.
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Shaping of Surface Layer Structure
and Mechanical Properties After Laser
Treatment of Aluminium Alloys
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Abstract The influence of laser treatment on the structure, mechanical properties
and wear resistant casting of aluminium alloys has been studied. The main objective
of this investigation was to improve the tribological and mechanical properties of
the surface layer of the aluminium alloy AlMg5Si2Mn by remelting and feeding the
chromium particles into the melt pool with a rapid solidification. The applied size of
the chromium particles have been in the range 50–120 μm. For the remelting of the
surface a high power diode laser (HPDL) was used. The applied laser beam power
is in the range from 1.8 to 2.2 kW. The linear laser scan rate of the beam was set to
0.5 m/min. The chromium powder has been introduced in the melt pool using a
gravity feeder at a constant rate of 2 g/min. The application of the laser surface
treatment of aluminum alloys enables us to obtain too much harder and better wear
resistance compared to based materials.
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1 Introduction

The dynamic development of the industrial economy makes it necessary to find
better and more advanced engineering materials able to meet the new demands
[1–26]. Research is being conducted to improve mechanical and functional prop-
erties of all groups of engineering materials. There are very interesting possibilities
given to materials such as aluminum and magnesium through light alloys [1–8].
The low density of aluminum or magnesium in comparison to steel and the rather
simple possibilities to improve mechanical properties and to make it wear resistant
is one of the main reasons why these materials are increasingly being used in
particular applications where it is important to reduce the mass of elements or where
corrosion resistant materials are necessary, such as in the automotive and aerospace
industry and air transport. Very significant treatment enhancing properties of metals
such as aluminium, magnesium and elements made therefrom are often subject to
widely used surface treatment technologies [11–15, 20, 23–26]. A laser beam
provides very precise delivery of energy and consequently can better and faster
implement technological operations in layer treatments. The layer formed on the
metal must be characterized through the high hardness and toughness, high fatigue
strength and impact resistance as well as resistance to high and low temperature
(creep and fracture toughness), thermal shock and the appropriate thermal con-
ductivity. The properties of the obtained surface layers to a large extent depend on
their structure, porous, material discontinuities, uniform chemical composition and
phase composition. Laser radiation is also very often used for improvement of
mechanical and tribological properties different engineering materials [9–23]. The
laser surface treatment is currently often used for forming the structure and prop-
erties of the surface layer of not only light metals. Laser is used for reduce porosity
and discontinuity in the material on the top surface in order to increase corrosion
resistance [18, 19].

Goal of this investigation was to improve the mechanical properties and wear
resistance in comparison to the substrate material by remelting the substrate with a
small depth (max 1.5 mm) and feeding the chromium particles into the molten pool
followed by a rapid solidification.

2 Methodology of Research, Material for Research

As the substrate an aluminum alloy with EN-AC 51500 magnesium was used. The
chemical composition of the applied aluminium alloy is presented in Table 1.
Chromium particles have been used to improve the mechanical properties and wear
resistance of the surface layers. The size and shape of the particles used in the
process of laser treatment has been presented in Fig. 1. The gradation of the applied
particles of chromium powder was in the range of 50–120 μm.
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The heat source was a high power diode laser (HPDL). The high power diode
laser was characterized by the very high power density of the laser beam under
normal conditions of up to 107 W/cm2. This makes the thermal impact on the detail
limited and thus causes only minor thermal stress and strain. The high power diode
laser (HPDL) was used to introduce the chromium powder into the aluminum alloy
matrix. Because of the limited diffusion of hydrogen, oxygen and nitrogen gas from
the atmosphere the process of melting the surface, has been carried out in argon
atmosphere. The chromium powder was introduced into the molten pool by a rotary
powder feeder with a fixed and predetermined amount of 2 g/m. The parameters of
the laser treatment process is shown in Table 2. The shape and distribution of the
undissolved Cr particles and precipitates in the aluminum alloy matrix was
examined by scanning electron microscopy. The reinforcing phase constituted of
undissolved particles of chromium powder and intermetallic phases formed on the

Table 1 Chemical composition of aluminium alloy ENAC-AlMg5Si2Mn

Fe Si Mn Ti Cu Mg Zn Others Al

Max 0.25 1.8–2.6 0.4–0.8 Max 0.25 Max 0.05 4.7–6 Max 0.07 Each 0.05
Total 0.15

Remainder

Fig. 1 Morphology of the
chromium powder in the
initial state

Table 2 Parameters of the
laser alloying process

Laser power range 1.8; 2.0; 2.2 kW

Velocity of the laser beam 0.5 m/min

Laser spot size 1.8 × 6.8

Wavelength of the laser radiation 808–940 nm

Reinforcing particles Cr

Quantity of the powder per min 2 g/min

Gradation of chromium powder 50–120 μm
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basis of chromium. To verify mechanical and tribological properties of the obtained
layers such tests were made:

• hardness of the surface layers,
• microhardness along the cross-section of the solidification molten pool,
• wear resistant test “ball on plate”.

The hardness of the surface has been measured steel ball with a steel ball with a
diameter of 1/16 in. and a load 60 kgf (HRF scale). The microhardness of the cross-
section remelted layers were measured by using Vickers Microhardness testers with
an applied load of 100 gf. The wear resistance of the layers was obtained by the
laser surface modification was examined using the tribological “ball on plate” test.
The surface before the tribological test was grinded using an abrasive paper of grain
size 68 μm. The aluminum oxide ball (Al2O3) was used as a counter sample in the
tribological test. Parameters of wear resistant test is presented in the Table 3. Wear
tack and product of wear obtained as a result of the tribological test was observed in
the scanning electron microscope and analyzed using the EDS detector. Scanning
electron microscopy to determine the shape and placement of the undissolved
chromium particles and precipitation in the aluminium matrix also has been used.

3 Results and Discussion

In order to obtain a quasi-composite structure of the surface layer of the aluminum
alloy ENAC-AlMg5Si2Mn chromium powder was used. A high power diode laser
(HPDL) was used for the melting of the surface. During the laser alloying most of
the powder was dissolved in the aluminum alloy matrix. There were also single
undissolved chromium particles observed in the remelted zone (Fig. 2c, d).

The greatest amount of metal powder introduced to the molten pool was
observed for the smallest applied laser power 1.8 kW (Fig. 3). This phenomenon is
due to the moderate the impact of the laser beam (heat and lower pressure produced
in melting area) on the dosed chromium powder and a liquid pool, when compared
to the higher powered laser at 2.2 kW. The structure of the layers in the
AlMg5Si2Mn aluminium alloy obtained by the laser alloying is presented in the
Fig. 2a, b.

Table 3 The parameters of
the wear test “ball on plate”

Parameter Value

Load 5 N

Distance 200 m

The length of the test 4 mm

Speed linear motion 2 cm/s
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Structure observation of the composite layers has shown uniform distribution of
chromium powder in the liquid molten pool on a depth of about 0.7–1.7 mm
(Fig. 2a, b). Analysis of the structure of the layers showed that the chromium
particles are closely associated with the aluminium alloy matrix. No cracks, voids
and pores were observed around the embedded particles which may indicate a good
wettability of the particles by the matrix material.

Analysis of the cross section of the obtained layer and the surface topography
showed that both on the top surface and inside surface layer, there is no demon-
strable porosity or discontinuity. In the surface layer obtained during the alloying
by the lower power of the laser beam there were observed many more undissolved
particles of chromium (Figs. 2a, b and 4). Also the obtained depth was lower at
about 0.4 mm compared to the maximum power of the laser. The topography of the
layers obtained by the laser treatment are presented in Fig. 4.

The “ball-on-plate” test of the layers and based material AlMg5Si2Mn con-
firmed the increase of the wear resistance of the surface after laser treatment. It was
also observed that the higher power of the laser beam did not affect wear resistance
(Fig. 5). This phenomenon is caused by the distribution of the introduced metal
particles in a larger volume of the deeper layer obtained during the laser treatment
with the maximum power of the laser beam. The smaller power of the laser beam
created a shallower layer. In result the same amount of the powder was introduced
in the shallower remelting as with the maximum power laser beam. The lower heat

(a) (b)

(c) (d)

Fig. 2 Structure of the layers obtained during the laser treatment with the power a 1.8 kW,
b 2.2 kW and c, d chemical analysis of the undissolved particles
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input caused faster heat transfer from the volume of the aluminium and faster
crystallization of the remelted area after the laser treatment. In all cases the layers
enriched with chromium have not been interrupted. The topography of the wear
track with the chemical analysis is presented in the Fig. 6.

The analysis of the product (the powder obtained during the scratched and
abrasion) of the wear test did not reveal the presence of large particles of the metal
powder removed from the surface or hard phases created by the laser alloying. The
wear product after the tribological test of the aluminium alloy without the layers

Fig. 3 Structure of the layers obtained during the laser alloying with the power a 1.8 kW,
b 2.2 kW and c, d chemical analysis of the layers

(a) (b) (c)

Fig. 4 Topography of the surface a after alloying with the 2.0 kW powered laser, b alloying and
grinding and c chemical analysis at the point
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include large particles of aluminum uprooted from the surface particles. This kind
of wear product confirms that the dominant mechanism was destructive chipping.
The wear product of the layers enriched by the the chromium powder particles for
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Fig. 5 Wear track after “ball-on-plate test” a based aluminium alloy AlMg5Si2Mn, and layers
obtained the laser alloying with the power of the beam, b 2.2 kW, c 2.0 kW and d 1.8 kW

(a)

(b)

Fig. 6 Chemical analysis of the wear track after tribological test the surface layers obtained during
laser the alloying with the beam power a 2.2 kW and b 1.8 kW
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all cases consisted of the fine powder. The product of the wear test is presented in
the Fig. 7.

The smallest roughness of the track was measured for the layer after laser
alloying by the chromium powder with power of the laser beam 1.8 kW. The
highest measured roughness was identified for untreated sample and their surface. It
is closely related with the increasing hardness of the tested materials after the laser
treatment.

During the wear resistance test the friction coefficient was also measured
(Fig. 8). The analysis of the data showed a lower friction coefficient for the samples

Fig. 7 Wear product after the “ball on plate” test. The samples a with layer formed by laser
treatment with the power of 2.2 kW and b AlMg5Si2Mn without the laser surface treatment
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Fig. 8 The friction coefficient as a function of the distance registered during the “ball on plate”
test for samples with composite layers obtained by laser treatment at the powers: a 1.8 and
b 2.2 kW
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after laser treatment by about 0.2. Futhermore, the friction coefficient curve for
samples after laser alloying was smoother when compared to the based material.

The irregular nature of the friction coefficient curve from the AlMg5SiMn2
sample is caused by the removal of particles from the aluminum surface and the
adhesive which connects the aluminum with the ceramic counter-specimen.
The reason for this phenomenon is the lower tendency of the adhesive connect the
counter-specimen (Al2O3) with the remelted layer enriched in chromium particles
and created during the laser alloying phases with chromium. The presence in the
volume of solidification molten pool the phase was created as a result of the laser
alloying providing an increase of the wear resistance and as a result the wear track
is more smooth. The results of the measurements of size and roughness of the wear
track surface i shown in Fig. 5 and Table 4.

Observations of the wear track using scanning electron microscopy and analysis
of the chemical composition using X-ray spectrometry confirmed the nature of the
wear of the based material and the samples after laser treatment. Analysis of the
wear track using scanning electron microscopy and analysis of the chemical
composition using X-ray spectrometry confirmed that the layer on the aluminium
alloy surface had not been interrupted. On the bottom part of the crater the chro-
mium particles in aluminium matrix was confirmed. The topography of the wear
track layers obtained during the laser treatment was much smoother and did not
contain particles torn from the surface (Fig. 9b). The topography of the wear track
and its the chemical analysis is presented in the Fig. 6a−b. The wear track of the
samples without laser treatment have visible traces of losses caused by fissures,
wear and ridging of material particles from the substrate (Fig. 9a).

Comparing the hardness of the based aluminum alloy AlMg5Si2Mn and the
layers obtained during the surface alloying has shown the significant impact of the
laser treatment on the obtained results. The greatest increase of hardness was
observed for the sample after laser alloying with a 1.8 kW powered laser beam,
which was due to the great amount of powder applied to the top part of the obtained
layers. The results of the hardness test are presented in Table 4.

Table 4 Roughness and hardness of the surface before the wear test, friction coefficient registered
during the process and dimension of the wear track after “ball-on-plate” test

Power of the
laser beam, kW

Roughness of
the surface Ra μm

Hardness of
the surface HRF

Friction
coefficient

Dimension of the
wear profile

Depth,
μm

Width,
mm

Aluminium alloy ENAC 51–100 before the laser treatment

– 0.59 67 0.38 169 2.12

Aluminium alloy ENAC 51–100 after the laser treatment

1.8 0.57 115 0.33 137 1.88

2.0 0.44 113 0.34 104 1.75

2.2 0.36 109 0.334 109 1.68
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For testing the change of hardness on the obtained layers as a correlate of their
depth along the cross-section, the Vickers microhardness test has been used.
The test shows an increase of the hardness in solidification molten pool in all cases.
The greater hardness increase was measured from the layers obtained during the
alloying with the smaller power of the laser beam, then layers depth was the
smallest. The greater depth of the remelted area was observed from the layers
obtained with the highest power of the laser, but the maximum hardness was
smaller when compared to those obtained by the lower powered laser (at 1.8 kW).
The results of the microhardness test is presented on the Fig. 10.

4 Conclusions

Based on the findings our analysis it can be unambiguously stated that the resulting
layer has a greater hardness and better wear resistance compared to the base
material. The wear resistance test demonstrated that the best properties of wear

Fig. 9 Wear track after tribological “ball-on-plate” test of the sample: a auminium alloy
AlMg5Si2Mn without laser treatment and b layers obtained during the laser treatment with the
power 2.0 kW

50

70

90

110

130

150

170

190

210

0 0,6 1,1 1,6 2,1 2,6 3,1 3,6

M
ic

ro
ha

rd
ne

ss
 H

V
0.

1

Distance ftom the surface, mm

2.2 kW 2.0 kW 1.8 kW
Fig. 10 Microhardness along
the cross section of composite
layers obtained at different
laser powers

94 T. Tański et al.



resistance belonged to samples which were obtained by using the lowest power
laser, at 1.8 kW. An increase in the laser beam power during the alloying of Al
Mg5Si2Mn aluminium alloy by the high power diode laser (HPDL) did not cause a
growth of the wear resistance composite layers. The analysis of the results of the
friction coefficient at a function of distance confirmed that the introduction of
chromium particles into the aluminum alloy matrix reduces the friction coefficient
by 0.2 compared to the based aluminium alloy. Introducing the chromium particles
to the aluminium matrix greatly increases the mechanical properties and and the
wear resistance of the top surface layer of aluminum alloy. Increasing the laser
beam causes a greater remelting zone but the maximum hardness of this layers is
lower compared to the layers obtained with the power of the laser beam of 1.8 kW.
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On Shearography Testing of Tires
Separations

Helena Hajská, Pavel Koštial, Oldřich Kodym, Zora Jančíková,
Jiří David, Roman Meca and Vladimír Rusnák

Abstract The paper deals with the systematic experimental study of tires wear
accompanied by separation created in tires of different construction exposed to
dynamic loading. 12 pieces of tires with the dimensions of 225/75 R 16 C with the
same tread pattern were manufactured for the test in order to examine the impact on
the material and design changes on the spread of separations in a tire. The atlas of
separation is presented. The results of separation detection obtained by contact-less
shearography are compared with those of optical. Graphic relevant analysis of tire
wearing process is effectuated.
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1 Introduction

Security of the road transport depends on the quality of basic and applied research
concerning materials and internal construction of tires. The design shapes and
material properties characterized by low hysteretic losses as well as a construction
have an influence on the driving comfort, adhesion, wear resistance and fatigue
resistance [1]. Thick fibre reinforced composites are used extensively in rubber
products such as tires and conveyer belts. Generally, the reinforced parts of rubber
products on a sub macroscopic level are highly heterogeneous and anisotropic
because they are composed of rubber compounds, and textile and steel cords [2].
Rubber compounds consist of natural or synthetic rubber, carbon black, curing
agents, cure accelerators, plasticizers, protective agents and other ingredients [3]. The
relatively complicated composite structure of real tire so can be a source of defects.

Defects in tires can have a different origin. Some defects occur during manu-
facturing and other ones during tire operating. In the frame of our interest air
pockets in the tire carcass can be included under manufacturing defects. It can be a
source of later separations and decreasing reliability. Some other manufacturing
defects are closely concerned with irregular or asymmetric construction of tire
casings and these defects cause lower wear resistance. Operating defects can occur
during mounting on vehicle and they can occur after non-professional service or
after wrong operating of service devise. Other defect sources are due to incorrect
operating procedures of cars, such as the overloading of the vehicle, incorrect tire
pressure or even the wrong driving technique [4].

Non-destructive experimental methods used for controlling of new and retreated
tires and rubber products that allow us to discover defects and flaws occurring in
production, or as a result of strain during application, can be divided into the
following groups:

Ultrasonic flaw detection, X-Ray analysis, computed tomography (X-Ray + PC),
microscopic methods (raster tunnel microscopes), laser holography, laser interfer-
ometry (shearography)—a higher stage of holography.

The method of non-destructive analysis of tires based on laser shearography was
patented in 1987 by Laser Technology, Inc. A special camera composed of special
optic member, lens and CCD camcorder visualizes the structural defects manifested
by sub-microscopic surface separations in the whole tire profile from bead to bead.
The scope of different imaging technologies is subsequently described in recent
works of Kumar et al.

In the work [5] a three beam illumination television holographic method is
described for the measurement of the surface shape of three-dimensional objects.
The arrangement combines an in-plane sensitive arrangement with an out-of-plane
sensitive arrangement. Four sets of speckle frames each with five phase shifted
sequentially recorded patterns are used to determine the surface shape. In this three
beam illumination arrangement the rotation given to the object during the experi-
ment can also be determined from the recorded data, making an independent
measurement of the rotation unnecessary.
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In laser based interferometry, the unambiguous measurement range is limited to
half a wavelength. Multiple methods based on multiple wavelengths or white light
interferometers wavelength or white light interferometer is used to overcome this
difficulty. In this paper the application of a white light interferometer recorded with
a colour CCD camera is discussed. Authors accessed interference intensity infor-
mation from the three channels of the colour CCD simulating three-wavelength
measurements. This makes the data acquisition as simple as in single wavelength
interferometry [6].

Quantitative phase information from a single interferogram can be obtained
using the Hilbert transform (HT). Authors have applied the HT method for the
quantitative evaluation of Bessel fringes obtained in time average TV holography.
The method only requires one fringe pattern for the extraction of vibration
amplitude and reduces the complexity in quantifying the data experienced in the
time average reference bias modulation method, which uses multiple fringe frames.
The technique is demonstrated for the measurement of out-of-plane vibration
amplitudes on a small scale specimen using a time average microscopic TV
holography system [7].

Paper [8] describes a microscopic TV holographic arrangement to study the
static and vibrating microsystems. In the optical setup, the object beam and the
reference beam arms are provided with a phase shifting mirror and a bias phase
modulation mirror to carry out the measurement of the out-of-plane deformation
and the vibration amplitude fields, respectively.

The multiple frame digital fringe projection technique is widely used for mea-
suring the 3-D surface shape. In dynamic situations single frame analysis tech-
niques are desirable. In this paper authors discuss the Hilbert transform based
single-frame analysis. The Hilbert transformation method requires only one fringe
pattern for the extraction of the phase therefore reducing the calculation time. The
method is easy to implement, and it is capable of conducting automated mea-
surements at video frame rate. The application of the proposed method for curved
surfaces is emphasized [9].

Shearography in contrast to holography measures not the deformation but the
deformation gradient (output plane of derivation shift). Shearography allows dis-
covering defective places as holography does, but it is not so sensitive to a shock.
The last development stage of this method is the exclusion of film usage and the full
implementation of electronic features allowing real time evaluation. The history of
the method’s development, its basic theoretical principles, instrumentation and
applications for evaluation of tires can be found in [10].

Laser holography, shearography and digital shearography along with X-ray
technology are powerful tools for the evaluation of tire endurance. Today, digital
shearography presents the most effective tool regarding simplicity and costs of laser
technology [11].

In this paper we present the study of a tire wear caused by separation generation.
We applied shearography as a tool for experimental investigation of such processes.
The advantage of this method is that no other special preparation of tires is nec-
essary and no damage occurs during their analysis.
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2 Experimental Part

The creation of the shearographic image will be explained in the following.
An extended laser beam illuminates the tested object. A laser beam reflected

from the object surface is focused on the image plane of a CCD camera. The
peculiarity of this camera lies in the fact that the wedge prism, bi-prism or
Michelson’s interferometric arrangement, used in non-destructive analyzer, is
integrated in the front of camera’s lens of the shearing apparatus. The shearing
elements cause two minor dislocated images of the object in the image plane.

Finally, the interferometric intersection of both minor dislocated images gives us
the interferogram, thus creating the so-called speckle interferogram. That is why
this technique is referred to as shearography. The mentioned settings make it
obvious that shearography does not need an additional reference beam for an
production of interferogram, in contrast to holography and speckle pattern inter-
ferometry, but it needs the so-called self-reference light beam because of the
shearing effect. Shearography thus uses its own optical reference system (Fig. 1).

In the case of analogous to holographic interferometry, there are also two
speckle interferograms stored during the shearographic examination induced via
two deformation states: first non-deformed, the second at load. A visible strip
pattern occurs also with the contribution of the intensity distribution intersection of
double speckle interferograms, simple digital subtraction of intensity distribution of
two speckle interferograms and with the help of signal sensors of the computer.
This visible strip pattern is the shearogram, that is, in comparison to hologram, not
interpreted as a contour line of deformation but it is marked by a deformation
gradient in the direction of dislocation [9] (Fig. 2).

The non-destructive analyzer used in our experiments allows a quick and simple
discovery of structure defects (closed separations) in tires. A tire test is performed

Fig. 1 Schema of the
shearographic apparatus
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by developing a small external vacuum on a tire causing the swelling of externally
invisible separations (Fig. 3a, b). The higher the vacuum the higher the defect
visibility. These structure defects are recorded by means of the interferometric
measuring method, speckle shearing interferometry also called TV-shearography.
The tire surface is illuminated by laser light and monitored by a CCD camera
(Fig. 4). Two images of the shift phases—before and after decreasing the sur-
rounding pressure—they are superposed and pre-processed. The interferential
image of the tire surface at normal pressure is stored in computer memory in order
to display characteristic separations. The second image, measured in the deformed
state at decreased pressure (vacuum application) is subtracted from the first stored
image. The difference between these two images is visualized on a computer screen.
Characteristic separations are shown as speckles on the computer screen. A phase
image and a video image are available for each sector.

12 pieces of tires with the dimensions of 225/75 R 16 C with the same tread
pattern were manufactured for the first test in order to examine the impact of
material and design changes on the spread of separations in a tire. These tires were
included in the survey in this work because great attention was devoted to their
critical area of tread shoulder, even if these tires don’t belong to the group of
passenger car tires, but they belong to a group of van tires. The attention during the
production and testing of these tires was focused mainly on the area of the tread
shoulders, where the influence of the used material and various construction
changes in the tire aimed at reducing the separations in the tread shoulders were
examined. We have manufactured the individual options of tires together with the
developers.

The individual tires were marked as samples S01–S12. These samples used two
kinds of mixtures, but also a variety of construction changes in the area of tread
shoulders, and one of the options also included a tire from regular production
(Table 1).

Fig. 2 Difference between
holography (up) and
shearography (down)
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The tires were tested using the test machine 75 kN-G and a non-destructive
analyzer ITT-1.

The following procedure was used to monitor the spread of separations:

• Performing non-destructive analysis of new tires
• Dynamic tests of tires using a fatigue test on a drum testing machine
• Continuous testing of tires on a non-destructive analyser
• Destructive analysis of tires—cross-sections
• Evaluation

Fig. 3 a Visibility of tire
structure under vacuum 1 kPa.
b Visibility of tire structure
under vacuum 7 kPa
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All the tires were put to a fatigue test under the following conditions:

Test load: 22,760 N

Inflation during test: 575 kPa

Test speed: 40 km/h

Duration: 20 h

Conditioning time including the analyser testing: app. 4 h

Fig. 4 CCD camera setting of non-destructive analyzer at tire casing test

Table 1 Overview of the individual tire options

Sample number Material Construction

S01 SC—A, TC—A, mixture A N1—A, N2—B
S02 SC—A, TC—A, mixture A N1—A, N2—B, N3—C
S03 SC—A, TC—A, mixture A N1—A, N2—B, N3—D
S04 SC—B, TC—B, mixture B N1—E, N2—F, N3—G
S05 SC—A, TC—A, mixture A N1—A1, N2—B, N3—H
S06 SC—A, TC—A, mixture A N1—A2, N2—B, N3—H
S07 SC—A, TC—A, mixture A N1—A3, N2—B1, N3—H
S08 SC—A, TC—A, mixture A N1—A4, N2—B2, N3—H
S09 SC—A, TC—A, mixture A N1—I, N2—J, N3—H
S10 SC—A, TC—A, mixture A N1—A2, N2—B3, N3—H
S11 SC—B, TC—B, mixture B N1—A, N2—B, N3—H
S12 SC—A, TC—A, mixture A Regular production
Note: SC—steel cord, TC—thread count types (A, B) (number of textile or steel cords per 1 m),
N1, N2, N3—the individual breakers order, A, B—type of breakers

On Shearography Testing of Tires Separations 103



The tires were first tested by a non-destructive analyzer, aimed at detecting
eventual hidden internal defects. Tires No. 05 and 06 were suspected of having a
local minor tread shoulder separation on the non-serial side of the tire (NSST).
Other tires were without defects. A non-destructive analysis was performed again
after 20 h, which represents about 800 km run, where local minor separations in the
area of tread shoulder or bead were already visible. After every 800 km, the spread
of small local separations was visible. This procedure was repeated until the tire
was put aside by a contact sensor or until it was damaged. The individual surfaces
showing the defects (separations) were calculated.

Although there were 12 samples in total, we present only one from a non-
destructive analyser in this work. Other results will be in graphic output.

3 Results and Discussion

During the initial testing stage there was no damage detected in the tires, which was
confirmed by a test on a non-destructive analyzer (see Fig. 5).

The tire was further put to a fatigue test on a drum testing machine with a load of
75 kN. The first small local separations in the tire tread shoulders began appearing
after 20 h.

After another 20 h, when the tire had run for the equivalent of 1600 km, there
were separations above the bead and small local separations in the tread shoulders,

Fig. 5 Interferometry of sample S01 before testing
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which gradually began to join along the circumference, as one can see on the scans
of the non-destructive analyser (see Fig. 6).

After 80 h representing about the equivalent of about 3200 km, the test was
finished as the tire was put aside by the contact sensor due to a large separation
above the bead. The separations above the bead were expanding and joining along
the circumference. They were expanding more and more from the tread shoulder
into the tire crown and sidewall (see Fig. 7).

Prior to the fatigue test, footprints of the individual tire options were taken on a
pressure sensitive film, where the pressure distribution in the tire under static load is
visible. In Fig. 8 you can see the footprint prior to the dynamic test.

The tire load was 14,225 N and the tire was inflated to 575 kPa. The average
measured pressure in the tire was 353 kPa.

As we have observed from the pressure distribution in the footprints of the tire
prior to the test, the tires had lower pressure in the crown and tread shoulders, and
the highest pressure was in the outer tread pattern towards the tire crown. After the
equivalent to 800 km, the pressure distribution had changed; the pressure had
increased not only in the crown area, but especially in the outer tread pattern. The
same behaviour was observed in all tires, except for samples S08 and S09, where
the pressure was higher prior to the test than after the test. This pressure distribution

Fig. 6 The third measurement of tire S01 after running for 40 h or 1600 km
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Fig. 8 Foot print of tire S01 prior to the dynamic test

Fig. 7 The fifth measurement of tire S01 after 80 h or 3200 km, the test was terminated
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shows that there will be defects in the tread shoulder area and the tire tread pattern
will be most worn-out in the outer treads.

After completion of the test, cross-section cuts were made in places of defects,
where separations had been detected by a non-destructive analyzer. The individual
cross-sections really show the separations in the tread shoulder and above the bead.
The separations of the tread shoulder were created and spread between the first and
second breakers at their ends. In the bead area, they arose above the bead wire
between the tire body and the bead filler. The real image of defects in chosen tire
sectors 1 and 6 are presented in Figs. 9 and 10.

Other types of observed separation in investigated samples in shearography view
(left) and real view (right) are in Fig. 11a–n.

Exactly the same procedure was used to examine all other options of this tire
size. The tire performances ranged from 40 to 100 h. The performances of the
individual tire options are shown in Table 2.

Figures 12, 13 and 14 present charts comparing the separations of the individual
options in the area of bead tread shoulder and the whole tire casing after 40 h, i.e.
after 1600 km. The comparison was made after a 40 h run, which was the lowest
performance of tires S04 and S11. The highest performance was achieved by tires
S10 and S12.

Comparison of the individual tire options with regards to their hour performance
and % of defect area (separations) in the whole tire is presented in Fig. 15.

The charts presented above show that:

Fig. 9 Cross-sections of tire
S01 in Scane1 Sector 1
separation above bead

Fig. 10 Cross-sections of tire
S01 in Scane1 Sector 6
separation above bead
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Fig. 11 (continued)
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Fig. 11 (continued)
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Fig. 11 The atlas of separations with their description. a The local separation at the second
bumper lining end. b The longitudinal separation in the shoulder between the first and second
bumper lining. c The chain separation in the shoulder between the first and second bumper lining.
d The local separation in the shoulder at the first bumper lining end. e The longitudinal separation
in the shoulder where the first and second bumper lining ends and spreads to the crown. f The
separation in the shoulder and its spreading to the side directions. g The local separations in the
shoulder in the site where the second bumper lining ends. h The local separations in the crown
between the first bumper lining and the cord carcass. i The local separation in the sidewall between
the end of carcass lining and bead bundle. j The local separation in the sidewall-burst bead rubber
and bundle, separation is between the end of carcass lining and bead bundle. k The local separation
of the tire casing-burst bead rubber and bead bundle. l The longitudinal separation in the sidewall
of the tire casing-at the carcass lining bending. m The longitudinal separation in the shoulder and
sidewall of the tire casing between the bent carcass lining and filling linings of bead. n The local
separation in the bead between bead plies and bent-burst bead rubber and bead bundle carcass
lining

110 H. Hajská et al.



• the smallest defect area in tread shoulder after 40 h was in tire S10
• the smallest defect area in bead after 40 h was in tire S12

Tires S04 and S11 options marked had the lowest performance of only 1600 km.
These two tires were made from mixture B. The results show that the material
labelled as B is not suitable to be used with components in the area of tire shoulder,
with high dynamic property requirements. The material labelled A (see Table 1)

Table 2 Overview of performances and defects of tested tires

Sample Interferometry
prior to test

Perf.
in h.

Specific pressure
in foot print prior
to test in kPa

Specific pressure in
foot print after 20 h
of test in kPa

Defect after test

S01 No defects 80 353 – Separation in
tread shoulder
and above bead

S02 No defects 80 365 – Separation in
tread shoulder
and above bead

S03 No defects 60 343 390 Separation in
tread shoulder
and above bead

S04 No defects 40 355 392 Separation in
tread shoulder
and above bead

S05 Suspicion of
separation in
tread shoulder

60 360 373 Separation in
tread shoulder
and above bead

S06 Suspicion of
separation in
tread shoulder

60 341 366 Separation in
tread shoulder
and above bead

S07 No defects 60 332 397 Separation in
tread shoulder
and above bead

S08 No defects 60 397 379 Separation in
tread shoulder
and above bead

S09 No defects 60 390 374 Separation in
tread shoulder
and above bead

S10 No defects 100 339 387 Separation in
tread shoulder
and above bead

S11 No defects 40 343 373 Separation in
tread shoulder

S12 No defects 100 369 361 Separation in
tread shoulder
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was used in the other tires. The performance of these tires ranged from 2400 to
4000 km. It shows that the lifetime of tires is affected not only by the material, but it
is also significantly affected by the design of the relevant tire areas.

The highest performance and the slowest spreading of separations were moni-
tored in tires no. 10 and no. 12 according to the percentage of defects in the whole
tire casing; the best results were monitored in tires S10. The bead area of tire S12 is
proper for application in production of tire casings due to the lowest number of
defects in this area.

Fig. 12 Illustration of separation areas above the bead after 40 h run or app. 1600 km

Fig. 13 Illustration of separation areas in the tread shoulder after 40 h run or app. 1600 km
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Compression Behaviour of Finite
Dimensional Cellular Metals by
Generalization of Cell Buckling Effects

Renato V. Linn and Branca F. Oliveira

Abstract Metal foams are materials of recent developments and applications that
show interesting combinations of physical and mechanical properties. Foams are
commonly used as of passive safety components due to their high capacity of
energy absorption under impact conditions. In this work the foam is represented as
a cellular material with a regular structure and specimens of a cellular metal are
used to study the foam behaviour. Considering that compression is the dominant
loading in impact situations, the deformation behaviour of finite dimensional cel-
lular metal specimens under compression is investigated. The specimen deforma-
tion configuration is determined by means of fundamental buckling effects on cells
walls evaluated from simple representative volume elements. Damage effects under
a finite strain context are included together with self-contact considerations. The
overall behaviour of a finite specimen is derived from an analytical and numerical
framework based on the boundary conditions present on the foam. The main
advantage of this method is the capability of determine the full behaviour of a
complex foam configuration with only simple case analyses, with low computa-
tional cost.
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1 Introduction

Metallic foams are materials composed of a metallic matrix with internal voids
(Fig. 1). Their use has increased by the automotive industry, particularly as a
recourse of passive safety. In that case, they act to absorb impact energy.

Metallic foams show mechanical behavior and physical properties that strongly
differ from those of solid materials and show interesting combinations of properties.
For example, high stiffness combined with low specific weight, or permeability for
gas flow combined with high thermal conductivity, offering possibilities of use in
the industry. The schematic stress-strain curve for a metallic foam in compression
(see Fig. 2), shows a large area in the plateau region corresponding to high energy
absorption at constant stress.

The characterization of the stress-strain curve for a metallic foam under
compression involves several complexities, like the material disorder (aleatority
foam distribution), the influence of the finite dimensions of the specimen and
geometric and physical nonlinearities involved.

Several approaches have been proposed and analysed by this characterization.
Some works of Shulmeister [2] and Hallström and Ribeiro-Ayeh [3] investigated

Fig. 1 Aluminum foam with
open cell (DUOCEL®) [1]

Fig. 2 Stress-strain curve for
a foam showing large capacity
of energy absorption at
constant stress [7]
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the influence of the representation of the material disorder for the characterization of
the foam behavior under compression and tension. Periodic ordered lattice struc-
tures for foam simulations were examined in ordered and in randomised versions by
Grenestedt and Tanaka [4] and Shulmeister [2]. Works of Duvaut [5] and Xia et al.
[6] analysed the characterization of metallic foams with the use of periodically
infinite boundary conditions to simulate the average behavior of a foam.

In this work, a numerical and analytical framework is proposed, which deter-
mines the overall behavior of a finite dimensional specimen of metallic foam
through the generalization of the buckling effects that can occur on an homogenized
representative volume model. The model is simulated using the finite element
method with damage considerations in a large strain and displacement context. The
main advantages of such a methodology are the generalization for finite dimen-
sional foam cases instead of an average infinite cell approach for the character-
ization of the behavior of the foam and very low computational cost required.

The characterization of finite dimensional foams is important for applications
where the foam shows a predominant dimension under loading condition. For
example in sandwich foam structures, where the foam usually has a much smaller
dimension in the direction of applied load. For such a case, the behavior of the
structure under compression or tension is not fully characterized through the use of
an infinite dimensional model because there is a loss of stiffness in the loading
direction in the true finite dimensional structure.

2 Modeling Considerations for Metallic Foams

Metal foam properties can change along the production process, particularly
according to the cell being open or closed and the relative density of the foam in
relation to the base material. Moreover, foams show (see Fig. 1) a fairly random
structure. It is possible to determine the exact geometry using a CT-scan (computed
tomography) and modeling it with a dense mesh of finite elements, as seen in
Fig. 3a. A different approach towards the understanding and modeling of these
materials, adopted in this work, is an idealization as a cellular material with regular
structure, as seen in Fig. 3b. In this case, modeling a RVE (representative volume
element, seen in Fig. 3c) and still considering the existent symmetries, good results
can be obtained with fewer elements. Then, specimens with regular structure may
be tested to validate results and determine material parameters. These homogeni-
zation procedures have been used with success in other areas of continuum
mechanics. A specimen of a cellular metal made to represent a foam is shown in
Fig. 4.

The main purpose of the present framework is to determine the behavior of a
finite dimensional specimen (like the one shown in Fig. 3b) based only on RVE
models (see Fig. 3c) with different boundary condition considerations. The simu-
lation of a full specimen as seen in Fig. 3b is computationally costly, and the results
depend on the number and distribution of the cells analysed. The proposed method
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is generalized to any number of cells to be considered on the foam and any
proportion of the distribution of the cells along the finite dimensions. The applied
boundary conditions, the contact hypothesis, the damage model and the numerical
and experimental simulation are first detailed.

Fig. 3 Meshes used to represent a cellular metal [1]

Fig. 4 Cube of cellular metal
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2.1 Gurson Damage Model

The Gurson damage model was developed to describe the mechanical effect of high
plastic deformations in ductile metals. The loss of resistance is governed by the
porosity level. The (isotropic) damage variable employed is the volumetric void
fraction, represented by f and defined by f ¼ Vv=V , where Vv is the volume of voids
in a representative small volume V, corrected for effects as stress concentration; f is
defined at each point of the continuum. The presence of voids alters the elasto-
plastic constitutive relations. The equations usually employed in computational
damage analyses, the Gurson-Tvergaard model [8, 9], considers a yield surface
defined by:

U ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
3
2
SijSij

r
� xry ¼ 0 ð1Þ

where

x ¼ 1� 2a1f cosh
a23p
2ry

� �
þ a3f

2
� �1=2

ð2Þ

Sij ¼ rij � pdij p ¼ 1=3rijdij ð3Þ

a1 ¼ 1
fU

¼ 1:5 a2 ¼ 1:0 a3 ¼ a21 ð4Þ

and rij are the Cauchy stresses, ry indicates the yield stress in simple tension. ai are
material parameters. The parameter fU ¼ 1=a1 is the maximum volumetric void
fraction admissible before rupture in absence of pressure. Another possible inter-
pretation for the a1 and a2 parameters is that they work as multipliers acting on
porosity f and pressure p, respectively.

In Fig. 5, yield surfaces for different levels of void content are shown, in a plot of
normalized deviatoric stress versus normalized pressure.

It can be seen that the plastic domain depends on the hydrostatic pressure. When
the volumetric void fraction f decreases, it decreases the influence of pressure,
leading to a larger elastic domain. For f = 0, the model reduces to the von Mises
model, which is independent of hydrostatic pressure.

The basic mechanisms of damage evolution are nucleation, growth and coa-
lescence of voids. Nucleation occurs mainly due to material defects, in the presence
of tension. Growth occurs when the voids (preexistent or nucleated) change their
size according to the volume change in the continuum.

Coalescence is related to the fast rupture process that occurs after that the
volumetric void fraction reaches a limit, indicated by fC. Coalescence consists in the
union of neighbor voids due to the rupture of a ligament.
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The equations that govern damage evolution are modeled in a simplified form as
follows. First, it is assumed that total void rate is given by:

_f ¼ _fn þ _fg f � fC
_fC f [ fC

�
ð5Þ

where _fn is the void nucleation rate, _fg is the void growth rate and _fC is the void
coalescence rate. Thus, as long as f is smaller than a characteristic value fC only
nucleation and growth develop. If it is above fC, then only coalescence takes place.

Or in a alternative way [9, 10] employing a corrected volumetric void fraction
given by:

f � ¼ f
fC 1:0fCð Þ f � fCð Þ�fpfC

�
ð6Þ

In this case, only nucleation and growth are considered in Eq. (5).
The commercial finite element code ABAQUS is used in this work and the

Gurson damage model is one of the available constitutive relationships.

2.2 Application of Boundary Conditions

One important aspect to take into account when modeling cells as those described
above are the boundary conditions. For modelling the average behavior of the foam
with RVE, the displacement of some of the boundaries should be constrained in
order to represent an infinite (periodically) cell foam. This behavior can be com-
putationally imposed using multiple point constraints (MPC). The used FE code
(ABAQUS) offers the possibility to realize such a boundary condition where all

Fig. 5 Yield surface for a
porous material: influence of
volumetric void fraction
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nodes on a certain surface have the same x-displacement: uxi ¼ � � � ¼ uxj. The effect
of differing boundary conditions on the deformation is shown in Fig. 6.

If there are no free boundaries (MPC applied to the three planes of the RVE as
shown in Fig. 6a) the walls of the cell remain vertical for tension and no lateral
buckling occurs at compression, while the distance between them may change. This
is the idealization of a full enclosed cell inside of the foam and is referred to as then
MPC-0 boundary condition case in the present work.

Another possibility of the applied boundary condition of the RVE is when MPC
is applied on only one plane of the RVE, as shown in Fig. 6b (here, MPC is applied
to a plane parallel to x–z plane). This case represents a situation where the cell has a
free displacement at one boundary, as the case when it is located on the boundary of
the finite dimensional foam, and is referred as the MPC-1 boundary condition here.
In this situation, as illustrated in Fig. 6b, the cell shows displacement of one of its
walls along a direction orthogonal to the applied load: unidimensional flatness
under tension and unidimensional buckling under compression.

The last possibility of an applied boundary condition for the RVE is the three-
dimensional extension of the MPC-1 case, as shown in Fig. 6c. In this situation, no
boundary condition is applied. This way, the walls are free to show displacement in
both orthogonal directions with the applied load or displacement. This is the case

Free BoundaryBoundary linked 
with MPC

MPC-0 MPC-1 MPC-2

(a) (b) (c)

Fig. 6 Results of different applied boundary conditions
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for some cells on the boundary of the finite dimensional foam. The behavior of the
RVE in this case is two-dimensional flatness under tension and two-dimensional
buckling under compression and is referred as the MPC-2 boundary condition case
in the present work.

To determine the full behavior of a generic finite dimensional foam under
compression using only a single RVE, we assume that each of the cells of the foam
can develop only one of the three boundary conditions cases previously determined:
MPC-0, MPC-1 or MPC-2. This condition is true for a simple compression case
with absence of shear or imperfections on the foam. Furthermore, we assume that
there are m� n� p cells on the foam oriented with the x, y and z axes, respectively.
The compression direction is oriented following the z axes.

2.3 Contact Hypothesis

Considering the contact between each part of the cellular metal perfect, the
implementation of the self-contact can be imposed considering the symmetry of the
problem. The compression is simulated using three different bodies: the foam and
two rigid plates (see Fig. 7). The first plate stands static and an imposed dis-
placement is applied on the other, compressing the foam between them, simulating
an experimental compression test.

The plates are considered rigid and a ‘hard’ contact is allowed between each of
them and the foam, and self-contact is allowed for the foam. The self-contact is
important at large deformations, when the foam becomes crushed.

The used FE code (ABAQUS) provides a formulation for modeling the inter-
action between a deformable body and an arbitrarily shaped rigid body that may
move during the analysis. A finite-sliding formulation is used where separation and
sliding of finite amplitude and arbitrary rotation of the surfaces may arise. The
finite-sliding rigid contact capability is implemented by means of a family of
contact elements that ABAQUS automatically generates based on the data associ-
ated with the user-specified contact pairs. At each integration point these elements
construct a measure of overclosure (penetration of the point on the surface of the
deforming body into the rigid surface) and measures of relative shear sliding. These
kinematic measures are then used, together with appropriate Lagrange multiplier
techniques, to introduce surface interaction theories (contact and friction).

Foam (1 Cell)

Fixed Rigid Plate

Rigid Plate with
Imposed Displacement

Fig. 7 Bodies considered for the compression simulation
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3 Generalization of the Buckling Effects on a Finite
Dimensional Cellular Metal

The behavior of a finite dimensional cellular metals for a pure compression case is
determined by means of simple RVE compression cases here. For this, a generic
foam with m� n� p cells is considered as detailed in Sect. 2.2. Each of the cells on
the foam can have only 3 different types of buckling effects. The cells can have a
total buckling effect, like the behavior observed with the application of the MPC-2
boundary condition, a partial buckling effect, like that one obtained with the
application of the MPC-1 boundary condition on the RVE or no buckling effects
like that obtained with the MPC-0 boundary condition (see Fig. 6). The most
outward cells in the corners of the structure have stronger buckling effects in two
directions because there are no restrictions that prevent the deformations (MPC-2).
The outward cells between the corners of the structure have a unidirectional
buckling effect because there is one degree of freedom restricted in this configu-
ration (MPC-1). The internal cells have all degrees of freedom restricted, and no
buckling effects occur (MPC-0).

The stress-strain curve for a finite dimensional foam must lie between the two
curves obtained for the extreme cases (MPC-0 and MPC-2). It is an intermediary
case representing a specimen with a certain number of cells. Accepting that only the
3 cases proposed govern the overall behavior of the cellular metal, the number of
cells and their respective type of buckling effect are needed to characterize the
overall behavior. Assuming that the full behavior can be obtained as a linear
combination of the different buckling effects that can be developed on the foam,
then, the stress rm�n eð Þ for a m� n� p foam as function of the strain can be
expressed as:

rm�n eð Þ ¼ n2r2 eð Þ þ n1r1 eð Þ þ n0r0 eð Þ
n2 þ n1 þ n0

ð7Þ

where n2, n1 and n0 are the number of cells on the finite dimensional foam that
display the same behavior observed for the MPC-2, MPC-1 and MPC-0 boundary
condition cases applied to the RVE, respectively and r2 eð Þ; r1 eð Þ and r0 eð Þ are the
stress value for a given strain e obtained for the MPC-2, MPC-2 and MPC-0
analysis cases, respectively. The sum in the denominator is also the number of cells
in the structure.

To simplify the application of Eq. (7), the concept of Representative Unit Cells,
(RUC) is used. A group of unit cells is chosen to represent the symmetry of the
cellular structure, wherein all the other unit cells in the structure may be generated
by translations of the representative unit cell integral distances along each of its
edges. Thus, the RUC is the basic structural unit or building block of the cellular
structure and defines its behavior by virtue of its geometry and proportion of the
buckling effects cases.
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The determination of the RUC is made for a cellular metal whose applied load
follow the direction in which the p cells of the foam are aligned (see Fig. 8). As it is
considered that the foam is compressed by a plane on the top face and limited by
another plane in the bottom face (with contact conditions for both planes and the
foam and the foam itself), then, each m� n cells for a given p position show exactly
the same buckling behavior of other m� n cells for any pþ 1 or p� 1 position. As
a result, the compression behavior (RUC) is characterized by a single m� n cell
group. This is in accordance with Eq. (7) because adding any number of m� n cells
with the same proportion of different buckling effects implies in the multiplication
of the numerator and denominator by the same factor.

Figure 8 shows the parameters used to determine the RUC. The number of cells
with two free boundary faces is 4 (purple cells on Fig. 8), so n2 ¼ 4, with only one
is 2 m� 2þ n� 2ð Þ (green cells on Fig. 8), so n1 ¼ 2mþ 2n� 8 and there are
n� 2ð Þ m� 2ð Þ cells with no free boundaries (orange cells on Fig. 8) and then
n0 ¼ nm� 2n� 2mþ 4, with m; n� 2 as even numbers. The total number of cells
analysed with the RUC is no þ n1 þ n2 ¼ mn. These terms can be substituted in
Eq. (7), resulting in:

rm�n eð Þ ¼ 4
mn

� �
r2 eð Þ þ 2

n
þ 2
m
� 8
mn

� �
r1 eð Þ þ 1� 2

m
� 2
n
þ 4
mn

� �
r0 eð Þ ð8Þ

p

m

n

Compression direction

n-2

m-2

Fig. 8 Parameters used to determine the RUC configuration
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This equation expresses the stress for a given strain that a finite dimensional
foam exhibits in terms of the stress developed by the three RVE considered at the
same strain level. The limit cases:

lim
m;n!1 rm�n eð Þ ¼ r0 eð Þ ð9Þ

lim
m;n!1

rm�n eð Þ ¼ r2 eð Þ ð10Þ

represent the behavior of two RVE cases chosen as the limit cases, MPC-0 (infinite
cells behavior) and MPC-2 (one single cell behavior), and are in agreement with the
initial proposal (the second limit case can be obtained by taking m; n ! 2 without
loss of generality). The integers m and n are considered both even numbers here,
with the arrangement shown in Fig. 8, but an odd or mixed version of Eq. (8) can
also be formulated resulting in a slight change of n2 and n1 proportions. Other
important observations that can be done with Eq. (8) are the cases where only one
dimension is predominant:

lim
m!1rm�n eð Þ ¼ 2

n

� �
r1 eð Þ þ 1� 2

n

� �
r0 eð Þ 6¼ r0 eð Þ ð11Þ

lim
n!1rm�n eð Þ ¼ 2

m

� �
r1 eð Þ þ 1� 2

m

� �
r0 eð Þ 6¼ r0 eð Þ ð12Þ

which shows explicitly that the behavior of a finite dimensional cell can not be
correctly described in terms of an infinite cell case when only one dimension is truly
large.

In order to validate the proposed formulation, the next section shows the sim-
ulation of the three RVU cases used and compares the results with those obtained
with full finite element simulation and experimental results.

4 Simulation of a Compression and Model Validation

For the simulation, the geometry of the cells are obtained from a symmetrical
double partition of a cube that contains 3 mm diameter holes with distance of 4 mm
among them. The presence of holes simulates a cellular metal with a relative density
of 0.2712. The considered material properties are: Elastic Modulus E = 72.7 GPa,
Poisson’s ratio m ¼ 0:34, initial yield stress value of r0y ¼ 250MPa and final yield
stress value r1y ¼ 410MPa. Hardening is taken into account by the relation

ry ¼ r0y þ ðr1y � r0yÞ 1� exp �kepð Þ½ �, with k = 25. The Gurson model of the
ABAQUS code is used and the parameters considered are 5 % of initial porosity,
a1 ¼ 1:5 and a2 ¼ 1:5. The material parameters are obtained from experimental
results [1, 11–15].
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Load is applied as a vertical displacement on the top rigid surface in contact with
the cell and the bottom surface is kept with no displacement. Contact between the
surfaces and the cell and self-contact of the cell is considered.

Firstly, the three fundamental cases with one cell are detailed. Then, the obtained
results of those simulations are used to predict the behavior of a finite dimensional
cell and compared with the results obtained with full finite element simulation.
After, an experimental simulation is compared with the results obtained with the
proposed framework.

4.1 Fundamental Buckling Cases

The single cell model of Fig. 3c is studied for the three MPC boundary conditions.
Figure 9 shows a comparison among macroscopic stress and strain plots for the
three cases. The macroscopic stress is the relation between the resultant forces and
the original solid surface area. The macroscopic strain is the ratio between change
of length and original length. Figure 10 shows the von Mises stress distribution for
the MPC-0, Fig. 11 for the MPC-1 and Fig. 12 for the MPC-2 case for an applied
macroscopic strain of 25 and 50 %.

It can be seen that the first case MPC-0 possibly overestimates the stiffness of a
finite dimensional model. For this case, due to the nature of the restriction (see
Sect. 2.2), both of the side walls remain vertical. This effect is more significant after
2.5 % macroscopic strain, when buckling occurs in the walls between the holes (see
Fig. 10).
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the three MPC boundary
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The MPC-1 case is shown in Fig. 11. This one has less stiffness in compression
due to the fact that only one wall suffers strong buckling effects and the other
remains vertical.

The last type of applied boundary condition, the MPC-2 case (see Fig. 12)
possibly underestimates the stiffness of a finite dimensional foam because in this
case all the walls suffer strong buckling effects in two different directions, which is
not the predominant behavior of the real specimens.

A finite dimensional case can be determined by using Eq. (8) in combination
with the stress-strain curves of Fig. 9. Some results are plotted in Fig. 13. The
stiffness increases as the number of cells increases in one or two directions (it is
assumed to be independent of the third direction because load is applied along it,

Fig. 10 Distribution of von Mises stress (MPa) for MPC-0 boundary condition case for an applied
macroscopic strain of a 25 %, b 50 %

Fig. 11 Distribution of von Mises stress (MPa) for MPC-1 boundary condition case for an applied
macroscopic strain of a 25 %, b 50 %
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see Sect. 3) and all curves are located between the MPC-0 and MPC-2 cases (such
cases are limit cases for infinite or one cell, Eqs. 9, 10).

4.2 Numerical Validation

In this section, two complete finite dimensional metallic foams are simulated with
the finite element method in order to compare with the results obtained from the
analytical and numerical framework proposed. The first case is a 4 × 6 foam, and
the results obtained are shown in Fig. 14 for the von Mises stress distribution for an
applied macroscopic strain of 25 and 50 %.

Fig. 12 Distribution of von Mises stress (MPa) for MPC-2 boundary condition case for an applied
macroscopic strain of a 25 %, b 50 %
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The results for the second case, a 4 × 12 foam, are shown in Fig. 15 for the von
Mises stress distribution for an applied macroscopic strain of 25 % in a perspective,
a frontal view and a lateral view. It can be observed that all the three types of
buckling cases are fully characterized in the foam structure.

A comparison among macroscopic stress and strain plots for those two simu-
lations and the results obtained using the present framework are shown in Fig. 16.
The results obtained by the full finite element simulation are in accordance with
those evaluated by the present methodology. However, it is important to highlight
the strong difference in computational resources required to achieve these results in
each case. While the present framework uses data obtained from simulations that
take only a few minutes to be performed, the full finite element simulation takes

Fig. 14 Distribution of von Mises stress (MPa) for a 4 × 6 foam for an applied macroscopic strain
of a 25 %, b 50 %
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several hours for the 4 × 6 case and days for the 4 × 12 case. Cases involving a
larger number of cells are computationally prohibitive for full finite element sim-
ulation. The damage considerations and the contact formulation are the most costly
of the simulation, and these costs grow rapidly as the number of cells grows.
Finally, as the results obtained are close, the present framework is a more attractive
toll for determining the compression behavior of metallic foams instead of full
simulation without loss of precision.

4.3 Experimental Investigation

This last section contains an investigation through experimental analysis. A real
14 × 14 × 14 cell foam as that shown in Fig. 4 is used here, with the same material

MPC-0 Behavior

MPC-1 Behavior

MPC-2 Behavior

(a)

(b)

(c)

Fig. 15 Distribution of von Mises stress (MPa) for a 4 × 12 foam for an applied macroscopic
strain of 25 % in a perspective, b frontal, c lateral view
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properties as that described in Sect. 4. A similar compressed specimen is shown in
Fig. 17. A strong correlation can be observed with the simulation presented in
Fig. 17 where the same pattern of buckling is observed.

However, the experiment also presented a cracking effect, which can be
observed in Fig. 18 that shows a comparison among macroscopic stress and strain
plots for the experiment and the results obtained using the present framework. The
loss of stiffness which comes with a decrease of stress for the experimental data is
due to the propagation of cracking through a set of cells. This effect can be gen-
erated due to imperfections and more experimental investigation is needed for a
fully understanding of this observed difference.
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5 Final Comments

The analytical and numerical framework proposed in the present work based on the
study of the internal buckling effects acting in the structure to determine the full
behavior of a finite dimensional foam under compression showed agreement with
numerical investigation through a full finite element simulation. The more attractive
features of the present formulation are the generalization for a finite dimensional
case and the low computational cost required to the determination of the behavior of
the foam specimen under compression. The use of more experimental results should
be needed to confirm the numerical approach and other nonlinearities and irregu-
larities should be included in the proposed framework in order to refine the com-
plexity of the simulation capability.
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Modelling of the Surface Morphology
by Means of 2D Numerical Filters

Andrzej Golabczak, Andrzej Konstantynowicz
and Marcin Golabczak

Abstract When examining a surface machined by means of a repeatingly acting
tool, especially a cyclically acting, as in the case of rotating machines, a charac-
teristic patter can be observed when analyzing the surface morphology. Such a
patter can be recognized as a characteristic symptom of the cooperation between the
tool and the machined element, being usually in the tight contact. Obtaining any
quantitative results evaluating this cooperation, demands establishing of the well
suited mathematical model. In this paper a relationship is presented based on the
numerical two-dimensional model filters of the quadrant type, acting on a square
lattice representing surface. This appears to be an efficient numerical tool, providing
a sufficient number of degrees of freedom and a fast execution, even though special
measures have to be taken to assure their stability. The filters have been excited
with simple stochastic processes simulating randomness of the abrasive machining
at its basic level. The obtained results have been examined mainly by to methods:
by using classical statistical analysis and by using the surface autocorrelation idea.
This second method has been proven to be a good tool for the quantitative eval-
uation of the surface interaction during the machining process.
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1 Stochastic Processes Basics

The term “stochastic process” term, often referred to as “random process” is a set of
random variables (random varieties) representing the development of some system
state over the independent variable X, very often representing time. In our case it
represents the spatial variable. The exact mathematical definition is of less value for
non-mathematicians and therefore we present in Fig. 1 a graphical representation of
all the necessary elements and mutual dependencies. Two elements play the main
role [7, 8]:

• the stochastic (random) mechanism generating the exact process value which is
in our case simply the height of the roughness profile at the given X variable
value which is in our case simply the point in physical space—depicted in green,

• assumed to be non-stochastic, a mechanism of the internal dependency between
subsequent elementary events which in our case determine the similitude of
roughness height in the juxtaposed spatial points—depicted in olive.

The first element is described by the probability density distribution, which is
usually chosen from the small, widely used set. In this paper we will make primary
use of the normal (Gaussian) distribution:

 - space of the elementa-
ry random events 

Trajectory of the 
proces run 

R – space of the random 
variate values – process 

state space 

Random variate :
projection of the elementary 
events space into the pro-

cess values space 
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 - elementary 
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(x1)(x2)

(x3)
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(x7)

The indices from space X
ordering the sequence of 

events 

Internal dependency be-
tween elementary events 

3.122.75 

2.73 2.69

1.82 
4.15

0.93

Value of the process 
with the 7th index of 

the variable X 

Fig. 1 The structure of mutual dependencies among the basic constituents of the “stochastic
process”, as it will be used in the present paper
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p hð Þ ¼ 1ffiffiffiffiffiffi
2p

p
r
exp

h� lð Þ2
2r2

 !
ð1Þ

where μ—mean value of the variable h, and σ2—variance of the variable h.
The second distribution we will take into account is the logarithmic-normal

distribution, called shortly “log-normal”, with the probability density:

p hð Þ ¼ 1ffiffiffiffiffiffi
2p

p � r � h exp
ln hð Þ � lð Þ2

2r2

 !
ð2Þ

where the description of variables is as previously stated. The relationship between
the variable Y of the log-normal distribution and the N0 variable of the normal
distribution with l ¼ 0, r2 ¼ 1, is given by:

Y ¼ exp kl þ kr � N0
� � ð3Þ

where

kl ¼ ln
l2lnffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2ln þ l2ln
p

 !
ð4Þ

kr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ln 1þ r2ln
l2ln

� �s

ð5Þ

For modelling purposes we have to be equipped with an efficient tool to generate
variables with prescribed probability densities. The basic tool is the random number
generator with uniform probability density, usually provided as embedded in the
numerical software. Making use of simple mathematical rules related to the
transformation of random variables we can use the following equation to get the
first random variables N1 with a normal probability distribution from random
variables Ui with uniform probability distribution:

N1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 ln U1ð Þ

p
� cos 2p � U2ð Þ

N2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 ln U1ð Þ

p
� sin 2p � U2ð Þ

ð6Þ

This “twin generation” is very often used to obtain two “orthogonal” random
variables, which, for our purpose, are the independent random variables.
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2 Surface Modeling Using Digital Filters

In the classical division of the surface texture into three major components: shape,
waviness and roughness [5], the application of digital filters for modelling allows us
to successfully link two of these components: waviness and roughness. The way
this is achieved is by using the aforementioned stochastic process theory and the
application of digital filters to model the “internal dependency among spatial
events”. This provides researchers with a tool to model the waviness, as seen in the
olive mark in Fig. 1 [1, 2, 4]. Also the use of random signal generators to introduce
the “unpredictability” element in modelling the roughness, as seen in Fig. 1 in light
green [1, 7, 8], is also used to achieve this link. In this paper we have aimed at
applying digital filters [2, 4, 6, 8], referring reader, for example, to the classical
textbook, in the case [3] tools to accomplish it.

3 Digital Filtering Basics

So called digital filter are given by the numerical algorithm operating on samples of
the signal, expressed as numbers. Usually one train of samples is referred to as the
input—independent signal, and the second train of pulses is referred to as the output—
dependent signal. These signals could be ordered by integer indices. If there is one
index—the signal is unidimensional, if two indices are necessary—the signal is two-
dimensional. The object of our interest is a special type of two-dimensional digital
filter described in terms of the recursive filter equation [2, 6], in the “spatial” domain:

h i; jð Þ ¼ Aw0 � xw ið Þ þ Aw1 � h i� 1; jð Þ þ Aw2 � h i� 2; jð Þ
þ Ad0 � xd jð Þ þ Ad1 � h i; j� 1ð Þ þ Ad2 � h i; j� 2ð Þ ð7Þ

where

Aw0;Ad0 input amplitude coefficients: width and depth respectively,
xw ið Þ; xd jð Þ input excitation series: width and depth respectively,
Aw1;Aw2 width spatial memory coefficients for retarded samples,
Ad1;Ad2 depth spatial memory coefficients for retarded samples,
h i; jð Þ output surface shape value for the point (i, j).

The filter structure is depicted in Fig. 2. Input signals are marked with light
green, initial conditions’ cells are marked with green and the active cells are marked
with light yellow. In the active cells the filter equation is inscribed to show changes
in indices. The dark green marked cells are involved during the calculation of the
exemplary cell (4, 4) value. The whole filter is organized on the 100 × 100 grid,
which is not big enough for the targeted purpose, but is more than enough to show
the filter behavior.
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For any digital filter it is essential to determine the conditions of stable work.
The appropriate theoretical considerations could be found in positions [2, 6]. For
the unidimensional filters they are relatively simple, but for two-dimensional filters
it becomes more complicated. Even in the case of relatively simple filters proposed
in this work, the exact numerical evaluation is complicated. Two theorems for the
two-dimensional filter stability have been developed:

Theorem I The two-dimensional filter with indefinite impulse responses (recur-
sive), with the characteristics described by the rational polynomial complex func-

tion: H z1; z2ð Þ ¼ N z1;z2ð Þ
D z1;z2ð Þ is stable when and only when D z1; z2ð Þ 6¼ 0 for any z1, z2

for which z1j j � 1; z2j j � 1. This situation is illustrated in Fig. 3 for the exemplary
filter we deal with further in this paper.

Theorem II The two-dimensional filter with rational polynomial characteristics,
as in Theorem I, is stable when and only when the projection of the plane z1j j ¼ 1
onto the plane Z2, is equivalent the equation D z1; z2ð Þ ¼ 0, and is located entirely
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Fig. 2 Proposed filter structure with excitation and initial conditions setting. Cells marked with
dark green color are involved during the calculating the exemplary cell value
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inside the plane z2j j � 1, and, the projection D z1; z2ð Þ ¼ 0 does not reflect any point
from the plane z1j j � 1 onto the point z2j j ¼ 0.

The impulse response at Fig. 4 has been charted for the exemplary filter coef-
ficients (Fig. 5):

Aw0 = 0.100000 Aw1 = 0.375000 Aw2 = −0.425000

Ad0 = 0.100000 Ad1 = 0.575000 Ad2 = −0.395000

Exemplary grid step Dw ¼ 1 lm;Dd ¼ 1lm

Dimension of the grid N� N ¼ 100� 100
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Fig. 4 The exemplary impulse response of the 2D filter (7) for the given coefficients: two different
views
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The frequency response of the filter (7) is given as the Z-transformation of the
filter impulse response taken at the unitary circle at the complex z-plane, i.e. for
zw ¼ exp jxwDwð Þ; zd ¼ exp jxdDdð Þ:

F xw;xdð Þ ¼ Aw0 þ Ad0

1� Aw1 � e�jxwDw � Aw2 � e�2jxwDw � Ad1 � e�jxdDd � Ad2 � e�2jxdDd

ð8Þ

where

Dw;Dd spatial sampling step of the filter grid: width and depth respectively,
xw;xd spatial frequencies: width and depth respectively, other coefficients as i

Eq. (7).

4 Numerical Results

The numerical simulations we have performed, have aimed at demonstrating the
usability and functionality of the proposed filter in generation surfaces widely
occurring in surface machining at different stages of mechanical accuracy, per-
formed with using very different tools ranged from raw milling to abrasive cloth
polishing. The exemplary excitation source for surfaces depicted in Figs. 6 and 7
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Fig. 6 Surface texture generated by using the filter of the impulse response depicted in Fig. 4
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Fig. 7 Surface texture generated by using the filter of another impulse response, more suitable for
modelling of the rotating machine rough machining
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142 A. Golabczak et al.



were Gaussian random number generators with variance parameters: Aw = 1.00,
Ad = 0.01 respectively. The referenced surfaces exemplify abrasive cloth polishing
and raw milling respectively.

For to bring out the proposed filter span of use, the two-dimensional autocor-
relation function:

R m; nð Þ ¼ 1
N � mð Þ � N � nð Þ

XN�m

i¼1

XN�n

j¼1

h i; jð Þ � h mþ i; nþ jð Þ ð9Þ

has also been calculated for the surfaces from Figs. 6 and 7 and depicted in Figs. 8
and 9.

5 Conclusions

The two-dimensional filter presented in this work, although relatively simple in its
class, proved to be an efficient tool in generating surface textures from the broad
range of textures encountered in the surface machining to different grades of fin-
ishing and performed with different tools. In our further works we’ll tend to apply it
to modelling of the machined surfaces we currently deal with: AZ31 magnesium
alloy, Ti6Al4V titanium alloy and X38CrMoV5-1 steel.
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Fig. 9 Two-dimensional correlation function for the surface from Fig. 7
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Modelling of the Roughness Profile
by Means of the Autoregressive Type
Stochastic Processes

Andrzej Golabczak, Andrzej Konstantynowicz
and Marcin Golabczak

Abstract The 2D roughness profile resulting from the standard measurement using
a mechanical profilometer is usually the basic examination of a machined surface.
Obtained results, usually in the form of the statistical parameters’ set are used for
the surface machining evaluation as well as the forecast of the tribological behavior
of the surface. The second mentioned purpose demands a particularly well suited
mathematical model to accomplish a quantitative evaluation of the tribological
parameters. In this paper a specific method is presented for this modelling based on
the stochastic processes. In these processes the amplitude distribution has been
modelled with the application of different probabilities densities and the spatial
behavior has been modelled with application of the autoregressive process idea. The
autoregressive capabilities of the model have also been proved by means of spectral
analysis. The obtained results show that some probability densities of the used
processes are highly related with the statistical roughness parameters, especially
skewness and kurtosis. This in turn gives a good basis to forecast the tribological
properties of the examined surface, including its directional characteristics. The
numerical results have been compared with the experimental surfaces roughness
measurements, showing good compatibility with the forecasted tribological
parameters.
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1 Introduction

The “stochastic process” term, also called “random process” is a set of random
variables (random varieties) representing the development of some system state
over the independent variable X, often representing time, which in our case rep-
resents the spatial variable. The exact mathematical definition tells little to people
outside the mathematics world, therefore we collected all of the necessary elements
and mutual dependencies in Fig. 1. Two elements play the main role [1, 2]:

• stochastic (random) mechanism generating the exact process value which is in
our case simply the height of the roughness profile at the given X variable value
which is in our case simply the point of physical space—depicted in olive,

• assumed to be non-stochastic, a mechanism of the internal dependency between
subsequent elementary events which in our case determine the similitude of
roughness height in the juxtaposed spatial points—depicted in greenish.

The first element is described by the probability density distribution, which is
usually chosen from the small, widely used set. In this paper we have made pri-
marily use of the normal (Gaussian) distribution [1, 3]:

 - space of the elementa-
ry random events 

Trajectory of the 
proces run 

R – space of the random 
variate values – process 

state space 

Random variate ( ): 
projection of the elementary 
events space into the pro-

cess values space 

0.35 0.15 

1.73 

0.45 

0.85

8.61
2.17

 - elementary 
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ξ(x1) ξ(x2) 

ξ(x3) 
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ξ(x5) 
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The indices from space X
ordering the sequence of 

events

Internal dependency be-
tween elementary events 

3.122.75 

2.73 2.69

1.82 
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0.93

Value of the process 
with the 7th index of 

the variable X 

Fig. 1 The structure of mutual dependencies among the basic constituents of the “stochastic
process” term, as they have been used in the presented paper
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p hð Þ ¼ 1ffiffiffiffiffiffi
2p

p
r
exp

h� lð Þ2
2r2

 !
ð1Þ

where μ—mean value of the variable h, and σ2—variance of the variable h.
The second distribution we have taken into account is the logarithmic-normal

distribution, called shortly “log-normal”, with the probability density [1, 3]:

p hð Þ ¼ 1ffiffiffiffiffiffi
2p

p � r � h exp
ln hð Þ � lð Þ2

2r2

 !
ð2Þ

where the description of variables is as previously mentioned. The existing rela-
tionship between the Y variable of the log-normal distribution and the N0 variable of
the normal distribution with μ = 0, σ2 = 1, given by:

Y ¼ exp kl þ kr � N0
� � ð3Þ

where:

kl ¼ ln
l2lnffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2ln þ l2ln
p

 !
ð4Þ

kr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ln 1þ r2ln
l2ln

� �s

ð5Þ

For modelling purposes we have to be equipped with an efficient tool to generate
variables with prescribed probability densities. The basic tool is the random number
generator with uniform probability density, usually provided as embedded in the
numerical software. Making use of simple mathematical rules related with trans-
formation of random variables we can use the following equation for to get at first
random variables Ni with normal probability distribution from random variables Ui

with the uniform probability distribution [3, 4]:

N1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�2 ln U1ð Þp � cos 2p � U2ð Þ

N2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�2 ln U1ð Þp � sin 2p � U2ð Þ ð6Þ

This “twin generation” is very often used to obtain two “orthogonal” random
variables, which, for our purpose, we can recognize as the independent random
variables.
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2 Autoregressive Model of the Stochastic Process

The “autoregressive model” of the stochastic process denotes the process with
linear dependency between the current process value and a set of previous values.
The term “previous” in our case is related with spatial, not time, sequence of the
process values, because is related with the course of roughness profile obtained
from profilometer surface examination. This could be formulated as [5–7]:

H xnð Þ ¼ cþ
XM

i¼1

/i � H xn�ið Þ þ En ð7Þ

where

H(xn)—the current “nth” value of the roughness height treated as a stochastic
process taken at the point n of the profile, denoted further as Hn,
C—constant, eq. describing arbitrary relative level of measurement,
ϕi—constant parameter (coefficient) to be estimated (identified) from the
experimental data HE,
M—total number of the autoregressive model coefficients, sometimes called the
“memory length” of the model,
H(xn−i)—previous values of the roughness height, denoted further as Hn-i,
En—the current “nth” value of the random excitation process, being a realization
of so-called “white noise” process, i.e. the process with statistically independent
subsequent values.

The basic task of the autoregressive model building is to determine the set of ϕi
coefficients as well as the nature and parameters of the E process—colored green at
the Fig. 1.

At first it is necessary to calculate the autocovariance function R(n) of the HEx set
of data from experiment, which is the autocorrelation function when the mean value
of HEx set is zero, eq. after initial normalization [5, 7]:

R nð Þ ¼ 1
r2Ex

1
N � n

XN�n

i¼1

HEx ið ÞHEx iþ nð Þ ð8Þ

where

HEx(i)—samples of the roughness profile,
N—total number of the experimental data samples,
σEx
2 —estimated variance of the experimental data.

Although the calculations performed according to Eq. (8) could be extended to
n = N−1 coefficients of the autocorrelation function, it is not reasonable to exceed
about the half of experimental data number because the lack of statistical reliability
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for n tending to N. We have applied limit of the 4096 autocorrelation points for the
9602 data points.

Besides of some objections related with the near-harmonic processes [8], the
Yule-Walker method is commonly used to estimate the ϕi coefficients set [5, 7, 9]. It
is based on the observation relating the Eqs. (7) and (8) giving the following linear
equation:

/ ¼ P�1 � R ð9Þ

where

/ ¼
/1
/1
. . .
/M

2
664

3
775 R ¼

R1

R2

. . .
RM

2
664

3
775 P ¼

1 R1 R2 . . . RM�1

R1 1 R1 . . . RM�2

. . . . . . . . . . . . . . .
RM�1 RM�2 RM�3 . . . 1

2
664

3
775 ð10Þ

Solving the Eq. (9) for the relatively big number M might involve some troubles
related with the numerical accuracy [4]. In our investigations we adopted the most
primary and reliable method, i.e. the direct inversion of the P matrix. This method is
implemented in the Excel spreadsheet we are using as the basic numerical tool.

3 Experimental Results

The forementioned concept of mathematical modelling has been applied to the
experimental data derived from the PGM-1C IOS type mechanical profiler exam-
ination of polished X38CrMoV5-1 steel [8]. Samples have been prepared according
to multi-phase process including AEDG grinding, initial polishing and final pol-
ishing. The X38CrMoV5-1 steel polishing has been carried out using the Phoenix
Beta 2 grinding-polishing machine produced by Wirtz Buehler, Germany, equipped
with the semi-automatic polishing head Vector Power Head, allowing a pressing
force adjustment in the range of 5–200 N. The technological process character-
ization is presented in Table 1.

The roughness investigations results have been depicted in Fig. 2, including the
extraction of the polynomial-type shape line from the raw data. The numerical
technique used for the polynomial shape estimation is out of the scope of this work
[10, 11]. The resultant data—marked with red, have been applied for building up the
autoregressive model, with the roughness profile mean level brought down to zero.

The autocovariance function of the profile has been built accordingly into an
Eq. (8), and is presented in Fig. 3, with the initial portion enlarged in the window.
The close relationship between autocovariance of the signal and its normalized
power spectrum exist—the Fourier Transform [7], which we have used as the
additional tool to extract data from an experiment and allow further comparison with
the auto regression-generated model curve of the roughness profile—see Fig. 4.
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Because of the expected lack of harmonic components in the roughness profile
line [6, 9, 12], the Yule-Walker method has been applied for the estimation of the
autoregressive model constant coefficients, depicted as a whole set in Fig. 5. The

Table 1 The technological conditions of the polishing process of the X38CrMoV5-1 steel sample

Process
stages

Polishing
surface
cover

The polishing
material type

Lubricating
medium

Process
time
[min]

Pressing
force
[N/cm2]

Polishing
speed
v [m/s]

Initial
polishing

Polishing
cloth
Buehler
Nylon

Polycrystalline
diamond (grits
9 µm)

Polysrystalline
diamond
suspension
Buehler
MetaDi
Supreme

5 3 3

Polycrystalline
diamond (grits
3 µm)

Polysrystalline
diamond
suspension
Buehler
MetaDi
Supreme

3 3 3

Finishing
polishing

Polishing
cloth
Buehler
TriDent

Cerium oxide
suspension
Buehler
MiroMet (grits
1 µm)

– 3 2 3

Ultrasound washing in the solution (formula in weight %): H2SO4 (96 %)—12.5 %, oxalic acid—
14.5 %, H2O—73 %

Scan line profile

-2.00

-1.80

-1.60

-1.40

-1.20

-1.00

-0.80

-0.60

-0.40

-0.20

0.00

0.20

0.40

0.60

0.80

1.00

1.20

1.40

1.60

1.80

2.00

-400 -150 100 350 600 850 1100 1350 1600 1850 2100 2350 2600 2850 3100 3350 3600 3850

X [ m]

Height [ m]

Scan line from profilometer

Polynomial shape

Roughness height

Fig. 2 Scan line from the mechanical profilometer with extracted polynomial shape, normalized
to zero level (red)
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relatively big number of coefficients estimated—50, has been used for to detect
spatial dependencies in the roughness profile of the relatively wide span—
50 × 0.5 μm = 25.0 μm in comparison with the roughness profile mean—
Ra = 0.0445 μm, to extract possible long-distance remains of the earlier stages of
surface machining remove “for” [12].

The autoregressive model generated roughness profile has been depicted in
Fig. 6. along with the experimental results brought to the same scale for to allow
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precise comparison. The very characteristic course of the roughness profile has been
obtained with application of the initial random generator E—see the Eq. (7) of the
log-normal type with the parameters: μ = 0.025 μm, σ2 = 0.0075 μm2. Then the
arbitrary level has been established at c = 0.25 μm, and the final model has been
reflected (which does not change variance!) for to render the “topography”of the
roughness profile in the best possible way:

H xnð Þ ¼ c�
XM

i¼1

/i � H xn�ið Þ þ En

 !
ð11Þ

The Rq parameter used for the comparison of profiles has been at almost the same
level of Rq ≅ 0.07 μm in both cases.

4 Conclusions

The autoregressive model presented and applied in this work to the experimental
data has turned out to be well applicable to the non-harmonic surface roughness
obtained after high-grade polishing. The possible use of the autoregressive model
along with the spectral analysis gives the well-fitted tool for to analyze effects of the
rough-grade remains of surface machining in multi-phase surface machining.
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Fig. 5 Distribution and values of the autoregression coefficients for the autocovariance function
depicted in Fig. 3
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Drainage Concrete Based on Cement
Composite and Industrial Waste

Lukáš Gola, Vojtěch Václavík, Jan Valíček, Marta Harničárová,
Milena Kušnerová and Tomáš Dvorský

Abstract The ongoing development of urbanization of our landscape has resulted
in continuous demand for building materials, which are even nowadays produced
mainly from primary natural resources. The continuous reconstructions and mod-
ernizations of already built-up areas are the cause of the production of construction
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waste which, for example, in Europe represents ¼ of the volume of all waste
materials. Such a trend is inconsistent with sustainable development and consid-
erate impact on the environment. The contemporary society is aware of these
adverse impacts and it actively participates in the integration of construction waste
back into production. Thanks to the systems of recycling, construction waste can
return to the building industry as a fully valuable building material. The production
of shaped pieces from grey cellular concrete after the autoclave process results in
the creation of residual material in the form of waste blocks (rubble). This waste
material is stored in dumps. The presence of these dumps has an adverse effect on
the surrounding environment. This article presents the first results of a basic
research dealing with the treatment process of waste cellular concrete rubble by
means of a crushing process and its subsequent use as filler in the production of new
porous concretes. The article presents 3 basic recipes of porous concrete, where
100 % of the filler was replaced with crushed porous concrete rubble with the
fraction of 0/6 mm. The proposed recipes have been tested in regards to: density of
fresh concrete mixture, concrete mixture consistency, strength, and thermal con-
ductivity coefficient.

Keywords Porous concrete � Cellular concrete rubble � Strength � Thermal con-
ductivity coefficient

1 Introduction

Recycling and use of industrial waste in different areas minimize the production of
waste, its disposal costs and they protect the environment. This topic is very rel-
evant in terms of research and development of new materials. The issue is espe-
cially the use of industrial waste as a secondary raw material in the segment of
building materials, particularly concrete. There are known results of the use of fly
ash in the production of concrete, as a partial replacement of cement [1, 2], and the
production of copolymers [3]. The properties of concrete based on blast furnace
slag, as a partial replacement of Portland cement and concrete based on steel slag
and as a partial replacement of natural aggregates, are described in [4, 5]. The
properties of porous concretes based on natural aggregate with the fractions of 13/
20, 5/13, 2.5/5 mm are described in [6]. There are also porous concretes based on
latex binder in combination with coarse aggregate and river sand [7]. The use of
waste concrete rubble as a complete or partial replacement of the filler in concrete
mixtures can be presented as an example of an effective treatment of construction
waste. This recycling method turns waste rubble into synthetic aggregate, which is
an alternative to natural aggregate. This leads to a balanced utilization of natural
resources and helps to tackle the issue of waste management. A specific example of
the possible use of recycled waste shaped pieces from grey cellular concrete is
porous concrete. It is a lightweight concrete (density after drying at 105 °C reaches
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the values of 800–2000 kg·m−3), which is specific due to its porosity. Porous
concrete typically achieves lower strength classes than plain concrete. The pro-
duction makes use of porous or dense aggregate. The individual grains are bonded
by a binder film on each grain and there is a large volume of air gaps among them
[8]. The concrete may consist of one type of fraction or more fractions of small and
coarse aggregate, cement, water and optional additives. One can also come across
the name “drainage concrete” [9]. In the world, porous concrete is used as a top
water-permeable layer on pedestrian foot-paths or roads, where rain water is
absorbed in the soil. This leads to a more moderate and more continuous outflow
from urbanized areas during tidal rains, improvement of groundwater level and
relief of the flow in sewerage systems [10–12]. Another possible application of
porous concrete is in partition walls, non-bearing walls, shaped pieces, grass tiles,
decorative elements for walls and fences. It is used in places requiring thermal
insulation and acoustic insulation.

The aggregate (filler) used in porous concrete can be:

(a) From natural sources:

• Keramzite—ceramic porous aggregate (produced by burning and expan-
sion of natural clay) used in lightweight porous concrete. It is also known
under the brand name Liapor.

• Expandit—lightweight porous material (produced by expansion of slate)
used as artificial aggregate in concrete.

(b) From industrial waste materials:

• Agloporit (produced by burning fly ash from power plants). It is also know
under the brand name Lytag.

• Foamed slag (sudden cooling of hot liquid slag by water).
• Cinder (waste of incineration of solid fuels in grate furnaces).
• Brick rubble (waste from brick production, recycling of brick rubble).

2 Materials and Methods

2.1 Artificial Filler to Concrete from Industrial Waste
Materials

Generally, the production of grey cellular concrete follows the rule that the siliceous
materials (fly ash from coal combustion) together with burnt lime and cement, or
other additives are broken down in special mixers with water, border sludge and a
gassy agent (aluminium powder) into a liquid slurry. It is then poured into moulds,
where the actual loosening will take place—proofing followed by hardening.
De-moulding of the moulds is the next process and the hardened material is cut into

Drainage Concrete Based on Cement Composite and Industrial Waste 157



the required shapes. Curing of grey cellular concrete takes place in autoclaves at
higher pressure and temperature. This environment facilitates an effective bonding
of the individual components of the concrete mixture. The final product of the
production process is a porous shaped piece for very precise walling. The material
is safe, it has low density, it is a good thermal insulator, and it is soundproof and
permeable. The compressive strength of grey porous concrete is 3.2 MPa.

Nonconforming shaped pieces occur during the production of grey cellular
concrete—these are rejects that become the waste material, which is stored in
dumps in the production plant area (see Fig. 1).

Figure 2 shows a scheme of treatment of rubble from autoclaved cellular con-
crete from Fig. 1.

Figure 2 clearly shows that the first stage of mechanical treatment of waste
autoclaved cellular concrete is a jaw crusher, where the output is rubble with a
maximum grain size of 50 mm. The crushed rubble subsequently goes through a
swing-hammer crusher, where the output is pulp with a maximum grain size of
6 mm. Thanks to the absence of foreign substances, we can eliminate the sorting
process. The resulting cellular concrete pulp with the fraction of 0/6 mm is used as
new filler in the developed porous concrete.

Fig. 1 Waste blocks (rubble)
from the production of
autoclaved cellular concrete

Fig. 2 Scheme of the
treatment of waste rubble
from autoclaved cellular
concrete
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2.2 Porous Concrete Components

Crushed rubble from autoclaved grey cellular concrete with the fraction of 0/6 mm
was used as the new filler in porous concretes based on industrial waste. Portland
cement CEM I 42.5 R from Cement Hranice, a.s. was used as the binding com-
ponent. Water from the water supply network, i.e. drinking water, was used as the
mixture water.

2.3 Preparation of Porous Concrete

The preparation of the experimental mixtures according to the proposed recipes was
performed in M80 forced circulation mixer from FILAMOS s.r.o. company.
The mixing is carried out by several arms that also ensure that the mixture is scraped
from the side and the entire bottom of the mixing tank. The mixture filling is carried
out through a sieve in the mixer lid, which is equipped with a shredding comb for
bagged mixtures. The mixed material is discharged by turning the sliding segment at
the bottom of the tank. The technical parameters of the mixer are shown in Table 1.

2.4 Methods Used to Determine the Physical Properties

The crushed rubble of grey autoclaved cellular concrete was tested for powder
density and porosity according to CSN EN 1097-3 [13]. The powder density of
freely poured aggregate is determined by weighing the volume of a 5 l standard
cylindrical container filled with porous concrete rubble. The pouring of the material
into the container is carried out from a minimum height to avoid the compaction of
the sample. The resulting value is the average of three measurements.

The density of autoclaved grey cellular concrete was determined according to
CSN 72 1171 [14]. The grain density is calculated from the ratio of weight and
sample volume. The weight is determined by weighing the water-saturated and
surface-dried testing sample backfill and, again, by weighing after drying in a
drying plant. The volume is determined from the weight of the water displaced
during the application of the pycnometric method. The absorbing power is based on

Table 1 Technical
parameters of M80 mixer

Tank volume [l] 111

Max. used volume [l] 69

Electromotor output power [kW] 2.2

Voltage [V] 400

Mixer rotations [rot/min] 47

Max. material grain size [mm] 10

Weight [kg] 137
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the increase in weight of the aggregate sample dried in a drying plant, as a result of
water penetration into the cavities accessible to water.

The porosity of autoclaved cellular concrete pulp was determined according to
CSN EN 1097-3 [13]. It was calculated from the powder density of freely poured
aggregate and the grain density.

The geometric properties of cellular concrete pulp were determined by a sieve
analysis according to CSN EN 933-1 [15]. The test is based on sorting and sepa-
rating the material by means of a set of sieves into several grain size parts with
decreasing particle size. The mesh size of the sieves and the number of sieves are
selected according to the type of sample and the required accuracy. The standard
basic set of sieves consists of sieves with square holes with the sizes of: 0.063,
0.125, 0.25, 0.5, 1, 2, 4, 8, 16, 32, 64 and 125 mm.

The consistency of the porous concrete mixture based on autoclaved cellular
concrete rubble was examined by a slump test according to CSN EN 12350-2 [16].
Fresh concrete was compacted in a mould of blunted cone shape (diameter of the
bottom base was 200 mm, the upper base was 100 mm, the height was 300 mm).
The concrete consistency is indicated by the slump distance of concrete after lifting
up the blunted cone.

The strength of the newly developed porous concrete was tested on test speci-
mens in the shape of a cube, with the dimension of 150 mm, according to CSN EN
12390-3 [17] after 3, 7, 14 and 28 days.

The thermal conductivity coefficient λ of porous concrete was determined by a
measuring device ISOMET 2114 from Applied Precision company. It is a device
designed for a direct measurement of the thermal conductivity coefficient of solid,
loose or liquid materials. The measuring method is non-stationary and is based on
the analysis of the course of the time dependence of the thermal response to a pulse
of heat flux of the examined material. The heat flux is generated by a device probe
by means of diffused electrical power of resistor in the material. The condition for
correct results is a conductive connection between the probe and the measured
material. The measured value of the thermal conductivity coefficient can be read
directly from the instrument in [W·m−1·K−1]. The determination of the thermal
conductivity coefficient was performed on 150 mm cubes. After 28 days of curing,
the sample was placed in a drying oven, where it was dried at 105 °C ± 1 °C for
48 h. The dried sample was then placed in an exicator, and after cooling to a room
temperature, it was measured with a surface probe with the measuring range from
0.04 to 2.00 W·m−1·K−1 located in the middle of the test specimen surface.

3 Results and Discussion

Table 2 presents the determined physical properties of cellular concrete pulp, which
was obtained by treatment according to the scheme presented in Fig. 2. The pulp is
used as a complete replacement of natural aggregate (filler) in the production of
porous concrete.
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The results of the sieve analysis of cellular concrete pulp are presented in Figs. 3
and 4. A set of sieves with square holes with the dimensions of: 0.063, 0.125, 0.25,
0.5, 1, 2, 2.8, 4, 5.6 and 8 mm was chosen for the actual analysis. Cellular concrete
pulp consists mainly of about 40 % of grain size of 1–2 mm, 18 % of grain size of
2–2.8 mm, 13 % of grain size of 0.5–1 mm, 10 % of grain size of 0.063–0.125 mm.

Three basic recipes, with different doses of cement and water-cement ratio, were
designed on the basis of the verification of the possibility of the use of waste

Table 2 Physical properties
of crushed pulp of autoclaved
cellular concrete with the
fraction of 0/6 mm

Parameter Measured value

Powder density of freely poured aggregate 543 kg·m−3

Density 844 kg·m−3

Absorbing power 44.4 %

Porosity 35.6 %

Fig. 3 Share of oversize cellular concrete pulp with the fraction of 0/6 mm on the individual
sieves

Fig. 4 Cumulative curves of grain fitness of cellular concrete pulp fraction 0/6 mm
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cellular concrete pulp as a full replacement of natural aggregate in the production of
porous concrete. The composition of the experimental recipes is shown in Table 3.

The purpose of the selected recipes is to determine the sufficient minimum
amount of cement, while maintaining the porous structure, strength and good
workability of the fresh concrete mixture.

18 test specimens were prepared from each recipe (150 mm cubes). The
development of compressive strength of porous concrete was monitored after 3, 7,
14, 21, and 28 days. The results are presented graphically in Fig. 5. It is evident that
the strength of porous concrete increases with the amount of cement, which was
dosed at the amounts of 200, 300 and 400 kg per m3. The highest values of
compressive strength of 4.1 MPa porous concrete based on waste cellular pulp were
achieved after 28 days in recipe no. 3.

In addition to the compressive strength of concrete, we have also monitored
other properties of porous concrete. They were: the density of fresh concrete
mixture, the consistency of fresh concrete mixture immediately after mixing (slump
test), and the thermal conductivity coefficient λ. The results of these tested prop-
erties, together with the compressive strength of porous concrete after 28 days, are
shown in Table 4.

Table 4 clearly shows that the value of density of fresh concrete mixture of
porous concrete ranged from 1172 to 1241 kg·m−3, the slump values were in the
interval of 2–4 mm, while a shearing failure occurred in recipe 1, see Fig. 6. It was

Table 3 Composition of experimental recipes on 55 dm3 and 1 m3 of final porous concrete

Components Unit Recipe 1 Recipe 2 Recipe 3

55 dm3 1 m3 55 dm3 1 m3 55 dm3 1 m3

Cellular concrete pulp kg 29.8 543 29.8 543 29.8 543

Cement CEM I 42,5 R kg 11.0 200 16.5 300 22.0 400

Water kg 12.1 220 19.0 345 26.4 480

Water-cement ratio w – 1.10 1.15 1.20

Fig. 5 Strength of porous concrete after 3, 7, 14, 21 and 28 days
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caused by a small dose of cement, where the grains of cellular concrete pulp were
not completely coated with cement sealant.

The thermal conductivity coefficient λ ranged from 0.2020 to 0.2269W·m−1·K−1.
It is evident that the increasing amount of cement in the concrete mixture goes hand
in hand with the increasing value of the thermal conductivity coefficient.

4 Conclusion

Based on the achieved results, it can be stated that crushed waste rubble from
autoclaved cellular concrete with a maximum grain size of 6 mm can be used as a
100 % replacement of natural aggregates in the production of porous concrete. The
prepared concrete reaches density values of around 1200 kg·m−3. The compressive
strengths are as high as 4.2 MPa after 28 days, the slump is 2–4 mm, and the thermal
conductivity coefficient λ reaches the values of 0.2020–0.2269 W·m−1·K−1.

The new feature of the presented solution lies mainly in the use of industrial
waste created in the form of grey scrap blocks during the production of grey cellular
concrete as new filler for porous concretes. This waste is stored in dumps in the

Table 4 Test results of physical and mechanical properties of experimental recipes

Marking Density of fresh
concrete mixture
[kg·m−3]

Slump
[mm]

Compressive
strength after
28 days [MPa]

Thermal conductivity
coefficient λ
[W·m−1·K−1]

Recipe 1 1172 – 2.0 0.2020

Recipe 2 1203 4 3.4 0.2146

Recipe 3 1241 2 4.2 0.2269

Fig. 6 Shearing failure of
cone during the slump test of
recipe 1
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production plant area or it is kept in municipal waste landfills, which is not in
compliance with environmental protection and sustainable development.

Further addition of additives and admixtures into the recipes can lead to a
significant improvement of the physical and mechanical properties of porous
concrete. The future research will also be focused on monitoring frost resistance,
shapes and sizes of pores of the newly developed porous concrete and the possi-
bility of studying the topography of its surface.
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Numerical Analysis of Impact Behavior
of Rotary Centrifuge Guarded Body

Weizhou Zhong, Xicheng Huang, Chengang Luo, Gang Chen
and Zhifang Deng

Abstract Numerical simulation of dynamic mechanical responses of a rotary
centrifuge at different impact velocities and angles is performed. The impact
velocities are 25 m/s, 50 m/s and 270 m/s and the impact attitudes are 0° and 45°
respectively. Stress fields and failure modes of the guarded body, cavity wall, cover
and rotary components are obtained. It indicates that the cavity wall can withstand
impact action. The deformation of the cavity wall and cover is elastic when the
turntable velocity is lower than 25 m/s. Centrifuge guarded body will be broken
when turntable velocity is over 50 m/s. This analysis can guide design and safety
assessments of rotary centrifuge.

Keywords Centrifuge � Impact resistance � Numerical simulation � Safety
assessment

1 Introduction

The energy absorption of a cushion material is an important property for the impact
safety of a product. Wide range plateau stress is necessary for an ideal cushion
material. According to the actual usage of cushion materials, they can be classified
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into energy dissipation and energy storage. Energy dissipation materials such as
foam metals are widely used. For the energy storage material, kinetic energy
converts into elastic potential energy under impact conditions, such as rubber
materials and springs. So cushion material and their structure mechanics behavior
are important for impact safe protection. High strength steels and porous materials
have recently been found to be effective for resisting and reducing the force of
impact. Examples of recent uses of cushion materials and structures can be found in
product packaging buffers and highway guardrails. Many researchers have per-
formed studies in field of structure impact resistance. For instance, Guillow [1]
experimentally investigated the axial compression of thin-walled circular tubes, a
classical problem studied for several decades. Experimental results show both axi-
symmetric and non-symmetric modes lie on a single curve. Li [2] established a
close-celled aluminum foam model under low velocity impact condition, and val-
idated with drop hammer test and systematically explored the influence of impact
mass ratio, porosity and geometrical dimensions of foam protection on the critical
velocity and acceleration. Jeenager [3] produced metal foams and thermally treated
them to enhance their properties and examined the changes in the microstructure
and thermal treatment. Fracture test affirms the role of the microstructure for
property enhancement. Alavi [4] analyzed the energy absorption capacity of simple
and multi-cell thin-walled tubes with triangular, square, hexagonal and octagonal
sections. The results showed that the energy absorption capacity of multi-cell
sections is greater than that of simple sections. Further more, hexagonal and
octagonal sections in a multi-cell configuration absorbed the greatest amounts of
energy per unit of mass. Ajdari [5] investigated in-plane dynamic crushing of two
dimensional honeycombs with both regular hexagonal and irregular arrangements
by using detailed finite element models. Numerical simulations showed three dis-
tinct crushing modes for honeycombs with a constant relative density: quasi-static,
transitional and dynamic. Kumar [6] experimentally investigated the effect of
stiffening the syntactic foam core with a resin impregnated paper honeycomb
structure on compression behavior and energy absorption capacity of sandwich
composites under flatwise and edgewise loading configurations. Lee [7] reported on
the mechanical behavior of an interpenetrating carbon/epoxy periodic submi-
crometer-scale bicontinuous composite material fabricated following the design
principles deduced from biological composites. Using microscopic uniaxial com-
pressive tests, the specific energy absorption is quantitatively evaluated and com-
pared with the epoxy/air and carbon/air precursors. Karasek [8] applied dropped
weight impact testing to evaluate the influence of temperature and moisture on the
impact resistance of unmodified and modified epoxy/graphite fiber composites. The
results indicated moisture was found to have little effect on the damage initiation
energy or subsequent energy absorption at ambient and low temperatures. Much
study on the energy absorption of materials and structures has been and is being
investigated by researchers [9–12].
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The rotary centrifuge is made up of cavity wall, cover, safety gate and steel box.
Maximum rotating speed is about 220 rad/s. In order to ensure a safe operation of
the centrifuge at high rotating speeds, the impact response of a centrifuge guarded
body should be studied. In the present work, numerical analysis on the impact
behavior of the rotary centrifuge guarded body is carried out to investigate the
centrifuge’s protective capacity in an accident environment.

2 Rotary Centrifuge Structure Model

A rotary centrifuge is high speed rotation equipment. The system is made up of
spindle bearing, driver motor and centrifuge body. The impact resistance of cen-
trifuge body should be taken into account in the rotary centrifuge safe design stage.
Numerical simulation is a feasible way to predict the structure impact response. The
finite element model of the centrifuge body is created by the commercial ABAQUS
software, as shown in Fig. 1. There are 158,277 hexahedral elements in the
numerical model. The junction between the cover and the centrifuge is structural
constraint, being similar to a pressure cooker. The bottom of the centrifuge body is
fixed in the numerical analysis.

3 Material Properties

In the rotary centrifuge structure, the centrifuge wall and cover are made of Q235
steel. The turntable is made of LD12 alloy metal. The elastic-plastic constitutive
model is adopted describe mechanical properties of Q235 and LD12, as shown in
Table 1. Rubber is taken as the cushion material on the centrifuge cavity wall. The
stress versus strain relation of rubber is described as the potential energy of strain.

cover

wall

turntable

V1

V2

cushion

(a) (b)

Fig. 1 Finite element structure
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The polynomial model expresses the rubber potential energy in simulation. The
mathematical relation is shown in expression (1).

U ¼
XN

iþj¼1

Cijði1 � 3Þiði2 � 3Þ j þ
XN

i¼1

1
Dj

ðjel � 1Þ2i ð1Þ

U is the potential energy of strain. Symbol jel is the elastic volume ratio. Di and
Cij designate the material compression and Rinvlin coefficient. As rubber is an
incompressible medium, C01, C10 and D are equal to 0.36, 0.09 and 0 respectively
in this work.

4 Simulation Results

The dynamical response of the rotary centrifuge subjected to four impact cases is
simulated with the commercial ABAQUS/Explicit software. The impact cases are:
velocities of 25 m/s and 50 m/s normal to the impact cover, 270 m/s normal to the
impact cover wall and 270 m/s inclined to the impact cavity wall, respectively.
Stress and strain distributions of the cover, centrifuge wall and turntable are rec-
ommended in the following.

Table 1 Material mechanical properties

Material ρ/kg/m3 E/GPa ν σs/MPa σb/MPa Failure strain

Q235 7820 201 0.33 235 635 0.4

LD2 2700 71 0.32 294 436 0.4

Fig. 2 Stress field and deformation of centrifuge
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4.1 Velocity of 25 m/s Normal to the Impact Cover

The dynamic response of the turntable impact normal to the cover is simulated. The
turntable impact velocity is 25 m/s. The cover does not separate from the centrifuge
body during impact process. The von Mises stress distribution is shown in Fig. 2a.
It indicates that the cover brim is under high stress. The equivalent plastic strain of
the centrifuge is shown in Fig. 2b. Plastic deformation occurs in the brim of cover’s
ears. Detailed stress and plastic deformation distribution of the cover is shown in
Fig. 3. The elliptical outline means large plastic deformation area in the figure.
Therefore we can conclude that the rotary centrifuge can endure turntable impact of
25 m/s. There is no potential safety hazard under this impact condition.

4.2 Velocity of 50 m/s Normal to the Impact Cover

At a normal impact speed of 25 m/s the cover of the rotary centrifuge is safe,
therefore the turntable velocity is increased to 50 m/s. The dynamic behavior of the
centrifuge under an impact of 50 m/s is simulated. The cover separates from the
centrifuge body during the impact process. The von Mises stress distribution is
shown in Fig. 4a. It indicates that the cover brim is under high stress. The equiv-
alent plastic strain of the centrifuge is shown in Fig. 4b. Large plastic deformation
occurs in the brim of the cover’s ears.

Detailed stress and plastic deformation distribution of the cover is shown in
Fig. 5. The cover’s ears distort to the center during the impact process. The junction
between cover and centrifuge is broken. It shows that the rotary centrifuge can not
endure a 50 m/s turntable impact. It will bring potential safety hazards under the
impact condition.

(a)

(b)

Fig. 3 Stress field and deformation of cover
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4.3 Velocity of 270 m/s on the Normal Impact Cavity Wall

In order to obtain the centrifuge wall impact resistance, the dynamical behavior of
the turntable impacting cavity wall is analyzed. The speed of the turntable is 270 m/s.
Stress and equivalent plastic strain distribution of the centrifuge wall is shown in
Fig. 6. It becomes drum shape during the impact process. The wall undergoes large
plastic strain, but without breaking.

The cover is well connected with the centrifuge body. The deformation of the
cover and turntable is shown in Fig. 7. The cover almost undergoes elastic defor-
mation in the impact process, as shown in Fig. 7a. The turntable breaks into pieces,

Fig. 4 Stress field and deformation of centrifuge

Fig. 5 Plastic deformation of cover
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as shown in Fig. 7b. It indicated that the centrifuge wall is strong enough to resist a
turntable impact of 270 m/s.

4.4 Velocity of 270 m/s Impact Slanted to the Cavity Wall

The slanted impact should be considered in the centrifuge safety evaluation. The
dynamic behavior of the slanted turntable impacting cavity wall is analyzed. The
speed of the turntable is 270 m/s. The stress and equivalent plastic strain distri-
bution of the model is shown in Fig. 8. The centrifuge wall becomes drum shape,
without breaking, while the Cover breaks and separates from the centrifuge body.

The deformation of cover and turntable is shown in Fig. 9. The cover suffers
large plastic deformation, as shown in Fig. 9a. The turntable is compressed up to

Fig. 6 Stress field and deformation of centrifuge

Fig. 7 Deformation of cover and turntable
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two-thirds, as shown in Fig. 9b. It can be concluded that it is dangerous in the high
speed oblique impact condition.

5 Discussion

For a conventional impact cushion structure, the stress versus strain curve of an
ideal cushion material is with wide range plastic plateau phase. The stress value is
almost a constant in the compression process. Cushion materials are usually clas-
sified into energy dissipation and energy storage. The rotary centrifuge guarded
body is taken as energy dissipation type in this work. It shows that the cover
separates from the centrifuge body under normal impact cavity wall conditions, as

Fig. 8 Stress field and deformation of centrifuge

Fig. 9 Deformation of cover and turntable
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shown in Figs. 4 and 8. The cover is with large plastic deformation, but without
breaking. An optimization constraint design between the cover and the cavity wall
is provided to enhance the rotary centrifuge structure safety, as shown in Fig. 10.
The improved constraint structure is like a high pressure pot, which can restrict
axial and radial displacements of the cover. It will induce deformation mode of
cavity wall and cover under high speed impact condition. Much more energy
dissipation is realized for the improved structure. It is benefit to enhance rotary
centrifuge impact guarded properties.

6 Conclusions

According to the simulation results of the rotary centrifuge under different impact
conditions, a number of conclusions are obtained. The rotary centrifuge wall is
strong enough to endure a 270 m/s impact in a 45° angle. The rotary centrifuge
cover can endure 25 m/s impact at normal conditions. The cover suffers from large

wall

cover

Fig. 10 Schematic
illustration of cover and
cavity wall
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deformation and separates from the centrifuge body when the impact speed is over
50 m/s. Improving the connecting between the centrifuge cover and body is a
feasible way to enhance the mechanical shock resistance of the rotary centrifuge.
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Capillary Active Insulations Based
on Waste Calcium Silicates

Aleš Břenek, Vojtěch Václavík, Tomáš Dvorský, Jaromír Daxner,
Vojtech Dirner, Miroslava Bendová, Marta Harničárová
and Jan Valíček

Abstract The issue of capillary active calcium silicate insulation used in the
systems of energy redevelopment of historic buildings is a very up-to-date topic.
This article describes the properties of the developed material structures built on
cement composites with a defined inner surface using industrial waste materials
containing aluminosilicates. The article presents the structures containing fly ashes
from heating plants improving the rheological properties of the mixture and the
latent hydraulic properties allowing a reduction of the necessary amount of the
binding matrix, represented by cement in this case, which has a direct impact on
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the economy of the final material. The aim of the developed material is to extend
the segment of capillary thermal insulation board materials used for the purpose of
energy redevelopment of historic buildings. The article will present the parameters
evaluating the capillary activity of the material, the coefficient of diffusion resis-
tance, the thermal conductivity coefficient and the physical and mechanical prop-
erties. The acquired values are then implemented into the simulation software
Delphin, taking into account the moisture transport in porous materials under
non-stationary conditions. The output of the software is a simulation describing the
developed material in time, after the incorporation into a moisture-defined building
structure showing a disruption of the waterproofing layers of the lower structure.

Keywords Calcium silicates � Numerical expression Delphin � Building insula-
tion � Energy redevelopment

1 Introduction

This article responds to a current trend in the building industry, which is the
reconstruction of historic buildings combining the extension of the service life of
these buildings, while reducing the thermal resistance of the building envelope. The
conventional procedure meeting these expectations is the application of exterior
thermal insulation based on expanded polystyrene materials used for the thermal
insulation of new buildings. Practical experience with the utilization of objects
reconstructed in this way has shown that the use of these materials on historic
buildings with non-functional waterproofing leads to the emergence of new pre-
viously unknown problems in the form of moisture spots and moulds in the interior
of the building. This is caused by a significant increase in the diffusion resistance of
the building envelope supporting vertical capillary elevation of moisture from the
footing of the foundation structure. The solution for similarly reconstructed objects
is the use of diffusion-open, insulation supporting systems drying moisture from the
affected foundation structure. This paper presents the outcome of the development
of diffusion-open and capillary active materials [1] intended for the energy rede-
velopment of historic buildings [2–5] and focused on the utilization of waste
materials based on aluminosilicates arising during the production of cellular con-
crete. The aim of the research was to reduce the technological intensity of the
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production of capillary active insulations, thus facilitating an increase of the thermal
resistance of buildings with damaged waterproofing or a high degree of moistening.
The aim of the development of a suitable recipe was to produce a material with
strength in the range of 0.3–0.6 MPa, without the use of an autoclave, with the
thermal conductivity coefficient within the range of 0.06–0.08 W/m·K. The mon-
itored properties of these materials include the thermal conductivity coefficient, the
diffusion resistance coefficient and the capillary absorption coefficient. The function
of the developed recipes for the production of non-autoclaved diffusion-open board
insulations is presented on calculation simulations performed in the Delphin soft-
ware [6], which allows you to take into account the real moisture processes taking
place in the construction. Another view of the preparation of lightweight cement
composites using hemp shive is presented in works [7–9]. The best results in these
works are achieved by lightweight cement composites using binders based on MgO
cements, which we also want to deal with in the next stages of development in
similar fashion, i.e. replacing the primary binding matrix with fly ash from power
plants.

2 Methodology

2.1 Theory of Moisture Transport in Materials

According to the way in which moisture can get into the building structure, we
distinguish [1]:

• building moisture (initial—built-in during the production): disappears from the
structures after a certain period of operation of the building;

• subsoil moisture (action of capillary forces of the surrounding soil): is consid-
ered only in the case of missing or non-functioning waterproofing;

• rain moisture (the effect of atmospheric precipitation);
• operating moisture (from the internal environment): depends on the method of

operation of the building;
• sorption moisture (from the internal and from the external environment, as a

result of the hygroscopic properties of the material): at steady temperature and
humidity, there is a balance between the material moisture and the moisture of
air that surrounds it—the so-called equilibrium moisture (sorption and operating
moisture can be the same under certain conditions);

• condensed moisture (water vapour condensation on the surface of or inside the
structure).

If the moisture in the structure after some time of operation of the building
(2–4 years) is affected only by rain, sorption and condensed moisture (initial
building moisture has already vaporized and the waterproofing is fully functional),
this moisture is referred to as stable or practical.
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In conventional building materials (porous), moisture spreads in two ways [2]:

• diffusion of water vapours (moisture movement in the vapour phase): it takes
place when there is a gradient of the partial pressures of water vapour between the
external and internal environment, which separates the building structures—the
condition is that the pores and capillaries in the material of the structure must
have a larger diameter than the diameter of a water molecule (generally >10−7 m);

• moisture conductivity (also: capillary conductivity—the ability of a material to
convey moisture in the liquid phase towards its surface, where it evaporates or
diffuses): it takes place when there is a temperature gradient (the temperature
affects the viscidity of water and its surface tension), and when there is a moisture
gradient in the material (the conveyance of a water “film” on the surface of the
pores depends on the difference of relative humidity on the opposite sides of the
pores)—the condition is a continuous network of pores and capillaries.

2.2 Description of the Simulation Tool Delphin

The calculation performed in the Delphin simulation software tries to achieve the
most accurate result of hygrothermal processes in structures approaching reality.
The calculation uses the actual climatic conditions in the region of Ostrava.

The dynamic processes taken into account in the simulation are:

• conduction of heat—thermal conductivity depending on moisture (not taking
into account latent heat);

• accumulation of heat—accumulation of heat depending on moisture;
• diffusion of water vapour—diffusion of water vapour depending on the

changing moisture content of the material;
• transformations of phases—balancing of the evaporation and condensation

processes with regard to the evaporating cooling;
• capillary transfer of liquid water—transfer of liquid water depending on the

moisture;
• accumulation of moisture—from the difference of moisture flows to and from

the space (diffusion of water vapour + capillary transfer); hygroscopic charge
according to the measured function of the accumulation of moisture;

• air flow—calculation of the air pressure profile, convective air flow due to
pressure gradients.

The possible phenomena that have been excluded from the calculation can
include:

• thermo-diffusion, diffusion thermics (Dufour and Soret phenomenon) and the
production of internal energy due to compression and friction;

• the transport properties are isotropic, with no directional dependence.
• the effects of electric fields (gravity acts as a single volume force);
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• turbulent flow;
• the hysteresis of the function of moisture accumulation is not taken into account,
• the material properties are homogeneous in each discretized volume element,
• time changes of the baric field during the pre-definable time step (in the order of

1–10 min).

Numerical simulation of the critical detail of the construction in the Delphin
software The presented critical detail of construction, see Fig. 1, is numerically
evaluated from the point of view of the course of the weight of moisture in the
foundation structure after gluing thermal insulation calcium silicate boards.

The examined detail was evaluated in unsteady weather conditions, with con-
stant added moisture representing damaged waterproofing, and increased initial
weight of moisture representing an object unused for a long time. These boundary
conditions were used to model a structure in seven versions of redevelopment
treatments and a reference state with lime-cement plaster only. The measured
thermal and technical parameters of the developed recipes (materials) were incor-
porated into the Delphin software, which was used to prepare a 2D moisture model
of the peripheral structure of the house at the point of connection to the foundation
structure of the house. The moisture simulation takes into account both the for-
mation of condensates in the place of application of calcium silicate boards and the
moisture added due to the penetration of moisture through the damaged water-
proofing. The area in question was evaluated using six options, see Fig. 3, by
applying the materials developed with a thickness of 50 mm. The simulations also
included the currently used autoclaved board materials. The best boundary value,
which the technical measure is attempting to get close to, is the simulation of
30 mm lime-cement plaster on the exterior of the building representing the original
operating condition. The boundary conditions of the calculation are presented in
Table 1.

Fig. 1 Detail of the most common method of the construction of a peripheral building foundation
with damaged waterproofing evaluated by the Delphin simulation software
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2.3 Input Material

The production of calcium silicate thermal insulation boards takes advantage of the
following materials:

• Aggregate—Aluminosilicate pulp with the fraction of 0.063/0.125 mm;
• Water—water from the water supply network;
• Binder—cement CEM I 42, 5R (from Cement Hranice, a.s. company);
• Binder—fly ash K12 (from Dalkia Česká republika, a.s.—Třebovice company);
• lime Cl90 (6–9) min (from Carmeuse Czech Republic s.r.o. company);
• foaming agent—aluminium powder with the specific surface of 9500 cm2/g.

A scheme of the treatment of waste autoclaved cellular concrete used as filler in
calcium silicate insulation is presented in Fig. 2.

Table 1 The initial boundary conditions of the calculation if the moisture behaviour of the
building in the Delphin software
aThe boundary conditions calculation

Thermal resistance to heat transfer
in the interior

Calculation of condensation
on the surface

bRsi:
0.25 m2 ·K/W

Thermal resistance to heat transfer
in the exterior

Calculation of condensation
on the surface

bRse:
0.04 m2 ·K/W

The design outdoor temperature Long-term average temperature measured by cCHMI

The design temperature of indoor air eSinusoidal variable temperature in the range of
19.5–20.5 °C

The design relative humidity of
outside air

Long-term average moisture content measured by
cCHMI

The design relative humidity of indoor
air

dSinusoidal variable moisture content in the range of
44–55 %

Direct sun radiation (short wave
component)

cReflection coefficient of the surrounding ground:
0.4 [−]

Diffuse sun radiation (short wave
component)

cAbsorption coefficient of the building surface:
0.6 [−]

Atmospheric counter radiation cEmission coefficient of the building surface 0.9 [−]
aAll the used input data is based on hourly measurements of an average year
bCSN EN ISO 13788 [10] determines a standard value of the heat resistance during the transfer on
the inner side of the structure with the value of Rsi = 0.25 m2·K/W and on the outer side with the
value of Rse = 0.04 m2·K/W, for the calculations of water vapour condensation
cThe calculation uses long-term average hourly values for the area of Ostrava CZ, taken from the
Czech Hydro-meteorological Institute (CHMI)
dThe design temperatures of indoor air are based on the recommendations of CSN EN 12831 [11],
which have been adjusted by taking into account the hysteresis of the thermostat of indoor
environment ±0.5 °C
eThe dispersion of the design relative humidity of indoor air is based on long-term measurements
of relative humidity of indoor air in the reference building in order to more accurately describe the
hygroscopic load of the structure
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2.4 Tested Properties

The newly developed material of thermal insulation calcium silicate boards based
on waste autoclaved cellular concrete with a maximum grain size of 0.125 mm
prepared according to the scheduled recipes has been tested to: density according to
CSN EN 1015-10 [12], compressive strength according to CSN EN 12390-3 [13],
capillary absorption coefficient according to CSN EN 1015-18 [14], diffusion
resistance coefficient, thermal conductivity coefficient λ and porosity.

The determination of the diffusion resistance coefficient was carried out using
the wet bowl method. The test specimen was placed between two environments of
the same temperature and of different relative humidities. A bowl of water was
placed in the environment with a higher relative humidity of 95 % and it was
weighed at the beginning of the test. There is a diffusion of water vapour through
the material from the environment with the higher relative humidity into the
environment of relative humidity below 50 %. The bowl with water was weighed
again, including the increase of weight in the measured body, and Eq. (1) was used
to calculate the equivalent diffusion thickness.

sdw ¼ do � A � Dt � Dp
Dm

ð1Þ

Fig. 2 The treatment process of waste autoclaved cellular concrete to be used as filler in calcium
silicate insulations
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where

δ0 water vapor permeability of air (kg· Pa−1· s−1 ·m−1);
A specimen area (m2);
Δt time difference (s);
Δp difference of partial pressures of water vapours (Pa);
Δm change of weight (kg);

The thermal conductivity coefficient was determined using a measuring device
ISOMET 2114 from the Applied Precision company. It is an instrument designed
for direct measurements of the thermal conductivity coefficient of solid, loose or
liquid materials. The measuring method is non-stationary and it is based on the
analysis of the course of time dependence of the thermal response to a pulse of heat
flux of the tested material. The heat flux is generated by a sensor of the device by
means of scattered electrical resistor power in the material. The condition of
achieving correct results is a conductive connection of the probe with the measured
material. The measured value of the thermal conductivity coefficient can be read
directly from the instrument in (W·m−1·K−1). The determination of the thermal
conductivity coefficient was performed using cubes with the dimensions of
100 mm. After 28 days of aging, the sample was kept in a drying oven, where it was
dried at 105 ± 1 °C for 48 h. The dried sample was then placed in an exicator and,
after cooling, it was inserted into a propylene bag. The measurements were per-
formed using a surface probe with the range of 0.04–2.00 W·m−1·K−1 placed in the
middle of the test specimen area. The determination of the porosity was conducted
on a dried test specimen with the dimensions of 100 × 100 × 100 mm, which was
crushed and ground to a grain size of 0.06 mm. The resulting pulp of the sample
was poured into a measuring cylinder and the value of the volume was subsequently
read from the measuring cylinder scale. The difference between the above presented
volumes provides an approximate total porosity in the material.

3 Results and Discussion

3.1 Proposed Experimental Recipes

5 experimental recipes have been prepared in order to verify the incorporation of
finely ground waste autoclaved cellular concrete with the fraction of 0.063/
0.125 mm as a source filler of calcium silicate cement composite, and their com-
positions are shown in Table 2.

Only Portland cement CEM I 42.5R was used as the binding agent in recipe 1.
In order to save cement, this binding agent was replaced with fly ash K12 from
Trebovic with amounts of 10 % of the weight (recipe 2), 20 % of the weight
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(recipe 3), 30 % of the weight (recipe 4) and 40 % of the weight (recipe 5). The
mixtures for the production of lightweight concrete boards were prepared in lab-
oratory conditions at the Faculty of Mining and Geology, VŠB—Technical
University of Ostrava. The dosing of the individual components was performed
according to weight. The mixing time of a mixture was 5 min. to obtain a compact
(homogeneous) mixture, which was further applied in moulds with the volume of
8 dm3.

3.2 Properties of Experimental Recipes

The results of the tested properties of experimental recipes are presented in Table 3.
Table 3 clearly shows that the compressive strength of the experimental recipes

ranged from 0.38 to 0.82 N·mm−2, the density of hardened lightweight concrete in
the dry state ranged from 347 to 369 kg·m−3, the capillary absorption coefficient
was within the interval of 0.095–0.149 kg·m−2 ·s−0.5, the thermal conductivity
coefficient λ was within the range from 0.070 to 0.081 W·m−1 ·K−1 and the porosity
was within the range from 78.27 to 81.01 %.

Table 2 Composition of experimental recipes of capillary active insulation

Mixture components Measuring
unit

Recipe 1 Recipe 2 Recipe 3 Recipe 4 Recipe 5

Aluminosilicate
pulp (crushed
0.063–0.125 mm)

g 261.5 261.5 261.5 261.5 261.5

Water g 351 351 351 351 351

Cement CEM I 42.5R g 60.0 54.0 48.0 42.0 36.0

Lime Cl90 (6–9) min g 16.2 16.2 16.2 16.2 16.2

Al powder 9500 cm2/g g 1.9 1.9 1.9 1.9 1.9

Fly ash K12 Třebovice g – 6.0 12.0 18.0 24.0

Table 3 Results of the tests of physical and mechanical properties of experimental recipes

Marking Compressive
strength
(N·mm2)

Density
(kg·m−3)

Coefficient of
capillary absorption
Aw (kg·m−2.·s−0.5)

Thermal
conductiv.
coefficient λ
(W·m−1.·K−1)

Total
porosity
(%)

Recipe 1 0.82 347 0.095 0.070 81.01

Recipe 2 0.75 357 0.128 0.073 78.31

Recipe 3 0.64 357 0.121 0.073 78.27

Recipe 4 0.52 357 0.149 0.081 78.39

Recipe 5 0.38 369 0.145 0.079 75.23
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3.3 The Course of Moisture Contained in the Evaluated
Structure After the Installation of Calcium Silicate
Boards During the Following 5 Years

Figure 3 presents curves characterizing the course of moisture in the substructure
made from solid bricks that was redeveloped using the developed insulator with an
indication of the specific recipes according to Table 2.

The curve in the lowest part of the graph describes the course of moisture in the
original structure protected only by lime-cement plaster. The best results have been
obtained by applying the board insulation with the thickness of 5 cm manufactured
according to the experimental recipe no. 5, where the weight of moisture in the
substructure increases from the initial upper limit value of 4.31 % to the value of
4.65 %. According to [15], the structure with the weight of moisture in the range of
3–5 % is included in the moisture category of “low”, which is why we rate the effect
of this technical measure with very low impact on the increase of the built-in weight
of moisture as functional. The difference in the weights of moisture corresponds to
approximately 2 kg of water in 1 m3 of construction. The purpose of this technical
measure is to improve the transmission heat loss coefficient U = 1.38 W/m2·K to
U = 0.74 W/m2 ·K, i.e., by 46 %. On the other hand, if the same structure is
insulated using an insulator based on expanded polystyrene with the thickness of
2.5 cm, thus obtaining the same heat resistance as in the case of recipe no. 5 with
the thickness of 5 cm, 10 % of the weight of moisture in the structure is exceeded as
early as during the third year. The amount of moisture is classified as very high and
leads to moisture effects in the interior of the building. The lower part of the graph
makes it possible to compare the course of moisture in the developed recipes with

Fig. 3 Output of a numerical simulation of the course of the weight of moisture in masonry
substrates after application the insulating material
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autoclaved materials, which are available on the market. These materials differ from
each other in their pore structure, where one material is of macro-porous and other
one of micro-porous character.

4 Conclusion

The presented results have demonstrated that modified rubble from autoclaved
cellular concrete with the fraction of 0.063–0.125 mm is suitable as a new type of
filler for the production of thermal insulation calcium silicate boards for the seg-
ment of energy redevelopment. It is also possible to say that all the developed
recipes appear to be suitable for use in the area of energy redevelopment of
buildings with damaged waterproofing. The new feature of the research lies in the
determination of the recipes for the production of thermal insulation boards based
on waste cellular concrete pulp, omitting the autoclave process. The resulting board
retains the good properties approaching autoclaved materials, i.e., it can naturally
remove moisture from the structure and increase the thermal resistance of the
building envelope, while improving the quality of the waste materials.
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Comparison of Some Structural
and Stainless Steels Based
on the Mechanical Properties
and Resistance to Creep

Josip Brnic, Goran Vukelic and Sanjin Krscanski

Abstract Knowledge of the properties of materials and their behavior in certain
environmental conditions is one of the most important factors in the procedure of
materials selection. In accordance with this fact, this paper presents and analyzes
the experimental results relating to two structural (1.0044, 1.7228) and two stainless
steel (1.4305, 1.4122) materials. Stress-strain diagrams as well as creep curves
related to short-time creep are presented. According to the mentioned diagrams, the
ultimate tensile strength, yield strength and modulus of elasticity are determined.
On the other hand, based on material creep curves, some conclusions regarding to
creep resistance may be given. Also some data related to Charpy impact energy is
shown as well as fracture toughness assessment based on impact energy is made.
Based on experimental results it can be said that all of the investigated materials
have quite high tensile strength and yield strength. Also, these materials may be
treated as creep resistant at temperature of 400 °C if the stress level does not exceed
50 % of the yield strength at this temperature.
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energy
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1 Introduction

The material for the design of structure is usually selected in accordance with
purpose of the structure. The structure can, for example, be designed as a repository
for gas under pressure, for movement of a load, for working at elevated tempera-
tures, etc. However, the material properties of the designed structure must meet the
conditions in which the structure will operate. Properties of the material are linked
to the material chemical composition, processing path and material microstructure.
Properties that depend on microstructure are called structure-sensitive properties.
Among these properties can be counted mechanical properties like yield strength of
the material, hardness, toughness, fatigue resistance, ductility. Processing is a way
to develop and control microstructure, for example, hot rolling or something sim-
ilar. A material should meet some of the requirements such as: high tensile strength,
high creep resistance, fatigue strength, ductility, high temperature strength, heat
resistance, resistance to high temperature corrosion, etc. In that way, the designer of
the structure must be familiar with the knowledge of the material properties, e.g. he
has to assess the material behavior under certain environmental conditions. Design
philosophy includes material selection as well as production costs and both of these
processes require optimization procedures [1, 2]. In general, optimization may be
designated as making the best of things. In this case the term “best” refers to
making the structure, for example, as light as possible, e.g., to minimize weight, or
to make it as stiff as possible, etc. On the other hand, the stress analysis of the
structure in the design process is commonly performed using the Finite Element
Method [3]. It can be said that an engineering structure is usually designed, man-
ufactured, maintained/controlled in order to guarantee that it does not contain any
failures and that it can serve for the purpose for which it is intended. At room
temperature and in the absence of adverse effects, a properly designed structure can
support its static design load for an unlimited time [4]. Otherwise, at a sustained
load of a certain level at elevated temperatures inelastic strains may occur in the
material that increase with time. This phenomenon is known as creep [5]. Structure
lifetime predictions and its safety during service life are key questions regarding its
quality and reliability. Above implies that material availability, suitability for ser-
vice conditions as well as the cost of the material should be considered. However,
in engineering practice, a lot of failures may occur. These failures may be defined as
any change in the size, shape or material properties of a structure that renders it
incapable of satisfactorily performing its intended function. It is necessary to know
why and how some engineering component has failed. In that way the main points
related to the structural failure need to be mentioned and that cause of the origin of
failure as well as mode of the failure manifestation. Usually, some failure causes
worthy to be mentioned are: pre-existing defects or defects that initiate from
imperfections, structural loading, corrosion, misuse (structure subjected to the
conditions for which it was not designed), design errors, assembly error, improper
maintenance, unforeseen operating conditions, yielding, creep, buckling, etc. The
main attention in this research is paid to the comparison the material properties and
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creep resistance of selected structural and stainless steels [6–9]. Creep is usually
defined as time-dependent inelastic strain under sustained load and elevated tem-
peratures, creep may be said to be thermally activated process. Creep process at
metals can be represented by creep curve consisting of three different stages and
that primary (transient) stage, secondary (steady-state) stage and tertiary (acceler-
ating) stage. Only a few percent (1–2) of creep strains is allowable in engineering
practice. Dislocation climb, vacancy diffusion and grain boundary sliding are
usually numbered as mechanisms of creep [10]. In addition, some data related to the
minimum yield strength, tensile strength and elongation at room temperature for
hot-rolled S275JR steel can be found in Ref. [11]. A study dealing with com-
pression tests of 50CrMo4 steel to characterize its behavior at strains up to 150 % at
appropriate strain rates are presented in [12]. Appling high temperature tension tests
ductile damage evolution and fracture of a resulfurised stainless steel AISI 303
(1.4305) were analyzed in [13]. A study dealing with corrosion behavior of pipe
steels used in Carbon Capture and Storage-technique (CCS) can be found in
Ref. [14].

2 Data Related to Research

Materials under consideration were structural steels (1.0044/S275JR/ASTM A529;
1.7228/50CrMo4/AISI 4150) and stainless steels (1.4305/X10CrNiS18-9/AISI 303;
1.4122/X39CrMo17-1/AISI 420RM). Material 1.0044 was delivered as hot rolled
bar and its applications are in many areas of engineering. Material 1.7228 can be
used in statically and dynamically stressed larger cross-sections of structural
components (aircraft and automotive industry, engines and machines). Material
1.4305 was delivered as a cold drown bar. It is primarily used in applications when
corrosion or oxidation poses a problem. In addition material 1.4122 can be used in
manufacturing of pump shafts, boat shafts for use in fresh water, then in polymer
processing, compressor parts, etc. Test equipment in these investigations included:
400 kN material testing machine, the macroextensometer, a furnace (900 °C), high
temperature extensometer and a Charpy impact machine. Specimens were
machined from appropriate 18 mm steel rods. Material testing was performed in
accordance with standards: uniaxial tests at room temperature were conducted in
accordance with the standard ASTM: E8 M-11, while those at elevated tempera-
tures in accordance with the ASTM: E21-09 standard. Creep tests were performed
in accordance with ASTM: E139-11 standard, and Charpy impact tests were per-
formed in accordance with ASTM: E23-07ae1 standard. All of the mentioned
standards can be found in Ref. [15].
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3 Research Results

3.1 Mechanical Properties

To compare the mechanical properties of the considered materials uniaxial tests
were carried out. Using thus obtained engineering stress-strain diagrams at room
and elevated temperatures (see Figs. 1, 2 and 3), it is possible to determine tensile
strength, yield strength and the elastic modulus of the considered materials.

Fig. 1 Engineering stress-
strain diagrams at room
temperature for steels: 1.0044,
1.7228, 1.4305, 1.4122

Fig. 2 Engineering stress-
strain diagrams at temperature
of 300 °C for steels: 1.0044,
1.7228, 1.4305, 1.4122

Fig. 3 Engineering stress-
strain diagrams at temperature
of 600 °C for steels: 1.0044,
1.7228, 1.4305, 1.4122
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Based on the experimental results it is visible that all the materials at room
temperature have a quite high ultimate tensile strength. The following data related
to ultimate tensile strength, yield strength and modulus of elasticity at room tem-
perature are as follows: (1.0044/452 MPa/323 MPa/211 GPa; 1.7228/1147 MPa/
1090 MPa/204 GPa; 1.4305/728 MPa/467 MPa/187 GPa; 1.4122/927 MPa/
746 MPa/208 GPa). Also it is visible that the lowest value of tensile strength at all
test temperatures is the one of steel at 1.0044, while at the room temperature and at
temperature of 300 °C steel 1.7228 has the highest ultimate tensile strength. At all
of considered materials, ultimate tensile strength and yield strength decrease with
temperature increase.

3.2 Short-Time Creep Tests

Several short time creep tests were carried out at selected stress levels and selected
temperatures. At selected creep process, stress level is chosen to correspond to
approximately the same percent of yield strength of the material under consideration
that it has at the temperature of creep process. Creep tests were conducted at tem-
peratures of 400, 500 and 600 °C. Creep curves are presented in Figs. 4, 5 and 6.
As it can be seen on the basis of experiments, at a temperature of 400 °C, material
1.7228 tends to greater deformations. It should be noted, that this material was
subjected to a higher level of stress at this temperature. As for creep at temperatures
of 500 °C, it is evident that the materials 1.0044 and 1.4305 indicate a higher creep
resistance. Regarding the creep process at 600 °C, it can be said that none of tested
materials may be treated as creep resistant.

3.3 Assessment of Material Fracture Toughness Based
on Experimental Impact Energy

As it is known, the yield strength of the material is a measure in structural design
against plastic deformation while fracture toughness may serve as a measure against

Fig. 4 Short-time creep
process at temperature of
400 °C
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fracture. However, the critical value of stress impact factor (SIF) is known as plane
strain fracture toughness KIcð Þ. This case implies that the fracture toughness of the
material does not change with increasing thickness of the specimen. In general, the
fracture toughness of the material is usually tested in laboratory conditions. Also, it
can be said, that during this examination some problems may arise. On the other
hand, it is also not advisable to use the results directly in engineering practice.
To avoid some difficulties in experimental investigations, and for simplicity, the
Charpy impact method can be used for impact energy determination. Based on the

Fig. 5 Short-time creep
process at temperature of
500 °C

Fig. 6 Short-time creep
process at temperature of
600 °C
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impact energy, an assessment of fracture toughness can be made. Using, for
example, the Roberts-Newton formula that is valid regardless of temperature,
fracture toughness can be calculated as follows [16]:

KIc ¼ 8:47 CVNð Þ0:63: ð1Þ

In addition, in Table 1 some data is presented related to Charpy impact energy.

4 Conclusion

The research results presented in this paper can be useful for designers of structures
that can be made of considered materials. On the basis of presented engineering
stress-strain diagrams it is visible that all of the considered materials have enough
high mechanical properties at room temperature but these properties decrease with
an increase in temperature. Also, it is visible that material 1.7228 has the highest
mechanical properties at room temperature. Regarding creep resistance, it may be
said that at a temperature of 400 °C, materials 1.4305 and 1.4122 can be treated as
creep resistant, while at temperature of 500 °C materials 1.0044 and 1.4305 may be
treated in the same way. At the temperature of 600 °C practically none of con-
sidered materials is creep resistant. The highest value of Charpy impact energy at
room temperature was measured for the case of material to be 1.0044.

Acknowledgment Research presented in this paper has been financially supported by Croatian
Science Foundation under the project 6876 and by the University of Rijeka under the project
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Investigation of the Influence
of Improvement on the Effect of Strain
hardening of 34CrMo4 in the Production
of Seamless Steel Pressure Vessels
from Pipes

V. Marušić, I. Lacković and L. Marušić

Abstract This paper analyzes the process of making a seamless pressure vessel
Ø229 mm on a spinning machine. The pressure vessels are exposed to high
operating pressure when in use (up to 200 bar). Therefore, the material of the
pressure vessels must meet specific requirements to prevent cases of disaster and
damage. It is required to pass a burst test on one out of the 200 pressure vessels. If
the burst test meets the requirements and demands, a pressure vessel is randomly
selected from the same batch, and is used to make the test samples for testing the
mechanical properties. Only if these results meet the standard prescribed limits, the
pressure vessels can be delivered to the user. The purpose these tests, by controlling
the mechanical properties of samples made from the finished pressure vessels
before and after heat treatment by improving 34CrMo4 steel, and comparing them
with the required standard values, is to assess the technological parameters and
possible approaches in future research that could contribute to the reliability of
pressure vessels in use.

Before heat treatment and improvement, the analysis of test results shows that the
tendency to plastic deformation is relatively small, but there is the tendency to local
deformations. Local deformations indicate a possible breaking of uncontrolled
pieces of pressure vessels (“fragments”) in terms of burst. In the samples taken after
improvements of the pressure vessel, the yield point is 46 % higher than before heat
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treatment and reaches a value of approximately 950 MPa. Tensile strength reaches a
value of about 1050 MPa, which is about 17 % higher than before heat treatment.
The analysis of the curve recorded during tensile testing showed that the effect of
deformation strengthening is less pronounced and that it has almost linear character.
Plasticity is not lower, but deformation at destruction has increased from 12.8 to
16.7 %. For the deformed neck of the improved pressure vessel, strength charac-
teristics are almost unchanged, compared to the samples of the improved body of
pressure vessel. Minimal deformations at destruction increased from 12.8 to
15.1 %, and reinforcements in this case has almost linear form.

Based on this analysis, it was concluded that the results of recording the tensile
curve can be used as the indicators of the presence of anomalies that could con-
tribute to unsatisfactory results on the burst tests. It helped as the basis for a
recommendation of possible direction for the research: the selection of heat treat-
ment parameters/properties at static tensile testing.

1 Introduction

During the design of the bottle of seamless steel pipes, bottom and throat are plas-
tically deformed at an elevated temperature. After forming, it is necessary to use
appropriate heat treatment (quenching and tempering) in order to achieve equaliza-
tion of the mechanical properties of the bottom and undeformed part of the pipe,
while satisfying the set boundaries of strength and ductility. Furthermore, the min-
imum calculated wall thickness is calculated depending on the strength of steel.
Bottles are immediately thermally processed after forming quenching and then
releasing, testing the mechanical properties of the samples prepared from the bottle is
necessary to check if they meet the standard requirements prescribed. The burst test is
performed after heat treatment. The process is performed (if necessary in the presence
of inspector) in a way that the formed pressure pipe is filled with water and pres-
surized to the pressure which must be 50 % higher than the working pressure. In this
paper there are analyzed specifics of making bottles Ø229 mm. The target of tensile
tests was to record the curve of the plastic material flow, strength and ductility, and
mutual comparison of the calculated values of tensile strength and the yield point it is
necessary to evaluate the intensity of deformation hardening, and the ratio of total
elongation and elongation at maximum load estimate propensity brittle fracture.

2 Features of Building Bottles

The schematic representation in Fig. 1 shows the technological process of making
bottles from pipes on CNC machines [1]. The process consists of phases in which,
after having a control input seamless pipe (1), have to be performed: closing (2) and
forming the bottom (3) which needs to be checked (4), forming the throat (5), heat
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treatment of the bottle (6), tapping in throat of the bottle (7) and checking (8), blast
cleaning (9) and again checking (10), testing under pressure (11) and labeling bottle
(12) and paint protection (13). After the bottle is ready for delivery.

The heating is doing so that one end of pipe is inserted in a gas chamber furnace.
The required length of the heating pipe is taken empirically and is about 150 mm
for closing the bottom of the tube and ca 190 mm for the design of the bottle neck.
The tube was maintained at a temperature between 1223 and 1273 °C for 3 min.
The heated pipe from the furnace is transported to a spinning machine, and shaping
is done according to a predetermined program. After completion, the bottle is
removed from the chuck and visual control is performed. The shaped bottle is
introduced into the flow furnace for hardening. After remaining at a temperature of
#a � 870 �C=50, the bottle is hardened in the emulsion, and then immediately
transferred to the flow of a electro chamber furnace for releasing. The process of
inserting the bottle and it being ready takes about ≈55 min (Fig. 2).

1 2 3 4 5 6 7

8 9 10 11 12 13 14

Fig. 1 Scheme of technological process of making bottles [1]

Fig. 2 Stages of making bottles a forming on the Spinning machine; b bottle at the exit of boiler-
before hardening
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In Fig. 3 the manufacturer’s drawing of a seamless steel bottle is shown [2].
Requirements for the pipe material, 34CrMo4, and the main technical details of the
bottle are shown in Fig. 3. Furthermore it shows the chemical composition of the
steel and the mechanical properties of finished bottle.

3 Burst Test

Burst test is made after heat treatment, on every 200 bottles one is examinated [1].
The procedure is performed (in the presence of inspector) so that the bottle is filled
with water and pressurized to the pressure which has to be 50 % higher than
working one. Bottles for high liquefied gases (oxygen, nitrogen, argon, mixtures of
argon and carbon dioxide, hydrogen) must stand the test pressure of 300 bar due to
the fact that for these bottles intended operating pressure is 200 bar. Bottle is
pumped till the bursting. The body of the bottle must burst in the form of “fishbone”
and doesn’t burst in small tear parts “shrapnel”. The characteristic appearance of the
bottle after the test burst is shown in Fig. 4.

4 Experiment

From the viewpoint of formability it is inevitable that the manufacturing processes
impacts the properties of materials [3, 4]. Bottles can impact the addiction to
the differences between the properties of the body and the neck of the bottom of the
bottle. The throat and the bottom of the bottle are deforming on warm from the
standard pipe and standard body of the bottle stays undeformed. For the purpose of

- material of the bottle 34CrMo4 : C= 
0,30÷0,37; Si=0,15÷0,35; Mn=0,5÷0,8; 
P i S max. 0,02; Cr=0,9÷1,2 i 
MO=0,15÷0,3 [3]
- prescribed minimum properties of 
finished bottles Re=840 MPa; Rm=990 
MPa; A5=14 %;  K=25 J/cm2

(ISO V),
- main data of the bottle: volume 50 l; 
working pressure 200 bar; testing 
pressure 300 bar; minimum wall 
thickness 5,4 mm; length 1510 mm 
(+15/-10); weight of empty bottle 56,5 
kg (+5,85/-4,52). 

Fig. 3 Characteristics of seamless steel bottles Ø229 mm [2]
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testing there is selected one raw bottle-before heat treatment and one finished bottle
after heat treatment, Fig. 5.

The experiment plan requires: (1) from “raw” bottle before heat treatment; (2)
from body of finished bottle, after heat treatment; (3) from neck of finished bottle
after heat treatment.

On samples cutted from the body of the bottle, raw and heat treated, was carried
out dimensional control of wall thickness. The measurement was performed
moderate caliper at 15 sites spaced at ≈10 mm. Characteristically, that the measured
values, out on samples of raw bottles so and on samples from finished bottles, range
between 6.6 and 6.9 mm.

Figure 6a shows of test samples, according to the requirements of the standard
DIN 50125 [5], in accordance with the nominal thickness of the pipe and bottle. On
Fig. 6b there is showed sample after in the jaw of machine and connected with
extensometer. The tentacles are rewired with the computer, and activating the
appropriate program on the screen there are printed test results: force, the relative
change in length, and the line curves for plastic flow. In all tested samples the start

Fig. 4 The characteristic
appearance of the bottles after
the burst test

Fig. 5 Bottles out of which were made test samples a pipes; b bottles
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length L0 was 20 mm, and the surface of initial average S0 was 12.57 mm2. Given
the dimensions of the test samples for their capture and tightness in the jaw of
testing machine there are made appropriate adapters.

There are recorded values of forces on the yield of flowing and maximal force
and with them the yield of strength Rp0.2 and tensile strength Rm and the modulus of
elasticity E, elongation A, and extension at maximum force Ag are calculated.
Results are showed in Table 1.

5 Analysis and Conclusions

This paper points out the specifics of individual operations with emphasis on those
that may directly affect the results of the control properties of the bottle before
delivery.

Results of dimensional control shows that the wall thickness of each sample is
bigger than the minimum required value of 5.4 mm resulting from calculation.

The tearing test with the static tensile test on samples prepared from the bottle
before heat treatment (raw samples) shows that the tendency towards plastic
deformation is relatively low, with a pronounced tendency towards local defor-
mation. The study found that the delivered state (of raw bottle) tested steel
(34CrMo4) has a yield strength about 650 MPa (middle value) and a tensile
strength of about 900 MPa. Modulus of a elasticity is about 1.75 × 105 MPa. The
relative elongation at the break is between 12 and 14.37 %. The elongation at
maximum force is between 4.91 and 5.55 %.

For samples of improved body the bottle flow limit is 46.1 % than the bottles
before heat treatment and reaches a value of approximately 950 MPa. Tensile
strength reaches a value of approximately 1050 MPa, which is an increase of
approximately 17 % compared to the situation before improving. In accordance
with this change is the effect of deformation hardening which is less pronounced
and has almost linear character.

Fig. 6 Tipical shows of the samples (a); the sample after admission on testing machine jaws and
tentacles connected with extensometer (b)

202 V. Marušić et al.



T
ab

le
1

R
es
ul
ts
of

te
ar
in
g
of

te
st
sa
m
pl
es

fr
om

pi
pe

an
d
bo

ttl
e

B
ot
tle

ty
pe

Sa
m
pl
e
nu

m
be
r

E
R
p0

,2
R
m

A
g

A

G
Pa

M
Pa

M
Pa

%
%

B
od

y
of

ra
w

bo
ttl
e

1
20

0.
4

64
0.
99

91
1.
24

5.
55

13
.9
1

2
15

1.
7

68
5.
51

91
9.
52

5.
50

14
.3
7

3
17

6.
3

62
6.
09

87
5.
69

5.
21

14
.0
8

4
17

7.
6

63
0.
32

89
2.
59

5.
89

13
.7
8

5
17

4.
2

65
0.
55

91
0.
21

4.
91

12
.0
0

(c
on

tin
ue
d)

Investigation of the Influence of Improvement … 203



T
ab

le
1

(c
on

tin
ue
d)

B
od

y
of

im
pr
ov

ed
bo

ttl
e

1
20

0.
7

95
6.
80

10
49

.3
9

5.
67

16
.7
3

0
10

20
30

0

50
00

10
00

0

15
00

0

S
tr

ai
n 

in
 %

Standard force in N

 K
ri

ve
 z

at
ez

an
ja

 
2

19
5.
6

94
0.
97

10
28

.3
5

5.
03

15
.0
3

3
20

4.
3

97
2.
71

10
65

.0
5

5.
65

16
.4
8

4
20

0.
1

94
9.
00

10
37

.2
1

4.
83

12
.7
7

5
20

3.
0

96
2.
82

10
48

.8
9

4.
78

14
.4
4

N
ec
k
of

im
pr
ov

ed
bo

ttl
e

1
20

0.
9

94
3.
51

10
29

.3
4

4.
83

15
.1
4

2
19

5.
5

94
2.
67

10
34

.9
0

6.
01

16
.7
4

3
20

4.
6

96
1.
07

10
52

.7
7

5.
38

15
.4
3

204 V. Marušić et al.



The bottle neck strength characteristics are almost unchanged compared to the
samples of improved body of the bottle. It is noted that the minimum amount of
deformation in the destruction increased from 12.8 to 15.1 %. Hardening in this
case has a nearly linear form. It can be concluded that samples made from finished
bottles after heat treatment don’t have the tendency to brittle fracture.

Based on the results of the mechanical properties, there is calculated effect of
deformation strength and they can serve as previous indication ev. present danger of
brittle fracture at test bursting bottles. This has created the conditions for the
continuation of research in order to determine the influence of parameters to
improve the effect of deformation strength and in the other cases of forming on one
or two ends of the pipe.
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Computational Modeling of Structural
Problems Using Atomic Basis Functions

Vedrana Kozulić and Blaž Gotovac

Abstract This paper presents the application of the Fupn(x) basis functions in
numerical modeling of different engineering problems. Fupn(x) basis functions
belong to a class of atomic functions which are infinitely-differentiable functions
with compact support. The collocation method has been applied in the development
of numerical models. A system of algebraic equations is formed in which the
differential equation of the problem is satisfied in collocation points of a closed
domain while boundary conditions are satisfied exactly at the domain boundary.
Using this way, the required accuracy of approximate solution is obtained simply
by an increase in the number of basis functions. So, this concept represents a fully
mesh free method. The properties of the atomic basis functions enable a hierarchic
expansion of an approximate solution base either in the entire domain or in its
segments. Presented numerical models are illustrated by examples of the torsion of
prismatic bars, elasto-plastic analyses of beam bending and thin plate bending
problems. The results of the analyses are compared with the existing exact and
relevant numerical solutions. It can be concluded that the possibility of hierarchi-
cally expanding the number of basis functions in the domain significantly accel-
erates the convergence of a numerical procedure in a simple way. Values of the
main solution function, e.g. displacements, and all the values derived from the main
solution of the problem such as stresses, bending moments and transversal forces,
are calculated in the same points and with the same degree of accuracy since
numerical integration is avoided.
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1 Introduction

The most widely used method for numerical analysis of structural problems is the
finite element method [1]. Solving of non-linear engineering problems, in distinc-
tion from linear analyses, requires more complex numerical tool and therefore,
larger number of numerical operations. For example, in elasto-plastic analyses it is
interesting to detect plasticized zones and monitor their propagation parallel with
the increase of load. In numerical procedures based on the weak formulation, plastic
failure always is recorded before it really happens. This is the consequence of the
fact that the yielding criterion [2] is not tested in the same points in which dis-
placements are calculated.

Instead of traditional discretization into finite elements, in this paper the entire
domain is analyzed at once. The approximate solution of the problem is assumed in
the form of a linear combination of basis functions. Functions, which are imple-
mented in the numerical analyses in this paper, are the Fup basis functions. They
belong to a class of finite, infinitely differentiable functions named after their
authors, Rvachev’s basis functions or atomic functions [3–5]. The existing
knowledge on atomic functions is systemized in Gotovac and Kozulić [6], basis
functions are transformed into numerically applicable form, and the first steps for
their use in practice are realized. The Fup basis functions belong to a space con-
taining algebraic polynomials. These functions have good approximation properties
as well as very important properties of universality [4, 6], which enables a hier-
archic expansion of an approximate solution base on the domain. Because of the
infinite derivability of basis functions, derivatives of all orders, required by dif-
ferential equations and boundary conditions, can be used directly in the numerical
procedure. Therefore, the collocation method has been applied in the development
of numerical models. This concept represents a fully mesh free method [7–9] and
further in the text will be referred to as FCM (Fup Collocation Method).

We created numerical models by applying an incremental-iterative procedure for
monitoring the propagation of plastic zones in the cross-section. The proposed
mesh free method is illustrated in examples of the elasto-plastic analyses of bending
of straight beams and torsion of prismatic bars. Also, we applied FCM in solving
thin plate bending problems. Numerical results obtained by the FCM are compared
to exact solutions and numerical solutions obtained by the FEM.

2 Atomic Basis Functions

Atomic basis functions are infinitely-differentiable functions [3, 6] which possess
the characteristics of the practical application of splines (compact support) and, at
the same time, the property of universality which is a characteristic of algebraic and
trigonometric polynomials. Atomic functions y(·) are defined as solutions of dif-
ferential functional equations of the following type:
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LyðxÞ ¼ k
XM
k¼1

Ckyðax� bkÞ ð1Þ

where L is a linear differential operator with constant coefficients, λ is a nonzero
scalar, Ck are coefficients of the linear combination, a > 1 is a parameter that defines
the length of the compact support, and bk are coefficients that determine dis-
placements of the basis functions. The choice of the differential operator L deter-
mines the type of finite function. Rvachev and Rvachev [3], in their pioneering
work, called these basis functions “atomic” because they span the vector spaces of
all three fundamental functions in mathematics: algebraic, exponential and trigo-
nometric polynomials.

In numerical modeling, we applied the atomic basis functions of algebraic type.
The simplest function, which is the most-studied of the atomic basis functions, is
the up(x) function. The function up(x) is a smooth function with compact support
over [−1, 1], which is obtained as a solution of a differential functional equation

up0ðxÞ ¼ 2upð2xþ 1Þ � 2upð2x� 1Þ ð2Þ

with the normalized condition
R1
�1 upðxÞdx ¼ R 1

�1 upðxÞdx ¼ 1. The function up
(x) can be expressed as an inverse Fourier transform:

upðxÞ ¼ 1
2p

Z1

�1
eitx

Y1
j¼1

sinðt2�jÞ
t2�j

� �
dt: ð3Þ

Since Eq. (3) represents an exact but mathematically-intractable expression,
Rvachev and Rvachev [4], Gotovac and Kozulic [6] provided a numerically more-
adequate expression for calculating the function up(x):

upðxÞ ¼ 1�
X1
k¼1

ð�1Þ1þp1þ���þpkpk
Xk
j¼0

Cjkðx� 0; p1. . .pkÞ j ð4Þ

where coefficients Cjk are rational numbers determined according to the following
expression:

Cjk ¼ 1
j!
2jðjþ1Þ=2upð�1þ 2�ðk�jÞÞ; j ¼ 0; 1;. . .; k; k ¼ 1; 2;. . .;1: ð5Þ

Calculation of the upð�1þ 2�rÞ; r 2 [0, ∞] in binary-rational points in Eq. (5),
as well as all details regarding the calculation of the function up(x) values, are
provided in Gotovac and Kozulić [6]. The argument x� 0; p1. . .pkð Þ in Eq. (4) is
the difference between the real value of coordinate x and its binary form in k bits,
where p1. . .pk are digits, 0 or 1, of the binary representation of the x coordinate.
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Therefore, the accuracy of the x coordinate computation and thus the accuracy of
the up(x) function at an arbitrary point, depends on machine accuracy.

From Eq. (2), it can be seen that the derivatives of the up(x) function can be
calculated simply from the values of the function itself. The general expression for
the derivative of the mth degree is

upðmÞðxÞ ¼ 2C
2
mþ1

X2m
k¼1

dkupð2mxþ 2m þ 1� 2kÞ; m 2 N ð6Þ

where C2
mþ1 ¼ mðmþ 1Þ=2 is the binomial coefficient and dk are the coefficients

with value ±1, according to the recursive formulas d2k�1 ¼ dk; d2k ¼ �dk;
k 2 N; d1 ¼ 1. It can be observed that the derivatives consist of the up(x) function
compressed to an interval of 2�mþ1 length, with ordinates extended by the 2C

2
mþ1

factor.
For numerical purposes, Fupn(x) basis functions are more suitable and efficient

than up(x) basis functions where n is the Fup order. Index n denotes the highest
degree of the polynomial that can be expressed exactly as a linear combination of
n + 2 Fupn(x) basis functions, uniformly displaced by a characteristic interval 2�n.

For n = 0, Fup0ðxÞ ¼ upðxÞ, since Fupn(x) and its derivatives can be calculated
using a linear combination of displaced up(x) functions:

FupnðxÞ ¼
X1
k¼0

CkðnÞup x� 1� k
2n

þ nþ 2
2nþ1

� �
ð7Þ

where C0ðnÞ ¼ 2C
2
nþ1 ¼ 2nðnþ1Þ=2. In turn, CkðnÞ ¼ C0ðnÞ � C0

kðnÞ, where a recursive
formula is used for calculating auxiliary coefficients C0

kðnÞ:

C0
0ðnÞ ¼ 1; when k ¼ 0; i:e:; when k[ 0

C0
kðnÞ ¼ ð�1ÞkCk

nþ1 �
Xmin k;2nþ1�1f g

j¼1

C0
k�jðnÞ � djþ1:

ð8Þ

The Fupn(x) function support is determined as [�ðnþ 2Þ2�n�1; ðnþ 2Þ2�n�1].
The basis function for numerical analyses of two-dimensional problems is

obtained from the Cartesian product of two one-dimensional Fup functions defined
for each direction:

Fupn x; yð Þ ¼ Fupn xð Þ � Fupn yð Þ: ð9Þ

Calculations of all required derivatives of the function Fupn(x, y) can be written
in an analogue form.
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3 Fup Collocation Method

It is known that functionality of the collocation method depends on the selection of
basis functions and collocation points. Prenter [10] proved the stability of numerical
procedures with the spline functions when collocation is performed in so-called
natural knots. He developed proofs for existence and uniformity of the solution and
error estimate. Since Fup functions can be regarded as splines of an infinite degree,
it can be shown [11] that for them it is also optimal to perform collocation in natural
knots of basis functions, i.e. vertices of basis functions situated in a closed domain
such as e.g. for the base in x-direction formed by functions Fup2(x) shown in Fig. 1.

This selection of collocation points provides the simplest numerical procedure,
the banded collocation matrix is obtained, which is diagonally dominant and thus
well conditioned. This selection also implies uniformly distributed nodes set in each
coordinate direction.

When practical problems are being solved with Fup basis functions, it is needed
to map a virtual domain in which basis functions are defined into a real domain in
which the problem is defined. An approximate solution base is formed on the unit
virtual domain defined by the curvilinear coordinate ξ.

The compact support of the Fupn(x) basis function consists of (n + 2) charac-
teristic intervals of equal lengths Δxn = 2−n. Therefore, the unit domain can be
divided into 2n intervals of mutually equal lengths Δxn without rest. When the unit
domain is divided to Nξ intervals of mutually equal lengths Δξ, the calculation of
Fupn(ξ) functions values and their derivatives at a general characteristic interval Δξ
should be done in the following form:

FupðmÞn ðnÞ ¼ 1
2n � Dn

� �m

�FupðmÞn
1

2nDn
� n

� �
ð10Þ

where m is the order of the derivative.
An approximate solution is sought in the form of a linear combination of dis-

placed basis functions given in Eq. (10):

~uðnÞ ¼
XiN
i¼�i1

Ci � Fupn
1

2n � Dn n� i � Dxn
� �� �

ð11Þ

-1 0 1 2 3 4 5

vertices of basis functions

natural knots - collocation points

Fig. 1 Collocation points of the base formed by Fup2(x) functions
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namely in collocation points:

uðnlÞ ¼
XiN
i¼�i1

Ci � Fupn
l� i
2n

� �� �
ð12Þ

where:
i counter of basis functions

i1 ¼ nþ 1
2

� �
the first basis function, the maximum integer of the fraction within
square brackets

iN ¼ Nn þ n
2

h i
last basis function

l index of the collocation point, l ¼ 0; 1; . . .;Nn

nl ¼ l � 1
Nn

coordinate ξ of the lth collocation point.

3.1 Multilevel Approach

Atomic functions form a vector space which has the property of universality [4, 6].
It means that the vector space of nth dimension is contained within the vector space
of (n + 1) dimension. This very property enables a hierarchic adding of basis
functions in the domain to the initial base of an approximate solution. The hier-
archic expansion of an approximate solution base is realized by an algorithm in
which new functions, which are all images of the same mother basis function, are
added to the base of an initial solution, but displaced and compressed or stretched in
comparison with the initial base.

When the distribution of basis functions mutually displaced by Dn is selected,
then the selected base is at the “zero level” of approximation. At the first level,
functions are added, displaced by Dn=2 in reference to the functions of zero level,
and compressed to 1=2 of the length of basis functions support at zero level. At the
second level, added basis functions are displaced by Dn=4 in reference to “zero
level” with the support length which is 1=4 of the length of basis function support at
zero level. At higher levels of approximation, the base is built by analogy. Figure 2
shows hierarchic expansion of the vector space of basis functions Fup4(x) at the first
and second levels. Compression of the functions to 1/2 of the support from the
preceding level is the consequence of basic properties of atomic functions [6].

Numerical tests [11] for different densities of collocation points showed that it is
sufficient to satisfy the boundary conditions with basis functions of zero level while
basis functions of higher levels correct the solution.

For numerical analyses of 2D problems, hierarchic expansion of an approximate
solution base is performed simultaneously for each coordinate direction.
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This multilevel approach can be applied in the entire given domain or only in a
part of the domain e.g. at concentrated load locations, for singularities such as
concave breaks in the edge where stress concentration occur, or in plasticization
zones in elasto-plastic analyses.

4 Elasto-Plastic Analyses of Beam Bending

Bending of a beam loaded with distributed forces q(x) is described by differential
equation of the fourth order:

d2

dx2
EI ðxÞ d

2wðxÞ
dx2

� �
¼ qðxÞ ð13Þ

ZERO LEVEL

THE FIRST LEVEL

THE SECOND LEVEL

x

k=0

(a)

(c)

(b)

k= -1 3=k2=k1=k2-=k

Fup4(x-k/16)

x

x

x

x/2 x/2

x/4 x/4

Δ

Δ

ΔΔ

Δ

Fig. 2 Hierarchic expansion of a vector space by atomic functions Fup4(x)
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or, written in numerically more acceptable form, by the system:

d2MðxÞ
dx2

¼ �qðxÞ; EI ðxÞ d
2wðxÞ
dx2

¼ �MðxÞ ð14Þ

and respective boundary conditions. In previous equations E is the Young’s
modulus, I is the moment of inertial of the cross-section, w is deflection of the beam
whereas M is the bending moment.

With the assumption of an ideal elasto-plastic material, plastic deformations in
the cross-section occur when the greatest stress exceeds the uniaxial yield stress σY.
The limit bending strength of the critical cross-section is reached when its elastic
core disappears and the so-called plastic hinge is formed [12].

A numerical model for monitoring of yielding of the beam by an incremental-
iterative procedure until failure is developed by applying FCM with a hierarchic
expansion of an approximate solution base. Atomic functions Fup4(x) are used in
the model.

Plastic yielding never occurs in the entire domain, but only in the part of the
beam out of which the material behaves as linear-elastic. In the first incremental
step of non-linear calculation, the initial density of the basis functions is selected,
and then, with the increase in load, basis functions are added only between col-
location points in which plastic deformations have been registered in the previous
load increment. Therefore, parallel with the increase in the plasticization level of the
beam, also increases the level of accuracy of an approximate solution. The matrix of
the system from the previous level is contained within the matrix of the system at
the next level, which makes the numerical procedure efficient.

4.1 Simply Supported Beam Subjected to a Concentrated
Force in the Middle

The bending of a beam with a rectangular cross-section loaded with a concentrated
force F is considered, according to Fig. 3. By an increase in the load intensity,
plastic deformations are increasing in the central cross-section until plastic hinge is
formed. According to the analytical solution [12], the limit value of force F, when

L = 300 cm

h=30 cm

b=15 cm

z

F

x y

z

E = 21000 kN/cm2

σY = 28.0 kN/cm2

Fig. 3 Simply supported beam subjected to a concentrated force in the middle
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plastic failure occurs, for the given values E and σY, is Fpl = 1260 kN. The max-
imum beam deflection which corresponds to the limit force Fpl is wpl = 1.4815 cm.

In order to evaluate the results obtained by FCM, an example is analyzed also by
the FEM [13] with three-node isoparameteric finite elements and Lagrange poly-
nomials of the 2nd degree as basis functions. Figure 4 shows the diagrams of
convergence of numerical solutions obtained by these two methods. The diagrams
show obtained values of the maximum deflection wpl at the moment of plastic
failure depending on the number of basis functions Fup4(x) in FCM i.e. the number
of finite elements in FEM.

In Fig. 4, it can be observed that at failure analytical value of the deflection at the
beam’s midspan [12] can never be achieved by FEM. Regardless of the number of
finite elements, deflection at failure is always smaller than an exact value, while the
numerical solution obtained by FCM quickly converges towards an exact solution.
The reason is that in FEM deflections are calculated in nodes while in numerical
integration stresses are determined in Gaussian integration points. In FCM, the
criterion of plasticization is tested in collocation points i.e. in the same points in
which displacements are calculated. It ensures that incremental-iterative procedure
provides a good description of a real elasto-plastic behaviour of the beam.

4.2 Supported Cantilever Under Uniformly Distributed Load

A beam clamped at one end, supported at the other end and loaded with a uniformly
distributed load q, as shown in Fig. 5a, is analyzed. The geometric characteristics of
the beam and the material properties are the same as in previous example (see
Fig. 3).

The bearing capacity of this statically undetermined structure will be completely
exhausted only after the formation of two plastic hinges: on the left support and at
the midspan. According to Ref. [12] the limit load, at which the mechanism is
formed, is q ¼ 1:4571 � q0, where q0 is the limit load for a simply supported beam.
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Fig. 4 Convergence of numerical solutions for simply supported beam
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Fig. 5 Plastic yielding of the supported cantilever beam under uniformly distributed load obtained
by FCM
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Figure 5b gives deflection lines of the beam for different load factors f: from the
moment when the entire beam is in a linear domain until the moment when plastic
failure occurs. Figure 5c illustrates the propagation of plastic zones from the
moment of first occurrence of plastic deformations at the clamped end until failure
i.e. forming of the plastic hinge also at the midspan, when the height of the elastic
core almost equals zero. Figure 5d gives the bending moments diagrams depending
on different load intensity. The total bending moment is separated into elastic core
moment and the moment that plasticized part of the cross-section can take over.

The numerical solution by FCM presented in Fig. 5 completely coincides with the
analytical solution to the factor f = 1.45 which corresponds to 99.5 % of the value of
the limit load factor fpl = 1.4571. It shall be noted that by FEM it is not possible to
monitor the beam behaviour until complete loss of the bearing capacity, but only to
the load q ¼ 1:22 � q0, i.e. load factor that is 83.7 % of the limit value fpl, when the
numerical procedure is interrupted and the appearance of the mechanism is recorded.

5 Elasto-Plastic Analyses of Prismatic Bars Torsion

The elastic torsion of a bar is a classical problem in the theory of elasticity [14, 15].
This problem may be formulated in terms of the Dirichlet boundary value problem
of the Poisson equation:

@2Uðx; yÞ
@x2

þ @2Uðx; yÞ
@y2

¼ �2G#; UjC¼ 0: ð15Þ

where U x; yð Þ is the stress function, G is the shear modulus, while ϑ is the angle of
twist per unit length of a bar. Shear stress components are determined according to
the following expressions:

sxz ¼ @U=@y; syz ¼ �@U=@x: ð16Þ

Torsion rigidity of the cross-section for # ¼ 1 is the double volume under the
surface of the stress function Φ:

Ct ¼ 2
ZZ

Udxdy: ð17Þ

In case of a cross-section with multiple boundary, unknown constant values of
the stress function at inner boundaries Ci are determined based on the theorem on
circulation of shear stresses. The following condition must be satisfied at each
boundary of the opening:

�
Z
Ci

@U
@ni

dC ¼ 2G#Ai; i ¼ 1; 2; . . .; n ð18Þ
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where Ai is the area of each opening, ni is the normal to the inner boundary Ci,
while n is the number of openings.

The material starts to deform plastically when the resulting shear stress in a point
reaches a critical value τY. Then, the Poisson equation is satisfied in the elastic part
of the domain while the yielding criterion [2]:

@U
@x

� �2

þ @U
@y

� �2

¼ s2Y ð19Þ

is satisfied in its plastic part. The greatest value of the torsion moment occurs when
the entire cross-section is plasticized. It is the limit torsion moment Mpl. Elasto-
plastic analyses includes determination of the angle of twist # at which plastici-
zation begins as well as monitoring of the expansion of plastic zones until limit
moment Mpl is reached.

By applying Fup Collocation Method, approximate solution base is formed on
the unit virtual domain defined in the system (ξ, η) according to a scheme shown in
Fig. 6.

For rectangular cross-section of a × b dimensions, the differential equation of the
problem and boundary condition from Eq. (15) can be written in the system
(ξ, η) as:

 -1  0 N21  N +1

 -1

 1

 2

 N

 N +1

 (i,j) (i-1,j)  (i+1,j)

 (i-1,j-1)  (i,j-1) (i+1,j-1)

 (i-1,j+1)  (i+1,j+1) (i,j+1)

mark of basis function
with the vertex outside
the area

 collocation point

vertex of basis function -
origin of local coordinate
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η

η

η

Δ

ηΔ

ξ

ξ ξ ξ

Fig. 6 Distribution of basis functions on the unit virtual 2D domain
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1
a2

@2U n; gð Þ
@n2

þ 1
b2

@2U n; gð Þ
@g2

¼ �2G#; 0� n� 1; 0� g� 1; ð20Þ

U n; gð Þ ¼ 0 for n ¼ 0; n ¼ 1; g ¼ 0; g ¼ 1: ð21Þ

Collocation is performed in ðNn þ 1Þ � ðNg þ 1Þ equidistant points, while basis
functions with vertices outside the domain, see Fig. 6, are retained so the basis
functions set can be complete. Governing Eq. (20) is satisfied in all collocation
points of the domain except in corners:

XNnþ1

i¼�1

XNgþ1

j¼�1

Cij
1
a2

@2Fij n ; gð Þ
@n2

þ 1
b2

@2Fij n ; gð Þ
@g2

� �
¼ �2G#; ð22Þ

boundary condition (21) is satisfied in all collocation points of the domain sides:

XNnþ1

i¼�1

XNgþ1

j¼�1

Cij � Fij n; gð Þ ¼ 0; ð23Þ

while three more conditional equations are satisfied in corners:

XNnþ1

i¼�1

XNgþ1

j¼�1

1
a2

Cij
@2Fij n; gð Þ

@n2
¼ 0

XNnþ1

i¼�1

XNgþ1

j¼�1

1
b2

Cij
@2Fij n; gð Þ

@g2
¼ 0

XNnþ1

i¼�1

XNgþ1

j¼�1

1
a2b2

Cij
@4Fij n; gð Þ
@n2@g2

¼ 0

: ð24Þ

Boundary conditions are therefore exactly satisfied on the domain boundary and
not only discretely in collocation points.

In the equation system (22)–(24), Nn and Ng denote numbers of partitions of a
unit domain in directions ξ and η respectively; i and j are counters of the basis
functions in ξ i.e. η directions, while Fij n; gð Þ is the basis function Fup2 n; gð Þ with
the vertex at the point (i, j). Depending on the number of partitions, function
Fup2 n; gð Þ support is condensed to ð4Dn� 4DgÞ; Dn ¼ 1=Nn, Dg ¼ 1

�
Ng. Partial

derivatives values of basis functions in Eqs. (22)–(24) are determined according to
the following expression:
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@ mþnð ÞFij n; gð Þ
@nm@gn

¼ 1
4Dn

� �m

� 1
4Dg

� �n

�FupðmþnÞ
2

1
4Dn

n� i
4
;

1
4Dg

g� j
4

� �
: ð25Þ

Since the function Fup2 n; gð Þ is a finite function with the support consisting of
4� 4 characteristic intervals, the solution function value at collocation point (i, j)
can be approximated by linear combination in the following form:

U ni; gj
	 
 ¼ Xiþ1

k¼i�1

Xjþ1

l¼j�1

Ckl � Fkl ni; gj
	 
 ð26Þ

Values of all other basis functions at the point (i, j) are equal to zero. Therefore, a
support domain of the point (i, j) is nine. In such a way, banded matrix of the
system is obtained.

5.1 Torsion of a Prismatic Bar with a Square Cross-Section

Let us consider a bar with square cross-section length of sides 2a ¼ 10 cm,
G ¼ 1:0 kN

�
cm2, sY ¼ 14:0 kN

�
cm2. Assuming that the bar is not deformed until

the yielding limit is exceeded, limit torsion moment can be determined according to
expression ð8sYa3Þ=3 and, for given values, equals Mpl = 4666.667 kNcm. In
reality, an indefinitely large angle of twist is required to obtain full plasticization of
the cross-section.

A numerical model for elasto-plastic analysis of prismatic bars torsion is
developed based on the FCM. Gradual plastic yielding of the cross section with the
increase in the angle of twist is monitored by an incremental-iterative procedure and
illustrated in Fig. 7. Plastic zones first occur at the domain boundary, and then
spread towards the inside. We started the calculation with an initial density of 11
collocation points in each coordinate direction. When collocation points are
detected in which the plasticity criterion is satisfied, the number of basis functions is

= 1475.4= 7.5= 3.5= 2.5

 --  elastic core --  plastic zone

ϑ ϑ υ

Fig. 7 Plastic yielding of a bar with a square cross-section under the torsion moment
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increased only in plastic part of the cross-section while in elastic core initial density
at zero level is retained. Thus, the movement of the plastic zone boundary is
successfully simulated until elastic core completely disappears. In that moment, the
number of basis functions was 2809.

5.2 Analyses of Curvilinear Domains by FCM

The Fup CollocationMethod can be applied successfully to curvilinear domains, too.
The parametric form is extremely adequate for description of surfaces and, using

the Coons formulation [16], can be written in the following form:

Pðn; gÞ ¼ 1� nð Þ n½ � Qð0; gÞ
Qð1; gÞ

� �
þ Qðn; 0Þ Qðn; 1Þ½ � 1� g

g

� �

� 1� nð Þ n½ � Qð0; 0Þ Qð0; 1Þ
Qð1; 0Þ Qð1; 1Þ

� �
1� g

g

� � ð27Þ

where Q(0, 0), Q(0, 1), Q(1, 0) and Q(1, 1) are position vectors at the four corners
while Q(ξ, 0), Q(ξ, 1), Q(0, η) and Q(1 ,η) are four boundary curves, see Fig. 8.
Changing the parameters ξ and η in equal steps on the interval [0, 1] using Eq. (27),
equidistant collocation points within the given domain are obtained.

Thus, for curvilinear domains, the partial differential equation of the torsion
problem, Eq. (15), has the following collocation form:

XNnþ1

i¼�1

XNgþ1

j¼�1

Cij� FXX
@2Fij n; gð Þ

@n2

�
þ FXE

@2Fij n; gð Þ
@n@g

þ FEE
@2Fij n; gð Þ

@g2

þ FX
@Fij n; gð Þ

@n
þ FE

@Fij n; gð Þ
@g

�
¼ �2G#

ð28Þ

Q(0,0)
Q( ,0)

Q(0,1)

Q(1,0)

Q(1,1)

Q( ,1)

Q(0, )
Q(1, )

ξ

ξ

ξ

η

η

η

Fig. 8 A Coons surface patch
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where:

FXX ¼ @n
@x

� �2

þ @n
@y

� �2

; FEE ¼ @g
@x

� �2

þ @g
@y

� �2

;

FXE ¼ 2 � @n
@x

@g
@x

þ @n
@y

@g
@y

� �

FX ¼ @n
@x

@ @n
@x

	 

@n

þ @g
@x

@ @n
@x

	 

@g

þ @n
@y

@ @n
@y

� �
@n

þ @g
@y

@ @n
@y

� �
@g

FE ¼ @n
@x

@ @g
@x

� �
@n

þ @g
@x

@ @g
@x

� �
@g

þ @n
@y

@ @g
@y

� �
@n

þ @g
@y

@ @g
@y

� �
@g

:

ð29Þ

Partial derivatives of elements of the inverse mapping matrix in expressions of
Eq. (29) are determined by derivations of parametric equations of a surface
(Eq. 27), while partial derivatives of the basis functions are determined according to
Eq. (25).

Example Plastic yielding of a bar with a cross-section in the form of an eccentric
ring.

Elastic and elasto-plastic analyses of a bar with a cross-section in the form of an
eccentric ring, shown in Fig. 9a, were made by FCM. An analytic solution exists for
this shape of a cross-section [15].

A real domain of a cross-section is mapped into the virtual unit domain using
Eq. (27) where sides (1) and (2), see Fig. 9b, are described using the parametric
equations of a circle; sides (3) and (4) overlap in a real domain.

Convergence of torsion rigidity value Ct and stress function value Φ on the inner
boundary Γ1 with an increase in the number of collocation points is given in

(a)

(b)

Fig. 9 a Cross-section geometry (eccentric ring) of a bar subjected to twist angle ϑ; b mapping of
the considered domain
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Table 1. Figure 10 shows the stress function surface obtained by the FCM for
ϑ = 1.0.

For the purpose of elasto-plastic analysis, twist angle ϑ increases to the full
plastic yielding. The theoretical value of the limit torsion moment Mpl for the yield
stress value sY ¼ 14:0 is 37708.746. Figure 11 shows surface shapes and isolines of
the stress function Φ obtained by FCM for different load increments, from fully
elastic to fully plastic state.

6 Analyses of Thin Plate Bending

Bending of thin homogenous isotropic plates is described by the following differ-
ential equation:

r4w ¼ pðx; yÞ
D

ð30Þ

and respective boundary conditions, where D is flexural rigidity, p is normal
pressure while w is deflection of the plate.

Since plate behaviour is described by a partial differential equation of the fourth
order, in numerical modeling using the FCM it is most adequate to select Fup4(ξ, η)
as basis functions. This basis function has 6 characteristic intervals per each
coordinate direction, so two series of vertex points are outside the domain which are

Table 1 Numerical results of elastic analyses depending on Nξ and Nη

Number of coll. points:
(Nξ + 1) × (Nη + 1)

UjC1
U�Uexact
Uexact

Ct
Ct�Ctexact
Ctexact

Nξ = 10, Nη = 20 41.387 5.32 % 28,345.72 2.57 %

Nξ = 20, Nη = 40 40.279 2.50 % 27,976.24 1.24 %

Nξ = 50, Nη = 100 39.649 0.90 % 27,768.75 0.48 %

Nξ = 100, Nη = 200 39.445 0.38 % 27,701.30 0.24 %

Exact solution [15] 39.297 – 27,634.63 –

X
Y

Z

Fig. 10 Stress function surface Φ(x, y) for elastic state of a bar
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Y X

Z

(c)

Y X

Z

(e) (f)

(d)

Y X

Z

(a) (b)

Fig. 11 Plastic yielding of a cross-section in the form of an eccentric ring: (a, b) for ϑ = 0.5; (c,
d) for ϑ = 3.285; (e, f) for ϑ → ∞
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required for the complete Fup approximation. For all external basis functions,
corresponding collocation points are located at the boundary.

Therefore, an approximate solution of the problem is sought using Nn þ 1ð Þ �
Ng þ 1
	 


collocation points i.e. Nn þ 5ð Þ � Ng þ 5
	 


basis functions. When the
FCM is applied to a rectangular plate of (a × b) size, collocation form of the
differential Eq. (30) is:

XNnþ2

i¼�2

XNgþ2

j¼�2

Cij
1
a4

@4Fij n ; gð Þ
@n4

þ 2
a2 � b2

@4Fij n ; gð Þ
@n2@g2

�
þ 1
b4

@4Fij n ; gð Þ
@g4

�
¼ p

D
ð31Þ

In Eq. (31), Fijðn; gÞ is the basis function Fup4ðn; gÞ with the vertex in point (i, j),
while partial derivatives of basis functions are determined according to the fol-
lowing expression:

@ mþnð ÞFij n; gð Þ
@nm@gn

¼ 1
16Dn

� �m

� 1
16Dg

� �n

�FupðmþnÞ
4

1
16Dn

n� i
16

;
1

16Dg
g� j

16

� �

ð32Þ

Numerical solving of the given problem by the FCM is reduced to searching of Cij

unknown coefficients of linear combination by solving the system of Eq. (31)
complete with respective boundary conditions. For a plate simply supported on all
four edges, the boundary conditions are:

wðn; 0Þ ¼ wðn; 1Þ ¼ wð0; gÞ ¼ wð1; gÞ ¼ 0

@2w

@n2
ð0; gÞ ¼ @2w

@n2
ð1; gÞ ¼ @2w

@g2
ðn; 0Þ ¼ @2w

@g2
ðn; 1Þ ¼ 0

ð33Þ

For a plate clamped on all four edges, boundary conditions are:

wðn; 0Þ ¼ wðn; 1Þ ¼ wð0; gÞ ¼ wð1; gÞ ¼ 0

@w
@n

ð0; gÞ ¼ @w
@n

ð1; gÞ ¼ @w
@g

ðn; 0Þ ¼ @w
@g

ðn; 1Þ ¼ 0
ð34Þ

Conditional equations at the corner of the plate are obtained by Cartesian
product of operators in boundary conditions on plate edges intersecting in that
corner.

The numerical model has been tested on the example of homogeneous isotropic
thin square plate with side length a and different boundary and loading conditions.
Numerical results obtained by FCM are compared with analytical solutions [17] in
Table 2. The presented method shows excellent corresponding with the exact results.
As it can be seen in Table 2, deviations of numerical values from the analytic ones is
of the same order also for the deflection in the centre of plate, which represents a main
solution, as well as for bending moments which are derived values.
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Figure 12 shows bending moments Mxx and transverse forces Qx on clamped
uniformly loaded square plate. It can be observed that boundary curves of bending
moment and transverse force diagrams are extremely smooth which is the conse-
quence of high smoothness of applied basis functions, which also means that
boundary conditions are exactly satisfied.

Figure 13 shows distributions of the bending moment and transverse force on
clamped square plate loaded by concentrated force in the middle. It can be con-
cluded that the numerical solution obtained by FCM accurately describes real
behaviour of the plate even in the case of a concentrated load.

X

Z
Y

(a)
Mxx X

Z

Y

(b)
Qx

Fig. 12 Clamped plate under uniformly distributed load: a bending moments Mxx; b transverse
forces Qx

Mxx

(a)

X Y

Z

Qx
(b)

Fig. 13 Clamped square plate subjected to concentrated force in its middle: a bending moments
Mxx; b transverse forces Qx
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7 Conclusions

This paper presents the numerical modeling of engineering problems by the mesh
free collocation method based on using atomic basis functions. These functions are
not commonly used in numerical analyses. So, the primary purpose of this work is
to popularize application of atomic functions in numerical solving of different
engineering problems. Numerical models developed in this work are illustrated by
examples of the torsion of prismatic bars, elasto-plastic analyses of beam bending
and thin plate bending problems. The numerical examples show that the new
method efficiently simulates the real non-linear behaviour of the structure by
comparing with the exact solutions. More accurate results are attained with the
FCM in comparison with the Finite Element Method which always records plastic
failure before it really happens. In the Fup Collocation Method, the criterion of
plasticity is tested in the same points for which the values of the solution function
are calculated i.e. in collocation points. Thus, the numerical procedure with the
FCM is stable until plastic failure occurs.

The main advantages of the proposed mesh free method can be pointed out: (1)
an arbitrarily accurate numerical solution is obtained by arbitrary increase in the
number of basis functions over the domain; (2) predefined mesh and numerical
integration are avoided: there are no stress discontinuity problems existing on
interfaces between the finite elements; (3) values of the main solution function and
all values derived from the main solution are calculated in the same points with the
same level of accuracy; (4) all fields derived from the main solution can be
expressed by continuous functions on the entire domain; (5) using the parametric
formulation for the description of a given domain geometry, the method is adapted
to analyses of curvilinear domains; (6) the method is convenient for multilevel
approach i.e. hierarchic increase in number of basis functions on the domain or its
parts without intrusion into the rest of the domain; (7) the multilevel approach
provides a simple way to increase the accuracy of an approximate solution in places
where plastic yielding occurs and also accelerates the convergence of incremental-
iterative procedure.
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Simulation of Plastic Deformation
Behaviors of Bulk Metallic Glasses
with Micro- and Nano-sized Pores

Hong-Ying Zhang and Guang-Ping Zheng

Abstract Based on the phase-field model for deformations in bulk metallic glasses
(BMG), shear banding in BMG with micro- and nano-sized pores is simulated and
the thermo-plastic deformation behaviors are investigated. In the simulations, we
use the free-volume concentration w0 at the pore surface as a measure of the
roughness of the pore. We obtain the critical w0 when shear bands are initiated from
the pore surface under different loading conditions. The effect of local heating due
to shear banding on the critical w0 is also quantitatively determined. By considering
the heat conduction around pores, shear banding around vacuum pores or pores
filled with helium gas are found to be quite different. It is shown that the nano-sized
pores act as sinks or sources for shear bands when the pore surfaces are tailored.
The simulations indicate that engineering BMG with nano-sized pores is effective in
improving their ductility.

Keywords Metallic glasses � Shear bands � Phase-field modeling � Nano-sized
pores

1 Introduction

Bulk metallic glasses (BMG), which are topologically disordered solids without
long-range translational order, as seen in crystalline materials, have high fracture
toughness, high strength-to-density ratio, good thermal conductivity and corrosion
resistance. However, shear deformation always confined in the narrow localized
shear zones in BMG makes these outstanding materials not practical in structural
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application. Thus, a lot of efforts have been made to develop new kinds of BMG
exhibiting ductility [1–6]. It has been of great interest that a certain volume fraction
of pores are effective in enhancing the plasticity of BMG without much degradation
of its mechanical strength, which is demonstrated first in porous BMG or BMG
foams with micro-sized pores [7, 8]. Recently it is found that artificially patterned
pores on BMG surfaces or in BMG heterostructures could hinder the catastrophic
spreading of shear bands during plastic deformations [9–12], especially those pores
with sizes below several hundred nanometers [11, 12]. The mechanical properties
of the BMG containing micro-sized or nano-sized pores are much related to the
concentration of the pores. In particular, the enhanced ductility of BMG comes
from the pores acting as powerful stress concentrators as well as multi-axis stress
conditions which result in the multiplication of shear bands.

Shear localization, as the only mechanism for the catastrophic failure of glassy
alloys, has attracted significant attention. For examples there are various investi-
gations on this issue using conventional continuum mechanics [13, 14], free-vol-
ume-exhaustion mechanism [15] and experimental methods [16]. Although those
experiments and simulations have captured the shear banding behaviors during the
deformation of BMG, few have obtained the details of the strain/stress fields around
the shear bands, and the understanding of the deformation mechanisms of these
glassy alloys is still incomplete. In particular, though the study on the shear banding
and its relations with pores is especially important and valuable in the development
of BMG with superior mechanical properties, the understanding of the deformation
mechanisms of BMG containing micro- or nano-sized pores is still limited.

In this work, the effects of pores on shear banding in BMG are investigated
based on a phenomenological phase-field model, which has been successfully
employed for simulation of shear banding, shear-band propagation and branching in
conventional BMG [17]. On one hand, how the shear bands interact with the pores
and the effects of heat transfer around the pores on shear banding will be elucidated
from the simulations. On the other hand, the results can be compared with exper-
imental data available on porous BMG and BMG with patterned pores or arrays of
pores. This paper is arranged as follows. In Sect. 2, the phase-field model used for
the simulation is described. In Sect. 3, the effect of pores on plastic and thermo-
plastic deformations in BMG is systematically investigated in the model system
with a micro-sized pore. In Sect. 4, shear banding in BMG with an array of nano-
sized pores is elucidated.

2 Simulation Methods

According to the atomic-scale deformation mechanism of BMG [17], the free-
energy functional of glassy alloys under external loading can be expressed in terms
of a local free-energy density f(εij, w) that is a function of the defect field w(r) at the
local position r only, the energy for deviations from spatial uniformity of defect
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distribution, and the kinetic energy associated with the local displacement u(r), as
follows:

F ¼
Z

f ðw; eijÞ þ q
2
½~u
�
�2 þ j

2
rwj j2

� �
dV ; ð1Þ

where w is the normalized local density of deformation defects and ρ is the mass
density of the glassy alloy; εij is the local strain tensor; j is the ‘interfacial’ energy
between the regions with different densities of deformation defects. And when a
crack appears, it becomes the surface energy. The local free-energy density of a
metallic glass can be described as [17],

f ðw; eijÞ ¼ e eij
� �þ a0

2
w2 þ b0

3
w3 þ c0

4
w4 þ a1

2
w2 þ b1

3
w3

� �
e eij
� �� e0

� 	
: ð2Þ

The coefficients a0, b0, c0 depend on the energy landscape of deformation defects,
independent of the strain. There should exist an energy barrier between the un-
activated (w = 0) and activated (w = 1) states of deformation defects in the un-
deformed BMG. When w increases to a critical value ws = 0.8 under plastic
deformation, deformation defects are activated. Deformation defects can also be
activated by thermal effects [18]. The deformation defects activated by temperature
can be described as shown in Eq. (2) by defining the relation between the coefficient
a0 and the temperature T as a0 ¼ a0 � b0T



Tg, where Tg is the glass transition

temperature and a0, b0 are constants. a1 and b1 are constants which are described
below.

Phase-field modeling of shear banding in BMG is based on the free-energy
functional F of a glass alloy under external loading as discussed in detail in Ref.
[17]. According to the Ginzburg-Landau formulism, the equations of motions for
the displacement field u and the scaled field of deformation defects w are described
as follows,

sw
@w
@t

¼ � dF
dw

¼ jr2w� ða0wþ b0w
2 þ c0w

3Þ � wða1 þ b1wÞðe eij
� �� e0Þ

ð3aÞ

and,

q
@2~u
@t2

¼ � dF
deij

¼ lr � 1þ w2 a1
2
þ b1

3
w

� �
r~u

� �� �
; ð3bÞ

where τw is the characteristic time of activation of these defects under local shear. μ
is the shear modulus; The strain energy of metallic glass e[εij] at the elastic limit is
defined as e0, which is an important physical parameter of BMG.
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Moreover, the local heating due to the localized plastic straining can be
described by the heat conduction equation,

kr2T þ b
@Q
@t

¼ Cpq
@T
@t

; ð4Þ

where Q is calculated as Q ¼ �Tð@F=@TÞ representing the heat related to the
generation or annihilation of deformation defects. Therefore Q is non-zero only
near the shear bands in the model system under tensile deformation. Based on
energy conservation, Q could be much closer to the mechanical work if the speed of
the shear band is slow. The parameter β is the coefficient representing the per-
centage of conversion of mechanical work into heat, or the Taylor-Quinney coef-
ficient. b ¼ 1 means the adiabatic heating, while b ¼ 0 represents isothermal
deformation process. k is the thermal conductivity and Cp is the heat capacity.

The shear banding and its propagation in BMG can be described by solving
Eq. (3a, 3b) assuming adiabatic conditions in BMG. Adding Eqs. (4) to (3a, 3b) can
help us to investigate the deformation behaviors when the local heating effect of
shear banding is considered. The material properties are listed as follows:
Tg ¼ 625K; the Young’s modulus E ¼ 95GPa; Poisson’s ration m ¼ 0:35; the
mass density q0 ¼ 6050 kg



m3. The elastic strain limit under uniaxial tension is

e0 ¼ 0:02. The characteristic time of deformation defect activation is sw ¼ 0:25 ns.
Another important parameter, the deformation defect activation energy is generally
determined by the strain-rate-sensitivity of plastic flow at a different temperature
below Tg. In this work, DG is chosen as 4.6 eV at T ¼ 300K for Zr-based BMG,
equivalent to the energy barrier for the deformation defects to be activated. The
coefficients in Eq. (2) can be described as a0 ¼ 4ð2� T



TgÞDG, b0 ¼ �24DG,

c0 ¼ 16DG. The aim of choosing a1 ¼ �6 and b1 ¼ 6 is to stabilize the activated
deformation defect state at w ¼ 1 under plastic deformation.

The boundary condition of Eq. (3a, 3b) at the pore surface is w = w0. Assume
w represents the deformation defect density at the pore surface, w0 between 0 and 1
could be a measure of the roughness of the pore surface. By solving Eqs. (3a, 3b)–
(4), shear banding in BMG consisting of pores could be investigated. We consider a
Zr-based BMG plate with dimensions of 10 × 10 × 1 μm3. Plastic deformations of
the model systems with two types of pores are investigated. First, the effect of pores
on shear banding in BMG is systematically investigated in a model system with
micro-sized pores, as shown in Fig. 1a. The pore diameter is r0 = 1 μm and the
initial crack length is l0 = 0.2 μm. The results can be compared with experimental
data available mostly in porous BMG containing pores with several microns.
Second, BMG containing an array of nano-sized pores are employed to investigate
how the patterning of the pores could improve ductility, as shown in Fig. 1b.
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3 Simulation of the Effects of Pores on Shear Banding
in BMG

3.1 Shear Banding Without Considering Local Heating

We first investigate the interaction between shear band initiated from the initial
crack and the pore in BMG without considering local heating. Thus the deformation
of BMG is simulated using Eq. (3a, 3b). As shown in Fig. 2a, shear bands generated
from an initial crack are discontinuous due to the presence of the pore. From the
simulation, it is found that there are two ways that the discontinuous shear band
could extend in BMG, as shown in Fig. 2a, b which are denoted as mode-A and
mode-B shear banding, respectively. When the pore surface is smooth (w0 → 0),
shear band is impeded by the pore which has been observed in experiment [8],
resulting in mode-A shear banding. When the pore surface is rough (w0 → 1), shear
band can be initiated from the side of the pore opposite to where the shear band
touches the pore, resulting in mode-B shear banding; and the BMG are still brittle.
As indicated in Fig. 2a, BMG containing pores could have enhanced fracture
toughness if they are deformed via mode-A shear banding.

Stress analyses on mode-A and mode-B shear banding are shown in Fig. 3. In
mode-B shear banding, shear stress on the pore surface is heterogeneous. Shear
stress tends to build up at the side of the pore surface opposite to where the incident
shear band touches the pore; and shear stresses at other places on the pore surface
are relaxed as shown in Fig. 3d. The shear band could be initiated at the place
marked as ‘O’ where the stresses concentrate on the pore surface. In mode-A shear
banding, shear stresses are built up on several places on the pore surface and are
relatively homogeneous as shown in Fig. 3b, and no obvious stress concentration

Fig. 1 a Schematic of the model BMG containing a micro-pore. b Schematic of the model system
containing an array of pores. The length of the initial crack is l0 = 0.2 μm. Tensile stress is
perpendicular to the initial crack
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can be observed. The stress distribution after the interaction between the incident
shear band and the pore can be further revealed by the change of pore geometry
under the deformation caused by the stress field of the incident shear band. As
shown in Fig. 3c, in mode-B shear banding, the shear deformation of the pore
surface is mainly at the side opposite to where the shear band touches the pore,
which is marked as ‘O’. Thus shear band could be generated at ‘O’. On the con-
trary, in mode-A shear banding, shear deformation of the pore surface occurs at its
side close to the shear band, which is marked as ‘I’. The shear band is thus impeded
by the pore surface near the side marked as ‘I’, as shown in Fig. 3a.

Three factors, the applied tensile stress, the strain energy at the elastic limit of
BMG e0, and the roughness of the pores w0, actually control these modes of shear
banding. Under a fixed applied stress, mode-A shear banding changes into mode-B
shear banding when the roughness of the pores w0 changes from 0 to 1, and there
exists a critical w0 represented as wc for such a transition of shear banding mode. In
Fig. 2c, the wc as a function of the strain energy at the elastic limit e0 is shown for a
given applied stress σ. According to the curves shown in Fig. 2c for various stress
intensity factors KI ¼ r

ffiffiffiffiffiffiffiffiffiffi
p � l0

p
, it is seen that wc is not significantly affected by e0

and the applied stress when the strain energy at the elastic limit e0 is smaller than
1062 J/m2, and that the critical roughness of the pore surface wc is about 0.3–0.4.
That means BMG with e0 smaller than 1062 J/m2 could be tougher if the pore
surface is made to have a roughness w0 < 0.3, providing an important guideline for
the design of BMG containing pores with enhanced fracture toughness.

Fig. 2 a Mode-A shear
banding: the shear band is
impeded by the pore. bMode-
B shear banding: new shear
bands are initiated from the
pore surface. c The critical w0

(represented as wc) as a
function of strain energy at
the elastic limit e0 under
different stress intensity
factors KI
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3.2 The Effects of Heat Conduction Around Pores on Shear
Banding

Although in what stage it is relevant to shear banding remains unclear, local heating
is an important characteristic of shear banding. In BMG containing pores, local
heating could play a dominate role in shear banding since shear bands will be
significantly affected by the heat conduction conditions around the pores. For
example, shear bands among vacuum pores could be generated by adiabatic
deformation, while shear bands around pores filled with gases are formed in a
relatively homogeneous thermal environment. To investigate the shear banding by

Fig. 3 a Pore surface before (colored in black) and after (colored in pink) mode-A shear banding.
b Contour plots of shear stresses in mode-A shear banding. c Pore surface before (colored in black)
and after (colored in pink) mode-B shear banding. d Contour plots of shear stresses in mode-B
shear banding. The color bar is for the contour plots of shear stresses. The gray bar corresponds to
the value of 1 − w
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considering local heating, we solved the coupled Eqs. (3a, 3b)–(4). The initial
condition of the heat conduction Eq. (4) is T = 300 K. Other conditions of
Eqs. (3a, 3b)–(4) are the same as those in Sect. 3.1.

3.2.1 Shear Banding Around Vacuum Pores

In the case that the pores are vacuum holes, it is found that the shear banding modes
are related to β, the percentage of mechanical work to heat conversion. Shear
banding modes B and C are shown in the insets of Fig. 4. The decreases of β from 1
to 0 change the shear banding from mode C to mode B under a fixed stress intensity
factor. In mode-C shear banding, the pore acts as sink and source of shear bands,
resulting in shear band multiplication. Hence porous BMG deformed in mode-C
shear banding could have better ductility compared with that in mode-B shear
banding.

To determine the conditions that BMG containing pores is deformed in mode-C
shear banding, we plot diamond symbols in Fig. 4 indicating the critical β (denoted
as βc) at which mode-B shear banding transforms into mode-C shear banding under
different stress intensity factors KI. Hence the curve of KI * βc denotes the
boundary of brittle-to-ductile transition, and distinguishes mode-B and mode-C
shear banding as discussed above. From Fig. 4 it is remarkable to observe that the
adiabatic shear banding (β → 1) results in ductile deformation in porous BMG.

Fig. 4 Brittle to ductile transition controlled by the coefficient β of mechanical work to heat
conversion in porous BMG with vacuum pores. The critical β (denoted as βc) at which mode-B
shear banding transforms into mode-C shear banding under a stress intensity factor KI is plotted as
diamond symbol. The color bar is for the contour plots of temperatures. The insets show the brittle
porous BMG in mode-B shear banding and the ductile porous BMG in mode-C shear banding
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3.2.2 Shear Banding Around Pores Filled with Helium

In fact those pores in BMG are usually made by blowing gas bubbles such as
helium bubbles into the melts of alloys [19]. Thus the pores could contain gas
which provides conduction paths for the heat generated by shear banding around
the pores. We consider porous BMG consisting of pores with a diameter of 1 μm.
The pores are filled with helium at 100 kPa which have the physical properties as
follows, thermal conductivity 0.152 W/m K, heat capacity 5193 J/kg K, and density
0.178 kg/m3. The shear banding around pores filled with helium is shown in
Fig. 5a–d, assuming β = 0, 0.001, 0.1, and 1, respectively. The stress intensity factor
is KI = 32 MPa1/2 and surface roughness of the pore is w0 = 0.48. While shear
banding in BMG with vacuum pores under the same pore surface roughness con-
dition and stress intensity factor KI are shown in Fig. 5e–h. Comparing the features
of shear banding and the temperature distribution around shear bands which are

Fig. 5 Shear banding in BMG with vacuum pores, a–d: β = 0, 0.001, 0.1, and 1, respectively; and
shear banding in BMG with pores filled with helium, e–h: β = 0, 0.001, 0.1, and 1, respectively.
The color bar is for the contour plots of temperatures
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close to the vacuum pores and pores filled with helium, we can find that the helium
filled in the pores significantly affects the shear banding behaviors in BMG con-
taining pores, while the temperature distribution around shear bands is not much
affected. Obviously, BMG containing pores filled with helium deforms in mode-B
shear banding and its ductility could be less than that of BMG containing vacuum
pores.

4 Plastic Deformation Behaviors of BMG with an Array
of Nano-sized Pores

When there are a lot of pores especially those patterned inside BMG, the interaction
between the pores and a shear band could be more complicated. As the first attempt
in elucidating the plastic deformation of BMG with patterned pores, we consider
BMG with a 5-by-5 array of nano-sized pores, as shown in Fig. 1b. The diameter of
the pores is 200 nm. A stress σ with r

ffiffiffiffiffiffiffiffiffiffi
p � l0

p ¼ 40 MPa1=2 is applied along the
Y-direction. Local heating due to shear banding is not considered in the simulation.

Figure 6 shows the shear bandings in BMG with patterned pores whose surface
roughness or w0 varies from 0 to 0.3. Shear bands are initiated from a pore located
at the center of the array (denoted as ‘C’) whose surface roughness or w0 is assumed
to be 1. As shown in Fig. 6a, when the pores are smooth (w0 = 0.05) they could
effectively block the propagation of shear bands inside the array of pores. The
mechanism of such mode-A shear banding has been well discussed in Sect. 3.1.
However, an abnormal shear-band multiplication occurs around the site ‘C’ where
the shear bands are initiated, as shown in Fig. 6a. Under tensile loading, conven-
tional shear bands generated from the site ‘C’ should propagate along the
X-direction perpendicular to the loading direction since the shear stresses close to
the site ‘C’ are greatly intensified along the X-direction. As we can observe in the
simulation, the conventional shear bands are generated from site ‘C’ along
X-direction first. After they are blocked by the pores at the left and right sides of the

Fig. 6 Shear banding in BMG with an array of nano-sized pores. a w0 = 0.05; b w0 = 0.15;
c w0 = 0.3 for the pores marked as ‘T’. The rest pores are with w0 = 0.05. The nano-sized pores are
separated by 1.5 μm. The gray bar corresponds to the value of 1 − w
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site ‘C’, the shear stresses close to the site ‘C’ are intensified along the Y-direction,
resulting in the generation of abnormal shear bands along the loading direction.

If the roughness of the pores increases, mode-B shear banding could occur.
Figure 6b shows a mixed mode-A and mode-B shear banding in BMG with pores
whose surface roughness are homogeneous (w0 = 0.15). The abnormal shear
banding is still in mode A and blocked by the pores. The simulation results suggest
that the plastic deformation of BMG with patterned pores can be controlled by
tailoring the roughness of the pore surfaces. Figure 6c demonstrates such an idea
that the shear band propagation can be controlled by the pores with heterogeneous
surface roughness. If the surface roughness of the pores is w0 = 0.05 except those
marked as ‘T’, whose surface roughness is w0 = 0.3, the abnormal shear banding
tends to occur along the pores with large surface roughness. Hence the simulations
indicate that engineering BMG with nano-sized pores is effective in improving their
ductility.

5 Conclusions

Shear banding in BMG containing micro- and nano-sized pores are investigated by
phase-field modeling. We find that shear banding in BMG is affected by the surface
roughness of the pores, the gas filled in the pores and the elastic limit and Young’s
modulus of the BMG. The modeling provides quantitative measures on these
parameters that determine different modes of shear banding. It is found that the
pores act as sinks and sources for shear bands when the BMG containing vacuum
pores is deformed in a way similar with adiabatic shear banding, resulting in
improved ductility of the BMG. If the pores are filled with gas, BMG may be brittle.
The mechanisms of shear banding are found to be consistent with those in BMG
consisting of an array of nano-sized pores. The simulations indicate that engi-
neering BMG with nano-sized pores is effective in improving their ductility.
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The Influence of Process Parameters
on the Temperature Profile of Friction Stir
Welded Aluminium Alloy 6063-T6 Pipe
Butt Joint

Azman Ismail, Mokhtar Awang and Shaiful Hisham Samsudin

Abstract The temperature profile of friction stir welded aluminum alloy 6063-T6
pipe joints will be investigated in this paper. A pipe with an outside diameter of
89 mm and a wall thickness of 5 mm will be used as test pipe piece for this
experiment on closed butt joint configuration by utilizing a Bridgeport 2216 CNC
milling machine and orbital clamping unit which is specially-designed to cater for
this task and function. Several samples will be prepared with varying process
parameters such as rotational speed and travel speed. A very simple tool was used
with a flat shoulder and a cylindrical pin. An infra-red thermometer will be
employed to assess the temperature profile of the friction stir welded pipe butt joints
during the experiment. The correct selection of process parameters will lead to a
better joining condition of the welded joint. Several good samples were produced
by this experiment setting.

Keywords Temperature profile � AA6063-T6 pipe � Butt joint � Friction stir
welding � Bridgeport 2216 CNC milling machine
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1 Introduction

This solid state joining process was invented by Wayne Thomas from The Welding
Institute, United Kingdom in 1991. This process is called as friction stir welding
(FSW). FSW utilizes heat from friction to soften the adjoining section and then
these sections are stirred together soundly as shown in Fig. 1 [1].

This welding process requires no filler metal and shielding gas, producing no arc
and fumes. This FSW was initially developed to cater to the problem found in arc
welding for aluminium such as distortion, shrinkage, and porosity. The imple-
mentation of FSW prevents such problems from occurring. This welding technique
has been used for many applications due to lightweight construction, cost saving
and environmental protection [2].

Pipe joining for FSW introduced complex challenges due to its tubular shape.
Not many studies have been done for pipes instead of flat panels. Therefore, in
order to run the experiment successfully, a proper fixture is vital. Several successful
methods were introduced by previous studies [1, 3–6]. This will become the basic
reference of the new built fixture called the orbital clamping unit (OCU). Hence, it
is necessary to enable the available Bridgeport 2216 unit, a CNC milling machine,
to run as a FSW unit for pipe joining.

It is important to understand the temperature profile in the pipe piece as it
determines the success of the joint to be made, residual stress imposed, grain size
and the strength of the welds [7]. The welding parameters for a successful FSW
process will be discussed and the temperature profile at the tool will be measured in
this present study.

Fig. 1 FSW process
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2 Experimental Setup

An experimental setup is shown in Fig. 2. The pipe with an outside diameter of 89
and 5 mm wall thickness was used in this present study. The tool was made of
surface-hardened high carbon steel H13 with 20 mm diameter of shoulder length, a

Fig. 2 a FSW setup—front
view. b FSW—side view
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pin diameter of 5 and 3.8 mm of pin length. The tool was positioned with a 6 mm
forward offset from the centerline [1, 8, 9].

The welding parameters used were shown in Table 1. The plunge depth and
dwell time used were 4 mm and 30 s respectively. Chemical composition and
mechanical properties are shown in Tables 2 and 3 respectively [10]. The infrared
(IR) thermometer was used to measure the temperature profile at the rotating tool
for further analysis. All samples were inspected based on the AWS D17.3 accep-
tance level [11].

3 Results and Discussion

An IR thermometer was used to measure the temperature profile of the full weld
cycle. The IR thermometer was shot on the rotating tool shank. The outer surface of
the aluminium pipe was too reflective therefore the tool shank was used as point of

Table 1 FSW welding
parameters

FSW
sample

Welding parameters

Rotation speed (rpm) Travel speed (mm/s)

FSW#1 900 1.2

FSW#2 1200 1.2

FSW#3 1500 1.2

FSW#4 1500 1.8

FSW#5 1500 2.4

Table 2 Chemical
composition of AA6063-T6
pipe

Element Percent present

Manganese (Mn) 0.0–0.10

Iron (Fe) 0.0–0.35

Magnesium (Mg) 0.45–0.90

Silicon (Si) 0.20–0.60

Zinc (Zn) 0.0–0.10

Titanium (Ti) 0.0–0.10

Chromium (Cr) 0.0–0.10

Copper (Cu) 0.0–0.10

Aluminium (AI) Balance

Table 3 Mechanical
properties of AA6063-T6 pipe

Property Value

Proof stress 170 Min MPa

Tensile strength 215 Min MPa

Elongation A50 mm 6 Min %

Hardness Brinell 75 HB

Elongation A 8 Min %
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measurement of temperature [1]. Figures 3 and 4 show the temperature profile
measured for certain welding parameters, with the increment of rotation speed at
constant travel speed and with the increment of travel speed at constant rotation
speed, respectively.

Based on the Fig. 3, the increment of rotation speed increases as the temperature
generated from this friction process along the weld joint increases. Higher rotation
speed generally generates higher temperatures. However, the recorded temperature
profile varies due to pipe eccentricity, therefore causing a variation in contacts
between the tool’s shoulder and the outer pipe surface thus giving different tem-
perature readings during the experiment. It was also dependent on the tool’s offset
setting from the axis of rotation. The measured temperature varies between 106.4
and 289.1 °C. A constant temperature was not detected during the experiment. As
noted, the temperature increases in variation throughout the weld cycle. This quite
similar temperature pattern was observed by a previous study [1, 5, 7].

Based on the Fig. 4, the temperature is decreasing with the increment of travel
speed and off course these readings differ due to the same reason as before; i.e. the
pipe eccentricity which affects the friction contact between tool’s shoulder and
the outer pipe surface. The measured temperature is between 130.9 and 285.9 °C.
The increment of travel speed causes less time spent at a certain temperature level
hence causing the reduction in generated temperatures.

For both experiment settings, the variation in temperature did affect the weld
surface roughness quality as shown in Fig. 5. The issues of secondary heating can
be seen on both settings as shown in Figs. 2 and 3 respectively as the tool starts and
stops at the same point in order to complete the weld cycle, which previously
underwent heat treatment.
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4 Conclusion

Based on the present study, the following conclusions can be made;

1. With the increment of rotation speed at constant travel speed, the temperature
will increase, which was measured to be between 106.4 and 289.1 °C.

2. With the increment of travel speed at constant rotation speed, the temperature
will decrease, which was measured to be between 130.9 and 285.9 °C.

3. The plowing effect can be achieved by offsetting the tool from its axis of
rotation.

4. The variation in temperature did affect the weld surface quality (roughness).
5. The variation in temperature measurements for both welding parameters are due

to pipe eccentricity which caused contact fluctuation in heat generation.
6. Secondary heating occurred in friction stir welded pipe joining.
7. Tool-surface contact fluctuated within an acceptable range during the weld

cycle.
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Influence of Cement Type and Mineral
Additions, Silica Fume and Metakaolin,
on the Properties of Fresh and Hardened
Self-compacting Concrete

Sandra Juradin and Dražan Vlajić

Abstract Proportioning and mixing self-compacting concrete is a challenging task
because the concrete mixture has to be stable and has to have the ability to fill
formwork and to bypass obstacles under the influence of its own weight. Besides
that, the final product has to be quality hardened concrete. It is known that even a
little alteration of any component can significantly change characteristics of fresh
and hardened concrete. In this work, the influences of the type of cement and
additions, namely silica fumes and metakaolin on the workability and compressive
strength of self-compacting concrete, are experimentally examined. For this pur-
pose, several mixtures of self-compacting concrete were prepared and tested. The
properties of fresh mixture were determined by the slump flow method, visual
assessment of stability, T50 time, V-funnel method, L-box method and J-ring
method. Also, in the hardened state, compressive strengths after 7 and after 28 days
were determined. Results obtained in this work were compared with the results of
other authors.

Keywords Cement type � Silica fume � Metakaolin � Workability � Compressive
strength of concrete

1 Introduction

The basic property of SCC, which has to be achieved, is the ability to fill the
formwork. That can be achieved only if the concrete can “flow” under its own
weight and fill all types of formwork and if the concrete has good viscosity and
resistance to segregation. Therefore, mixture proportioning of SCC is a challenging
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task. Even a small “error” in mixture proportioning of SCC leads to problems in self
compacting, because this type of concrete is very sensitive even to the slightest
deviation in terms of quality and components dosage.

The main requirement in the process of mixture proportioning has to be the
amount of coarse aggregate, paste amount, water-cement ratio and the amount of
additions. One of the first methods of mixture proportioning of SCC was developed
by Okamura and Ozawa at the University of Tokyo [1, 2]. The basic principles of
proportioning are:

• Volume of the coarse aggregate in concrete has to be 50 % of all solids in
concrete

• Volume of the fine aggregate has to be around 40 % of the mortar volume
• Water-cement ratio by volume has to be 0.9–1.0; depending on the properties of

the cement
• By changing the water-cement ratio and the amount of superplasticizer the effect

of self-compacting is achieved.

Petersson and Billberg [3] and Billberg [4] have developed the CBI method
according to which concrete is compounded of solids (aggregate) and liquid and of
paste. Paste fills the voids in the aggregate skeleton and makes the layer which coats
the aggregate particles. To determine the minimum volume of the paste, there are
requirements which need to be fulfilled. They are defined as design criteria, void
content and blocking criteria.

Mixture design of SCC very often includes testing of mortar properties which
are representative enough. Because of that, quality tests can be minimized on
concretes.

Erdem et al. [5] compared the rheological properties of SCC with the represen-
tative equivalent mortar in which coarse aggregate was replaced with sand. The
method of equivalent mortar was used to determine, more easily, the properties of
SCC including density of binders and properties of fresh materials. The authors found
the correlation between mortar and SCC flow using the factor of correlation r:

r ¼ VSCC

ASCC � ðDmaxÞSCC
¼ VMSCC

ASMCC � ðDmaxÞMSCC
ð1Þ

whereas
VSCC the volume of SCC in slump cone
VMSCC the volume of equivalent mortar in mini slump cone
ASCC the area of SCC spread
AMSCC the area of equivalent mortar spread
(Dmax)SCC the maximum aggregate size in SCC mixture
(Dmax)MSCC the maximum aggregate size in equivalent mortar mixture.

The correlation factor for their tested concretes is roughly 1, but it is important to
underline that mixtures were made with additive HRWR (High-Range-Water-
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Reducer) and liquid viscosity modifier (VMA). “A small incremental increase in the
HRWR can result in a considerable decrease in yield stress and an increase in SCC
slump flow. This can reduce the number of trial batches for concrete mixture design
needed to ensure high deformability and stability, thus resulting in time savings and
reduction in manpower and materials” [5].

Materials used in preparation of SCC are mostly the same as those used in
preparation of regular concrete, but in different ratios. Besides cement, aggregate
and water, chemical admixtures (superplasticizer, viscosity modifier) and mineral
additions like filler, flying ash, pigments, silica fume, metakaolin, etc. are added to
the mixture. Silica fume and metakaolin are additions which actively participate in
the process of hydration of cement, causing the pozzolanic reaction. The pozzolanic
reaction is the chemical reaction between calcium hydroxide and pozzolan. The
products of reaction are the products of hydrotation-like C-S-H gel. Metakaolin is a
relatively new addition to concrete. Its properties and the pozzolanic reaction can be
compared to those of silica fume, but metakaolin is less expensive. The size of an
average particle of metakaolin is 2 µm which is much smaller than a cement
particle, yet not as fine as particles of silica fume (0.2 µm). Previous studies show
that results of mixtures that contain metakaolin are similar to those which contain
silica fume [6].

Wild et al. [7] have proved that calcium hydroxide, expressed as a percentage of
total Portland cement, in mortars with metakaolin and the equivalent paste shows
the minimum after 14 h. This has been explained as a peak in the pozzolanic
reaction which shows that more calcium hydroxide is reduced from the paste in the
reaction with metakaolin, than new is made by cement hydration. After a year, there
is still a significant amount of calcium hydroxide, even in pastes where 15 % of
cement is replaced with metakaolin. So it is suggested that the level of replacement
needs to be over 15 % to use up completely all calcium hydroxide. Said-Mansour
et al. [8] have come to similar conclusions about 3 main factors which affect the
behaviour of metakaolin in concrete: filler effect, hydration acceleration and the
pozzolanic reaction. Ding and Zongjin [9] have shown “that metakaolin offers
much better workability than silica fume for given mixture proportions”.

Madandoust and Yasin Mousavi [10] have shown that the addition of metakaolin
increases the strength of SCC, especially the early strength at 3–14 days of age.
That is in accordance with some earlier studies which showed that the biggest
contribution to early strength of these concretes came from the pozzolanic reaction
of metakaolin. Also, higher compressive strength is achieved with a lower water-
cement ratio. It can be concluded that concrete with addition of metakaolin has a
similar hydration progress during time as concrete with addition of silica fume.
After workability testing of fresh concrete, the authors have concluded that the
spreading of fresh concrete is reduced with a larger usage of metakaolin (20 %).
They presume that this can be explained with the fact that the particles of me-
takaolin have a considerably higher specific area than the particles of Portland
cement [11]. These kinds of results are consistent with the known fact that the
addition of metakaolin increases the need of superplasticizer. Results of the L-box
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testing were worse in samples with addition of metakaolin, but they were still in a
satisfying range.

Based on the testing results, the authors have concluded that the optimal amount
of metakaolin is 10 % of the cement mass in order to satisfy specific requirements
of fresh SCC.

Hassan et al. [12] examined the influence of metakaolin and silica fume on SCC
with different percentages of addition compared to one control mix without any
additions. Metakaolin was added in amounts of 3, 5, 8, 11, 15, 20 and 25 % of
cement mass. Silica fume was added in amounts of 3, 5, 8 and 11 % of cement
mass. Based on the time T50 result and V-funnel test they concluded that me-
takaolin increased viscosity of fresh SCC and that the addition of silica fume has no
effect. Also, they showed that the increasing amount of metakaolin caused a rise in
time T50 and it was in allowed boundaries according to EFNARC [13]. Metakaolin
increased the ability to flow through and around obstacles.

When the amount of metakaolin increased from 0 to 25 %, the results of the
L-box test raised from 0.63 to 0.89. Also, it was noticed that the addition of
metakaolin increased the need for the superplasticizer dosage. However, when
compared with silica fume, the addition of metakaolin requires less superplasticizer.

The compressive strength of SCC containing MK increased as MK content
increased from 0 to 25 % (as a partial replacement of cement). On the other hand,
the optimum percentage of SF in terms of compressive strength was 8 %, and it was
similar to that of 8 % MK (both increased the strength of the control mixture by
about 14 %). However, raising the amount of MK from 8 to 25 % only enhanced
the compressive strength by 7 % (with respect to 8MK).

Other studies [14–16] also showed that SF and MK increased compressive
strength of concrete, reduced shrinking, increased chloride resistance and resistance
to freezing. Besides that, by replacing certain amounts of cement with SF or MK,
the price of concrete can be reduced.

The purpose of this paper is to analyse the influence of those additions on self-
compacting concrete. The control mixture was determined by the CBI method and
by experiments on equivalent mortar. Eleven mixtures were prepared into which
altered types of the cement (cement type I and type III) and percentage of partial
replacement of cement by SF and MK were added.

2 Experimental Investigation

2.1 Introduction, Used Materials and Mixtures

The goal of the experimental investigation is to determine the influence of the type
of the cement and the amount of SF and MK on the properties of fresh self-
compacting concrete and on its compressive strength after 7 and 28 days. For this
purpose, 9 different mixtures of SCC were prepared.
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Materials that were used:

• cement, types I and III (CEM I 42,5R and CEM III/A 42,5 N LH),
• the aggregate was crushed limestone, with the composition and grain size dis-

tribution of which is shown in Fig. 1. In mixtures, three fractions, 0–4, 4–8, 8–
16 mm were used,

• silica fume with a specific surface area according to Blaine greater than
15,000 cm2/g and the specific weight was 2.3 g/cm3,

• metakaolin, density 2.6 g/cm3 and specific surface area according to Blaine was
around 24,000 cm2/g,

• filler, which was obtained by recycling old concrete, had s specific surface area
according to Blaine 7891 cm2/g and density 2.45 g/cm3,

• polycarboxylate superplasticizer.

The composition of each mixture is given in Table 1.
Control mixtures C1 and C3 did not contain any mineral additions. The only

difference between them was in the type of the cement that was used. The number
after the letter C, in the mixture label, stands for the type of cement. Letters “S” and
“M” stand for mineral addition (S-silica fume, M-metakaolin) and the number at the
end stands for the percentage of partial replacement of cement by silica fume or
metakaolin. All mixtures had the same w/c ratio—0.42. According to the standards
HRN EN 206-1, the calculation of the water–cement ratio when silica fume is used
as an addition, was done considering the k-concept:

w/c ¼ water
cementþ 2 � silica fume

ð2Þ

So, in the mixtures which contain silica fume or metakaolin, the amount of water
was determined according to the water-cement ratio which was calculated in this
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way. The concept (2) was also used in mixtures with the addition of metakaolin in
order to achieve better workability of the concrete, keeping in mind that used
metakaolin particles were finer then those of silica fume. Exceptions were the
mixtures C1M10*, where the water-cement ratio was 0.42 but it was determined as
in the case when we used only cement without additions, and the mixture C3S10*,
where the water-cement ratio was 0.38.

Fresh self-compacting concrete was tested on the flow ability, passing ability,
and segregation resistance with the following methods: slump-flow test, T50 time,
V-funnel, L-box and J-ring test. The compressive strength of hardened concrete was
determined after 7 and 28 days. The results were analysed and compared to the
previous results from the listed literature.

2.2 Designing of the Control Mixture C1

The composition of the control mixture C1 was determined according to the CBI
method and equivalent mortar method [4, 5]. As previously mentioned, the control
mixture C1 was without mineral additions, and grain size distribution of this
concrete, shown in Fig. 1, represent the distribution of all concretes. Initial content
of this mixture, when 1 % of additive was used, is shown in Table 2.

The volume of paste (cement, water, sand, additive, water and air) in concrete
was determined from the first design of the mixture. The amount per volume of the
sand (<0.25 mm) was determined from the grain size distribution, see Fig. 1 and
Table 2.

The mass ratio of gravel (>4 mm) and the total aggregate (for mixture C1 the
mass ratio is 0.5) was calculated using Table 2. With that value, and according to
void content criteria and blocking criteria, the minimum required paste volume was
determined (see Fig. 2). The difference between the recommended and assumed
volume of paste was compensated by adding the filler. The result was a final
mixture whose composition is given in Table 1.

Because the method of equivalent mortar was used, the total area of aggregate
(fractions 0–4, 4–8 and 8–16 mm) in the concrete was replaced with the fraction 0–
4 mm. The tests on mortar showed the best dosage of additive for given values of
spreading. For those tests, the amount of additive was 0.8 and 1 % of cement mass.
The mixtures had to fulfil two main requirements: stability and spreading size

Table 2 Initial composition of mixture C1

C1 Cement Water Superplasticizer Aggregate Air Total
0–4 mm 4–8 mm 8–16 mm

Mass (kg) 400 168 4.0 895.85 179.17 716.68 – 2362.9
Volume
(dm3)

132.9 168 4.0 333 66.6 266.4 30 1000
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270–305 mm. The results of the spreading size of mortar had to provide results of
spreading size of concrete in the range from 600 to 730 mm [17]. Measured values
are in Table 3 and in Fig. 2.

According to the results of spreading and stability of mixture, the selected
amount of additive was 1 % of the binder mass. That is, at the same time, the
maximum recommended dosage for this additive (Fig. 3).

For all other mixtures the adopted dosage of additive was 1 %, but the filler mass
was determined for each mixture in accordance to void content criteria and blocking
criteria in order to acquire the minimum necessary volume of the paste (diagram,
see Fig. 2). Final mixtures are shown in Table 1.

3 Experimental Results and Discussion

Concrete workability All mixtures were made in volumes of 25 dm3, in the
laboratory, in the mixer with the capacity of 50 dm3. Mixing was conducted as
follows. First, cement, filler, aggregate and mineral addition were mixed together.
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Fig. 2 Required minimum paste volume (using diagram of void content criteria and blocking
criteria) [4]

Table 3 Results of
measurement on equivalent
mortar of mixture C1

Equivalent mortar for mixture C1

Amount of admixtures (%) 0.8 1

D1 (mm) 260 300

D2 (mm) 270 310

SF (mm) 265 305
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Later, while mixing, water and superplasticizer were added. After that, mixing was
continued for a few minutes.

The workability was examined on fresh concrete using the slump-flow method,
visual check of stability, T50 time, and with V-funnel, L-box and J-ring. The tests
were carried out in accordance with the European standards HRN EN 12350 8-12.
Based on test results, concrete mixtures can achieve different labels of consistency
according to the classes of European association EFNARC, see Table 4.

In Figs. 4, 5, 6, 7, 8 and 9 the achieved results and effects occurred during the
tests are shown.

Fig. 3 Tests on equivalent mortar for 0.8 and 1 % of admixture

Table 4 Slump-flow,
viscosity and passing ability
classes with respect to
EFNARC [13]

Slump-flow (mm) SF1 550–650

SF2 660–750

SF3 760–850

T50 (s) VS1 ≤2

VS2 >2

V-funnel (s) VF1 ≤9

VF2 9–25

L-box PL1 ≥0.80 (with 2 rebar)

PL2 ≥0.80 (with 3 rebar)

J-ring PJ1 ≤10 (with 12 rebar)

PJ2 ≤10 (with 16 rebar)
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Fig. 4 Slump-flow results for all mixtures

Fig. 5 Slump-flow test: the mixtures C3S10 (left) and C3S5 (right)

Fig. 6 Slump-flow test: the mixtures C1S5 (left) and C1S10 (right)
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Fig. 8 Aggregate blocking on bars when the mixture C3 was tested (left) and water segregation
without aggregate blocking when mixture C3S5 was tested (right)

Fig. 9 J-ring test: the mixtures C3S5 (left) and C1M10 (right)
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According to Fig. 4, the slump flow test and the classification of mixtures, only
the mixtures C3S5 and C3S10 achieved class SF4. Other mixtures had results for
class SF2. The same amount and type of addition had different effects on different
types of cement. Silica fume lowered the workability of cement CEM I, and
increased spreading of cement CEM III. With visual observation, segregation and
water separation on edges were determined in the mixtures C3S5 and C3S10 (see
Fig. 5). The most stable were the mixtures C1S5 and C1S10 (see Fig. 6).

So, although replacing a part of the cement CEM I with silica fume resulted with
lower spreading size, mixtures remained stable, unlike those mixtures where CEM
III was used and had the opposite effect. Replacing 5 % of cement mass with
metakaolin lowered the spreading of concrete but all mixtures remained stable. In
the mixture C1M10 where the level of replacement was 10 %, water separation and
segregation occurred.

Since we had the results of spreading size on equivalent mortar for mixture C1, it
was possible to determine the correlation coefficient according to expression (1),
see Table 5.

Based not only on results from Table 5, but also on some other tests and
achieved results from literature [5], it is clear that the type of additive and adding
VMA significantly contribute to the correlation coefficient. In all tests which were
carried out without adding a viscosity modifier, the correlation coefficient was less
than 1, and it was in a range from 0.23 to 0.66.

Results of the T50 time and V-funnel test are compatible, see Fig. 7.
As it is shown in Fig. 7, the maximum deviation occurred in mixture C3. During

the V-funnel test of this mixture, the aggregate blocked the funnel exit and that was
the reason why the measured time was 30 s. Metakaolin and silica fume lowered the
flow time. The exception was the mixture C1S5. The unstable mixtures C3S5 and
C3S10 had the lowest time T50. That shows the test has to be considered in relation
to the results of the slump flow test.

Similar to the V-funnel test, blocking the effect in the mixture C3 happened in
the L-box test also, see Fig. 6 (on the left). The mixtures which segregated water
during the slump flow test, did the same in this test. That was visible during the
testing of the mixture C3S5 (see Fig. 6, on the right).

According to Table 6 results, only 4 mixtures satisfied the L-box test—C3S5,
C3S10, C3M5 and C1M10. The L-box and J-ring test results are given in Table 6.

The results in Table 6 show that silica fume had a larger influence on mixtures
with cement type III and metakaolin on mixtures with cement type I. Neither
mixture satisfied the norms for EFNARC classification when they were tested with
the J-ring. Mixtures C3S5, C1M5 and C1M10 had the best results (see Fig. 9).

Table 5 The correlation coefficient according to expression (1) for mixture C1

Mixture rSCC rMSCC rMSCC–rSCC
C1 0.81 1.47 0.66
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Analysis of mixture constituents of self compacting concrete In Table 7 the
constituents of SCC mixtures and evaluation according to EFNARC [13] are
shown.

Since [18] points out that these proportions are in no way restrictive and many
SCC mixes will fall outside this range for one or more constituents, it can be
concluded that tested concretes meet the suggested criteria. However, fulfilling the
required criteria does not guarantee the workability of self-compacting concrete.

Compressive strength was determined after 7 and 28 days, and the obtained
results are shown in Fig. 10.

Table 6 Passing ability and
classification according to
EFNARC [13]

Mixture PL PJ

Measured Class Measured Class

C1 0.78 – 30.5 –

C3 0.69 – 33 –

C1S5 0.72 – 29.25 –

C3S5 0.95 PL2 16.75 –

C1S10 0.65 – 28.5 –

C3S10 0.86 PL2 25 –

C1M5 0.77 – 16 –

C3M5 0.93 PL2 23.75 –

C1M10 0.95 PL2 16.75 –

Table 7 The constituents of SCC mixtures and evaluation according to EFNARC [13]

Constituent C1 C3 C1S5 C3S5 C1S10 C3S10 C1M5 C3M5 C1M10 Typical
range

Vol of coarse
aggregate/m3

(%)

30.5 30.5 30.4 30.4 30.4 30.4 30.4 30.4 30.4 27–36

Mass sand
versus total
aggregate
(%)

50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 50.0 48–55

Paste (%)
(vol)

38.7 38.7 38.8 38.8 38.9 38.9 38.8 38.8 38.9 30–38

Powder
(kg/m3)
(mass)

596.7 596.7 574.8 574.8 554.3 554.3 576.9 576.9 558.8 380–600

Water
(kg/m3)

168.0 168.0 176.0 176.0 183.5 183.5 176.0 176.0 183.3 150–210

Water/
powder ratio
by vol

0.80 0.80 0.86 0.86 0.93 0.93 0.86 0.86 0.90 0.85–1.1

Water/
powder ratio
by mass

0.28 0.28 0.31 0.31 0.33 0.33 0.31 0.31 0.33 0.28–0.37

Influence of Cement Type and Mineral Additions … 263



Earlier studies show [7–12, 15, 16] that adding silica fume and metakaolin
increases 28-day compressive strength of both classic and self-compacting concrete.
Also, according to [11] metakaolin has an effect on early strength. In this work, a
slight increase in 28-day compressive strength, compared to the control mixture C1,
was noticed only when 10 % of mass of cement type I was replaced with silica
fume. All other mixtures had 17 % lower compressive strength. Nearly all mixtures
with cement type III had lower compressive strength, compared to mixture C3, by
around 30 %. Only the mixture C3S10 had lower strength, by 15 %.

Results of additional mixtures Two additional mixtures, whose composition is
shown at the bottom of Table 1, were also examined in their fresh and hardened
state. The test of fresh mixture with lowest water-cement ratio (0.38)—C3S10*
shows that this mixture cannot be fully considered self-compacting concrete. Test
samples of concrete-cubes were still made without vibrating. The compressive
strength after 7 and 28 days was measured and the results can be seen in Fig. 11.

The second mixture C1M10* did not show the self-compacting properties, but
classic concrete ones. It did not have the ability of self-compacting and the test
samples were made with vibrating.

The compressive strength results after 7 and 28 days are shown in Fig. 11
together with the results of mixtures with the same composition but which were
made with a larger amount of water, according to the k-concept. Although, it can’t
be considered as SCC, it can be seen that the mixture C3S10* achieved 30 % higher
28 day compressive strength than the mixture C3S10. Mixture C1M10* achieved
64 % higher 28-day compressive strength than the C1M10 mixture. Both results are
in accordance with the studies presented in [11]. Thus, it can be concluded that the
amount of water influenced greatly the compressive strength of concrete. Also, it

0

10

20

30

40

50

60

70

7 days of age

28 days of age

C1 C3 C1S5 C3S5 C1S10 C3S10 C1M5 C3M5 C1M10

44.8

52.4

48.1

65.1

38.2

44.5

32

45.1

38.8

55.3

36.2

52.1

36.8

42.8

36.2

46.2

34.2

42.9

C
o

m
p

re
ss

iv
e 

st
re

n
g

th
 M

p
a

Fig. 10 Compressive strength after 7 and 28 days

264 S. Juradin and D. Vlajić



can be assumed that by reducing the amount of water and with use of a superp-
lasticizer and viscosity modifier, compressive strength would be even higher than
those in the reference mixtures C1 and C3, and prepared concrete would be clas-
sified as self-compacting.

4 Conclusions

The goal of this work is to determine the influence of type of the cement, silica
fume and metakaolin on the properties of fresh and hardened self-compacting
concrete. For this purpose, nine different mixtures were prepared that differ in type
of used cement, and in level of replacement of cement by mineral addition. Water-
binder ratio, mass of binder materials (cement and mineral addition), ratio of coarse
and fine aggregate and mass of superplasticizer stayed the same in all mixtures.

• Measured values of spreading size showed that mixtures with silica fume or
metakaolin achieved lower results than those achieved by control mixtures
without any mineral additions. Similar tendencies were demonstrated in earlier
works where it was proven that an increase in level of replacement of cement
with silica fume or metakaolin increased the need for amount of superlasticizer
in order to achieve the same values of spreading size. Having in mind, that in
this work, the maximum amount of superlasticizer was used, it is necessary
either to change the type of superplasticizer or/and to add a viscosity modifier.

• Addition of silica fume and metakaolin generally enhances the ability of con-
crete to fill the formwork because they increase the speed of flow, which was
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especially evident for mixtures with cement type III. If the speed of flow is too
low, we should be cautious, because that can mean an occurrence of segregation
of the coarse aggregate and water.

• Earlier works show that the passing ability of obstacles increases when the
percentage of silica fume or metakaolin increases. Based on the L-box and J-
ring test results, general conclusions cannot be made. In the L-box test, some
mixtures achieved very good results while results of others were in range with
those from the control mixtures. Nevertheless, it is obvious that all mixtures
with mineral additions had better results than control mixtures in the J-ring test,
but still not enough to be classified according to EFNARC.

• The compressive strength results show that 28-days strength is higher only in
the mixture with cement type I and cement replacement levels of 10 % with
silica fume. Early strength is also higher in control mixtures. Cause for this can
be in larger quantity of water as a result of different calculation of water-cement
ratio, which was shown on two additional mixtures. They had very good
compressive strength but weak workability. This again confirms the need for an
increase in dosage of superplasticizer and addition of viscosity modifier. Besides
that, because cement CEM III is represented as a cement with considerable
strength growth after 28 days of age, the test should be repeated after, at least,
90 days of age.
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On the m-Term Best Approximation
of Signals, Greedy Algorithm

Martin G. Grigoryan

Abstract Described the class of signals such that the error between signal and
m-term best approximant with respect to orthonormal basis has the following
behavior : o( log m )¯¼.

Signal processing applications of orthogonal bases most often rely on their ability to
efficiently approximate certain types of signals with just a few vectors.

Linear approximations project the signal on m vectors selected a priori. The
approximation can be made more precisely by choosing the m orthogonal vectors
depending on the signal properties.

Non-linear algorithms outperform linear projections by approximating each
signal with vectors selected adaptively within a basis. Let unðxÞf g be an orthogonal
basis in L2; and let fmðxÞf g be the projection of f over the m vectors whose indices
are in Am

fm xð Þ ¼
X

k�Am

hf ;ukiuk xð Þ; where hf ;uki�
Z1

0

f tð Þuk tð Þdt ¼ ck fð Þ:

The approximation error is the sum of the remaining coefficients

rmðf Þ ¼ f � fmk k2¼
X

k2Am

f ;ukh ij j2
 !1

2

To minimize this error, the indices in Am must correspond to the m vectors having
the largest inner product amplitude hf ;ukij j. They are the vectors that best correlate
f ðxÞ. So they can be interpreted as the “main” features of f ðxÞ. The resulting rmðf Þ is
necessarily smaller than the error of the linear approximation, which selected the
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m approximation vectors independently of f ðxÞ. Let us sort ckðf Þj jf gk� 1 in

decreasing order cnkj j � cnkþ1

�� ��: The best non-linear approximation is

f bestm xð Þ ¼
Xm

k¼1

cnk fð Þunk xð Þ:

Let W ¼ wnf g1n¼1 be a normalized basis in Banach space X. Then for each
element f 2 X there exists a unique series by system wnf g1n¼1 converging to f in the
norm of space X:

f ¼
X1

n¼0

cn fð Þwn;

Let an element f 2 X be given. We call a permutation r ¼ r nð Þf g1n¼1 of nonneg-
ative integers decreasing and write r 2 D f ;wð Þ, if

cr nð Þ fð Þ�� ��� cr nþ1ð Þðf Þ
�� ��; n ¼ 1; 2; . . .:

In the case of strict inequalities here D f ;Wð Þ consists of only one permutation.
We define the mth greedy approximant of f with regard to the basis W corre-

sponding to a permutation r 2 Dðf ;WÞ by formula.
Consider

Gm fð Þ :¼ Gm f ;W; rð Þ :¼
Xm

n¼1

cr nð Þ fð Þwr nð Þ:

This nonlinear method of approximation was considered in [1] and is known as
greedy algorithm.

We say that the greedy approximant of element f by system W converges, if for
some r 2 D f ;Wð Þ we have

lim
m!1 Gmðf ;W; rÞ � fk kX¼ 0:

In this direction a number of interesting results have been obtained in [1–9].
We define the best m-term approximation with regard to W ¼ wnf g1n¼1 as

follows

Rm fð Þ :¼ Rm f ;Wð ÞX :¼ inf
Xm

n¼1

anwn � f

�����

�����
X

where inf is taken over coefficients an and sets of indices K with cardinality
jKj ¼ m.
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It is clear that in the case X ¼ L2 and W is an orthonormal basis we have

Gm f ;W; rð Þ � fk k ¼ Rm f ;Wð Þ ¼
X1

n¼mþ1

cr nð Þðf Þ
�� ��2:

For >0, we denote GðlnqÞ the space of signals f xð Þ 2 L2 ½0; 1� whose Fourier
coefficients have a finite l2ðlnqÞ norm:

fk kGðlnqÞ¼
X1

k¼1

c2k fð Þ lnq k
 !1

2

i.e.

G lnqð Þ ¼ f xð Þ 2 L2 0; 1½ �; with
X1

k¼1

c2k fð Þln2k\1
( )

:

We set

G & lnqð Þ ¼ f xð Þ 2 L2 0; 1½ �; with
X1

k¼1

c2nk ðf Þ ln2 k\1
( )

;

where nkf g is the permutation of natural numbers such that cnkj j � cnkþ1

�� ��; 8 k� 1
and

fk kG& lnqð Þ ¼
X1

k¼1

c2nk fð Þlnqk
 !1

2

:

In [10] it is proved the Theorem: If
P1

k¼1 ck fð Þj jp\1; p\2 then hold Jachson
inequality:

Rk fð Þ�
fk kBp

2
p � 1

� 1

k
2
p � 1

; where fk kBp
¼

X1

k¼1

ck fð Þj jp
 !1

p

and Rk fð Þ ¼ o 1

k
2
p�1

� �
:

Conversely, if Rk fð Þ ¼ O 1

k
2
p�1

� �
then

P1
k¼1 Ck fð Þj jq\1; for all p\q:

In this paper we prove
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Theorem 1 If a signal f xð Þ 2 G lnqð Þ; q[ 1 then

Rk fð Þ� fk kG&
q� 1

� 1

ln k � ln 2ð Þq�1

and Rk fð Þ ¼ o 1
ln kð Þq�1

� �
.

We need the following elementary result:

Lemma 1 Let m be an arbitrary natural number. Given any finite sequence
fxkgnk¼1 of non negative integers and a monotonically increasing finite sequence
fykgnk¼1. Then

Xm

k¼1

xnk yk �
Xm

k¼1

xkyk; ð1Þ

where nkf gmk¼1 is that permutation of the positive integers which
xn1 � xn2 � � � � � xnm :

Proof Let m ¼ 2 and let xm � x1 and y1\y2. We have

0� x2 � x1ð Þ y2 � y1ð Þ ¼ x2y2 þ x1y1 � ðx2y1 þ x1y2Þ;

hence

X2

k¼1

xnk ynk ¼ xn1y1 þ xn2y2 ¼ x2y1 þ x1y2 �
X2

k¼1

xkyk:

It is not hard to see that, using the mathematical induction methods we can
obtain inequality (1) for each natural m. h

Lemma 2 Given any sequences xkf gmk¼1 and ykf gmk¼1, with

xk � 0; and 0\y1\y2\ � � �\yk\ � � � ð2Þ

then

X1

k¼1

xnk yk �
X1

k¼1

xkyk;

where nkf gmk¼1 be that permutation of the natural numbers 1; 2; . . .; which
xn1 � xn2 � � � � ; xnkf g &ð Þ.
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Proof We may assume that

X1

k¼1

xkyk\1:

Let nkf gmk¼1 be that permutation of natural numbers 1, 2, … which

xn1 � xn2 � � � � xnk � � � � ð3Þ

For any natural number s we set

Ns ¼ max nk; 1� k� sf g:

Using (2), (3) and Lemma 1, with m ¼ Ns, for xkf gNs
k¼1 and ykf gNs

k¼1, we get

XNs

k¼1

xnk yk �
XNs

k¼1

xkyk �
X1

k¼1

xkyk:

Since xk � 0 and yk � 0 we obtain

Xs

k¼1

xnk yk �
X1

k¼1

xkyk; for all s� 1;

which completes the proof of lemma 2. h

From lemma 2 we obtain the following:

Theorem 2 GðlnqÞ � G & lnqð Þ for all q[ 0; and fk kG& � fk kG .

Proof Using Lemma 2 with xk ¼ c2kðf Þ and yk ¼ lnqk, q[ 0 8 k� 1 we have if
f xð Þ 2 GðlnqÞ then f xð Þ 2 G & ðlnqÞ and fk kG& � fk kG (see definitions of
GðlnqÞ;G & lnqð Þ). It is not hard to see that there exists a signal
f0 xð Þ 2 G & lnqð Þ but f0ðxÞ 62 GðlnqÞ; q[ 0: h

Theorem 3 If a signal f xð Þ 2 G & lnqð Þ; q[ 1 then

Rk fð Þ� fk kG&
q� 1

� 1

ln k � ln 2ð Þq�1

and

Rk fð Þ ¼ o
1

lnq�1 k

� �

Conversely, if Rk fð Þ ¼ O 1
lnq k

� 	
then f xð Þ 2 GðlnqÞ for any p\q� 1.
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Proof Let 8 f xð Þ 2 G & lnqð Þ; q[ 0. From the definition of G & lnqð Þ we get
fk kG&¼P1

k¼1 c
2
nk fð Þ lnq k\1, where fnkg is a permutation of the natural num-

bers 1; 2; . . .; which

cnkj j � cnkþ1

�� ��� � � � ð4Þ

We put

km fð Þ ¼
X1

k¼m

c2nk fð Þ lnq k:

From this and (4) we have

kc2n2k fð Þ lnq k�
X2k�1

s¼k

c2ns fð Þ lnq s\kk fð Þ:

Hence

c2n2kþ1
fð Þ� c2n2k fð Þ� kk fð Þ

k lnq k
:

From an approximation’s error we obtain

Rk fð Þ ¼
X1

s¼k

c2ns fð Þ� k k
2½ � fð Þ

X

s¼ k
2½ �

1
s lnq s

� k k
2½ � fð Þ

Z1

k
2½ �

dx
x lnq x

� k k
2½ � fð Þ � 1

q� 1ð Þ ln k
2


 �� 	q�1 :

Since limk!1 kkðf Þ ¼ 0 and kkðf Þ� fk kG& lnqð Þ. We get

Rk fð Þ ¼ o
1

lnq�1 k

� �

Rk fð Þ� fk kG&
q� 1

� 1

ln k � ln 2ð Þq�1 ; 8k[ 2:

Conversely suppose that there exists a C[ 0 such that

Rk fð Þ�C
1

lnq k
; q[ 0:
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Since

Rk fð Þ ¼
X1

i¼kþ1

cniðf Þj j2 �
X2k

i¼kþ1

cniðf Þj j2 � k cn2k ðf Þj j2;

then

cn2kþ1ðf Þ
�� ��2 � cn2kðf Þj j2\C

1
k ln k

:

Hence, if p\q� 1ðq� p[ 1Þ
X1

k¼1

c2nk fð Þ ln kð Þp � 2 �
X1

k¼1

1
k ln kð Þq�p \1;

which completes the proof of Theorem 3. h
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Effect of Simultaneous Plasma
Nitriding and Aging Treatment
on the Microstructure and Hardness
of Maraging 300 Steel

Adriano Gonçalves dos Reis, Danieli Aparecida Pereira Reis,
Antônio Jorge Abdalla, Jorge Otubo, Susana Zepka,
Antônio Augusto Couto and Vladimir Henrique Baggio Scheid

Abstract Simultaneous nitriding and aging heat treatment of maraging 300 steel
was carried out inside a DC-pulsed plasma nitriding reactor. A single heat treatment
cycle was done, as the plasma nitriding and age hardening processes occur at the
same ranges of temperatures and times. Samples of maraging 300 steel, in the
solution annealed and solution annealed and aged conditions, were tested. Plasma
nitriding and aging, carried out at 480 °C for 3 h, increased the surface hardness up
to 1140 HV, producing case depths of 50 μm since ε-Fe3N and γ′-Fe4N nitrides
were formed in the hardened surface layer. It is observed that the microstructure of
the core material remains unaltered as the typical martensite plate-like micro-
structure of maraging steels. The core hardness of solution annealed samples
increased from 331 to 597 HV after the plasma nitriding treatment proving the
possibility of nitriding and aging at the same treatment cycle. The pre-aged samples
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did not show any overaging or martensite reversion to austenite after the simulta-
neous plasma nitriding and aging treatments, that could be showed by the core
hardness of 620 HV and can be related to the time of total aging exposure of 6 h,
including pre-aging and plasma nitriding.

Keywords Maraging steel � Plasma nitriding � Case depth � Microstructure �
Hardness

1 Introduction

Maraging refers to the aging of martensite, a hard microstructure commonly found
in steels. Martensite is easily obtained in these steels owing to the high nickel
content. The only transformation that occurs at ordinary cooling rates is martensite
formation. The martensite without carbon is quite soft, but heavily dislocated.
These steels are based on the Fe–Ni binary alloy with additions of various alloying
elements such as cobalt, molybdenum, titanium and aluminum. Hardening and
strengthening of these steels are subsequently produced by heat treating (aging),
caused by precipitation of extremely fine, coherent intermetallic compounds such as
Ni3X (X = Ti, Mo) [1–3]. Maraging 18 %Ni grades are denoted by numbers such as
200, 250, 300 or 350, the number specifying the level of the yield strength in ksi
that can be obtained in the steel with appropriate heat treatments [2]. Its high
strength to weight ratio, good weldability, and easy machinability in the solution
annealed condition and dimensional stability during aging make this material an
ideal choice for critical applications in aerospace industries, such as rocket motor
casing [1–3]. It has been reported that depending upon the aging duration, the steel
undergoes systematic characteristic microstructural changes. The early aging period
is characterized by recovery of martensitic structure and hardening due to precip-
itation of hexagonal the intermetallic precipitates, that takes place rapidly due to fast
diffusion of titanium atoms [4–6]. The intermediate aging period is characterized by
reversion of austenite accompanied by precipitation of hexagonal Fe2Mo interme-
tallic phase. These two processes, occurring at the intermediate aging period, affect
hardening in the opposite manner; thus, overall hardening levels off after reaching a
maximum [4]. A decrease in hardening, observed during longer aging durations, is
attributed essentially to the formation of reverted austenite and precipitate coars-
ening. The amount of reverted austenite has been reported to increase with an
increase in aging temperature and time [1, 2]. Maraging 300 steels are normally
subjected to solution annealing at 820 °C for 1 h followed by aging at 480 °C for
3 h. This heat treatment results in the best combination of mechanical properties,
i.e., ultrahigh strength coupled with good fracture toughness due to precipitation of
intermetallic phases in low-carbon soft martensitic matrix. Additional time expo-
sure at this aging temperature does not improve the hardness substantially, and after
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10–15 h of exposure, it has observed a decrease in the hardness due to the reasons
described before [3].

There are some specific demands that requires high strength and good wear
resistance, such as slat track, high speed gear and torsion shaft for aeronautical
components [7]. Nitriding is a surface treatment process involving the introduction
of nitrogen into the surface of steel, which produces a modified layer with excellent
properties such as high hardness, good wear and corrosion resistance [8, 9].
However, conventional nitriding of this steel is usually carried out at high tem-
perature for a long time, which is beyond the aging temperature and time of 18Ni
maraging steel and would result in the overaging and reversion of martensite to
austenite of the core. Maraging steel possesses high strength, and good wear
resistance can be achieved by plasma nitriding, that can be carried out at the same
temperature or lower than the aging temperature, avoiding the overaging or
reversion of martensite to austenite of the core [10].

In the present investigation, a combined plasma nitriding and aging at 480 °C for
3 h treatment of a maraging 300 steel was studied. Specially focusing on the
possibility of increasing the hardness of the core by aging, at the same time that
hard surface layers were created during the thermo-chemical treatment, were kinetic
and microstructure control can easily be done, improving the resistance and
decreasing the cost of production of the material. Microstructural changes were
evaluated by of optical microscope (OM), X-ray diffraction (XRD) and energy
dispersive spectroscopy (EDS). Hardness and case depth were evaluated and
explained with the help of microstructural observations.

2 Experimental Procedure

The samples were solution annealed at 820 °C for 1 h. The chemical composition of
the maraging 300 steel solution annealed is shown in Table 1. Some of the samples
were subjected to an additional age hardening treatment at 480 °C for 3 h. The
samples in both conditions were nitrided in the furnace under vacuum. Plasma was
obtained by passing the gas mixture of H2 and N2 gases in the ratio of 3:1 under
vacuum. Plasma nitriding was carried out at 480 °C for 3 h for both conditions.

Microstructural examination was carried out on Carl Zeiss H-PL optical
microscope. Cross sections from nitrided and un-nitrided samples were ground,
polished (final polishing step: 1 μm diamond suspension) and etched using FeCl3
10 % (5 g FeCl3 in 45 mL of water) at room temperature for about 2 s.

Phases present in the un-nitrided and formed in the nitrided samples were
characterized by XRD on a Panalytical X′ Pert Powder diffractometer using Cu–Kα

Table 1 Chemical composition (wt%) of the maraging 300 steel studied

Element Ni Co Mo Ti Al C S P Si Mn Fe

wt% 19.00 9.37 4.94 0.63 0.08 0.008 0.002 0.004 0.06 0.01 Balance
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radiation, λ = 0.1542 nm, in conventional θ/2θ Bragg-Brentano symmetric geom-
etry. The diffraction angle range (30° < 2θ < 90°) was scanned in steps of 0.0170°
with a counting time of 15.24 s per step. For the identification of the phases, based
on the positions of the diffraction peaks, data of the HighScore database were used.

Energy dispersive spectroscopy (EDS) analyses, to measure the nitrogen profile
in the surface after nitriding were performed by means of an x-act SDD spec-
trometer incorporated with scanning electron microscope (SEM) model VEGA 3/
TESCAN.

Hardness from the surface, profile and core was measured using Vickers hard-
ness tester (FutureTech FM-700) with a load of 100 gF and a dwell time of 9 s.
Hardness values were measured at five places for each sample. The core hardness
before and after plasma nitriding treatment was measured for previously solution
annealed and solution annealed and aged samples in order to compare the behavior
of the core when exposed to the thermal cycle during the plasma nitriding treatment.

3 Results and Discussions

Optical micrographs of un-nitrided and plasma nitrided samples are shown in
Fig. 1. The nitriding behavior is the same for samples with starting microstructure
on the solution annealed and aged state. These micrographs show a uniform and

Fig. 1 Optical micrographs of maraging 300 a solution annealed, b solution annealed and aged,
c solution annealed and plasma nitrided and d solution annealed, aged and plasma nitrided
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continues case hardened nitrided layer and the typical martensite plate-like
microstructure of maraging steels can be seen in the un-nitrided core [1–3]. The
thickness of 50 μm was found in the nitrided layer for all nitrided samples. In the
light optical micrographs (Fig. 1), no difference in the microstructure of the un-
nitrided core of the age-hardened sample can be observed as compared to that of the
only solution annealed sample. No hints of austenite can be seen in the micro-
graphs, which is compatible with the XRD phase analysis discussed below (Fig. 2).

XRD patterns obtained from the surface of un-nitrided and plasma nitrided
samples are shown in Fig. 2. The un-nitrided samples exhibit diffraction peaks only
due to the martensitic phase α′-Fe. The presence of intermetallic precipitates in the
aged sample is not revealed by separate reflections in the aged’s X-ray diffraction
patterns, likely due to the coherent nature of these precipitates [10, 11]. After
plasma nitriding, α′-Fe peaks disappeared or are overlapped, giving place to peaks
indexed as ε-Fe3N and γ′-Fe4N nitrides, corresponding to the compound layer.

Figure 3 shows concentration depth profile of nitrogen measured by energy
dispersive spectroscopy (EDS) on the samples plasma nitrided. The composition of
the outer layer reached to around 7 wt% nitrogen for both conditions. These
compositions agree very well with ε and γ′ nitrides, respectively [11]. The data
demonstrates a gradual decrease of the nitrogen concentration when moving from
the compound layer toward the substrate, and about 50 μm from the top surface, the
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nitrogen concentration starts decrease to zero, confirming the information of nitride
layer thickness observed by optical micrograph.

The hardening effect was evaluated by surface hardness and hardening profiles.
Considering the starting core hardness for solution annealed condition as 331 HV
and for aged condition as 604 HV, Table 2 shows that the surface hardness
increases for both conditions and the presence of the compound layer is responsible
for an additional hardening effect, achieving a hardness up to 1140 HV. Figure 4
shows the hardness profile after the plasma nitriding for both conditions. The
continuous decrease of hardness from surface to the core of the sample suggests the
presence of a diffusion zone in which precipitates of nitrides of iron and other
metals were formed at the grain boundaries as well as within the grains. These
precipitates distort the lattice and pin crystal dislocations and thereby increase the
hardness of the surface layer of the ion-nitrided samples [10].

The possibility to use the plasma technology for a simultaneous aging and
nitriding treatments is dependent of the core hardness response. Core hardness
attained after the plasma nitriding treatments are shown in Table 3. Considering the
starting core hardness, the treatment was effective to increase the core hardness for
the solution annealed sample from 331 HV up to 597 HV, proving that the
simultaneous aging and nitriding treatments are possible to be done. On the other
hand, the aged sample retain the core hardness after the treatment avoiding the
overaging process and reversion of martensite to austenite for the tested cycle,
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Table 2 Surface hardness values of un-nitrided and plasma nitrided samples

Solution
annealed

Solution
annealed and
aged

Solution annealed
and plasma nitrided

Solution annealed,
aged and plasma
nitrided

Surface
hardness
(HV)

331 ± 5 604 ± 18 1010 ± 6 1140 ± 4
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showing that the use of additional heating during the nitriding process affect slightly
the hardness, increasing the core hardness up to 620 HV. This fact is related to the
precipitation growth. The increase in the strength and hardness of maraging steels is
a function of the precipitate fraction and size. The growth of the precipitate and the
increase in the precipitation fraction is a function of time and temperature, and at
480 °C the aging of maraging 300 is rapid and intense [1]. In the solution annealed,
aged and plasma nitrided sample, after 6 h of aging (3 h of aging plus 3 h of plasma
nitriding), the precipitate remains distributed in the matrix as an extremely dense
dispersion, and its average diameter can be slightly grown from the previous aging
treatment. In the case of 2000 MPa grade cobalt-free maraging steel, after aging
for 6 h, the Ni3Ti average diameter has grown to about 4–5 nm when compared to
3–4 nm after aging for 3 h [1]. Therefore, the core hardness increasing around 4 %
only does not justify the additional costs related to 3 h of heating.

4 Conclusions

In the present investigation, maraging steel (300 Grade) solution annealed and aged
was plasma nitrided at 480 °C for 3 h. An uniform and continues case hardened
nitrided layer and the typical martensite plate-like microstructure of maraging steels
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Table 3 Core hardness values of un-nitrided and plasma nitrided samples

Solution
annealed

Solution
annealed and
aged

Solution annealed
and plasma nitrided

Solution annealed,
aged and plasma
nitrided

Core
hardness
(HV)

331 ± 5 604 ± 18 597 ± 2 620 ± 3
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can be seen in the un-nitrided core. The iron nitride formed in the hardened surface
layer is ε-Fe3N and γ′-Fe4N with a case depth of 50 μm and these nitrides improve
the surface hardness of maraging 300 steel substantially achieving a hardness up to
1140 HV. After plasma nitriding, core hardness of solution annealed samples
increased up to the levels expected after aging. When solution annealed and aged
samples are nitrided no decrease in core hardness can be observed. These results
prove that simultaneous aging and nitriding treatments may be done using a single
cycle thermochemical treatment on the DC-plasma nitriding reactor using the low
temperature of 480 °C.
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State Analysis and Development
Perspectives of the Algeria’s Railway
Network

Hakim Siguerdjidjene

Abstract The current rail transport in Algeria does not meet the needs of the
national economy because some of the lines have been designed and built according
to a set of old standards, which results in them being characterized by a relatively
low productivity and lack of work efficiency. This is why the reconstruction and
strengthening of the Algerian railway network is becoming necessary if not man-
datory. The further development of the railway linking and improving the quality of
its operation will result in improved performance and speed. This is why the
development of the Algerian rail network is a very important and specific task
addressing this issue must ensure a high competitiveness. The development of an
approach in order to increase the railway lines efficiency in the Algerian context and
the process of reconstructing them needs a thorough analysis the state of a number
of railway lines with low profitability, in order to organize their reconstruction,
open the possibility of having easier access and efficient facilities, thus reaching a
rational scheme.

Keywords Development � Rational scheme � Competitiveness � Productivity �
Speed of trains � Railway network

1 Introduction

Currently, in most areas of Algeria’s railway network, the maximum speed of
freight is no more than 60 km/h while the passenger trains do not reach 120 km/h.
Improving the competitiveness of railways in passenger and freight traffic is the
main part related to the modernization of infrastructure, the introduction of more
powerful locomotives and increasing train speeds.
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However, to increase the capacity of railways through modernization and
reconstruction of the way requires a thorough examination and study of the state of
existing lines to create a classification system for railway stations and lines in
Algeria.

In this paper, we propose a new approach in order to solve most of techno-
economic problems related to the management process of increasing the railway
power. This approach is based on the classifying method used in the network at the
design stage with relation to new—and reconstruction of existing—lines, and track
facilities. That operates on two parameters: (1) the speed of passenger and freight
trains and (2) freight traffic density before and after the modernization and recon-
struction of the all the categories. That firmly depends on choosing effective
measures to solve the problem of power increase of the railway network.

In addition, the classification of the line at the present stage was examined in the
Pevzner et al. [1], added to some suggestions for improving the system of line
classification developed in VNIIZhT [2]. Currently and according to the latest
railway guidelines, [3] presented a line classification system on the Status of the
traveling facilities keeping system in 6 group. In turn, the International Union of
Road recommends classifying working conditions for the two indicators charac-
terizing the force action. The lines open to international traffic, must have a category
at least equal to (B1). In other countries, like France, the classification criteria
adopted by the efficient volume of traffic depends on the level of (T) axle load and
speed. In Canada, the classification is done based on the annual volume of traffic
and speed. On the roads of the Netherlands, there are three classes. The first class
includes a line with permissible speed of over 130 km/h, the second goes from 100
to 130 km/h, and the third addresses lines with less than 100 km/h. Thus, different
countries have their classification done based on individual and specific parameters.
In the same way Akkerman G. L and Kravtchinko O. A [4] examined the assess-
ment of the possibility to use the conception biclothoïde in the projects of the
railroad sections in curve for the grand lines to high speed in the program of
universal complex mechanism. In the other side Mitrakov A. C and Charokhov C.
G [5] have developed a parameters determination methodology of the forced
declivity system of temporary transportation wagons tracing in sections ways curve.

2 Specificity of the Increased Power Problem

The initial description of the existing railway lines, the final reconstruction state and
the intermediate reinforcement steps are reflected upon in the following section.

As a general rule, rangelands are not identical in times, what practically exclude
the possibility of using the train crossing without stopping. Thus, a total recon-
struction of all permanent mechanisms is needed. The short length of arrival-
departure track and low power of locomotives determine the low norm mass of
merchandise convoy.
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All this explains the yield of many railways in the country which differs
depending on the status and parameters of the line which is in the range 5�C� 15
million tons/year.

For the ordering problem, it is appropriate to introduce the classification of
existing railway lines based on technical characteristics and performance of the
railway lines into three groups:

1. Lines with distance between railway tracks equals to 1055 mm and has a length
of 1000 km on which freight traffic does not exceed 5 million tons/year and the
speed of movement of freight trains does not exceed 50 km/h;

2. In the mixed-line configuration, the gap between tracks is between 1055 and
1435 mm, in normal cases. Over the length of 388 km the transit of goods does
not exceed 7 million tons/year and the speed of movement of trains passenger
does not exceed 80 km/h;

3. The normal-line railway has a gap between tracks of 1435 mm, with a total
length of 3854 km, while it is 3045 km including the single line with the traffic
of goods not exceeding 15 million tons/year and the rate of traffic based on type
of line not reaching 100 km/h.

According to these characteristics we can designate alternative directions of
reconstruction and avoid building inefficient railways. The choice of such essential
directions is generally determined by two main causes:

• The parameters of the existing permanent installations;
• The final aim of the reconstruction and modernization.

For the purpose of the railway line storage requirements after the reconstruction,
it is useful to classify them according to the most important characteristic:

• The goods transit of 10th year Γ (million tons/year).
• The moving speed of freight and passenger trains.

In correspondence with this division of the railway reconstruction we divide the
project standards into four categories.

It is clear that the aim of the measures chosen tackle the decrease in capital
investment and goods transportation with minimal expenses and a reduction in time
of transport to the destinations. To solve such a problem, it is necessary to find the
most appropriate measures to achieve the essential aims mentioned above and avoid
unnecessary spending.

3 Analysis of the Power Increase Problem

The analysis showed that for the Algerian context, it was only rational to consider a
small number of increases in transit capacity and transition measures:
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• Extension of the useful length of the arrival-departure track Lar-dep, meters;
• Increase the power of the locomotive Fpl, Newton;
• Removal of the speed limit on the course that limits the ability of crossing the

line to a single track, km/h;
• Increase the throughput ηtr and the transport performance capacity (carrying

capacity) Γ, millions of tons per year;

For the correction of the axe position separated by solving the question on longer
routes stops, it is necessary to consider:

• The financial resources for longer routes as well as their servicing;
• The investment in the locomotive fleet, the savings in operating expenses for

locomotive brigades.

For the Algerian conditions, the prospects lengths of arrival-departure tracks
should cover all possible range values indicated above.

At the present time, the speed factor is of great importance in the movement of
goods and passengers to lower transportation expenses and increase throughput
capacity. The maximum permissible speed of freight trains is set depending on:

• How sectoral normative content structures and devices;
• For each site, depending on the technical equipment and the infrastructure and

rolling stock.

The maximum speed of passenger and freight trains is determined by the fol-
lowing formula:

Vmax ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hþ Dhð Þ � R=11:8

p
¼ A

ffiffiffi
R

p
; ð1Þ

The minimum curve radii should be determined by the formula:

Rmin ¼ 11:8v2max

hþ anc � 153 ð2Þ

where
Dh ¼ an�S

g
Drawback cant, mm;

h The smallest value of elevation, mm;
R Radius of curvature, m;
A The parameter accepts equal to 4.7.

The unliquidated lateral acceleration per person (anc):

anc
V2

R
� g � h

S
; ð3Þ
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where
V Train speeds, m/s;
S The track width, m;
G Acceleration of gravity, m/s2.

For creating comfortable conditions for passengers unliquidated acceleration
Accepted anc at speeds up to 160 km/h must equal to 0.7 m/s2, and from the speed at
161 to 200 km/h, the anc should be equal to 0.6 m/s2 and the cant practice hp equal
to 150 mm.

The results of the calculations are listed in Table 1. On the railways combined
movement of freight and passenger trains, for passenger train speeds at 120–160 km/h
and the unliquidated lateral acceleration value anc = 0.7 m/s2 the minimum allowable
curve radii (Rmin) in the way is located at the maximum cant practice hp equal to
150 mm and should not be less 1170 m, for the unliquidated lateral acceleration value
anc = 0.6 m/s2 and speed of passenger trains Vmax = 200 km/h, the minimum value of
Rmin is located at the samemaximum cant practice -hp- equals to 150 mm and not less
than 1950 m.

The railway power is determined by its Throughput and carrying capacity.
Throughput is the number of ηtr pairs of trains that the road could miss in a day.
Carrying capacity is determined by the power of road freight transport. This number
of tons of cargo Γ that the road can carry per unit time in each direction.

The maximum possible throughput of single-track lines in parallel not package
displacement-time diagram (train schedule), pairs of trains per day is calculated:

gtr ¼
1440
T

ð4aÞ

T ¼ ta þ tr þ s1 þ s2 þ tacc:dec ð4bÞ

where
ηpass Track capacity, pair train per day;
T Period graph movement of trains;

Table 1 Minimum allowable curve radii

h, mm The values Rmin (m) at the unliquidated lateral acceleration value anc (m/s2) and
speeds Vmax (km/h)

anc = 0.7 Vmax ¼ 120 anc = 0.7 Vmax ¼ 160 anc = 0.6 Vmax ¼ 200

100 820 1460 2460

110 780 1390 2340

120 750 1330 2230

130 715 1270 2130

140 680 1220 2040

150 660 1170 1950
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tacc.
dec

The sum of acceleration and deceleration time;

ta, tr Running time of the train on the stretch in the direction there and back
respectively, min;

τ1, τ2 Stationary intervals.

The transport performance (carrying capacity) Γ in million tons/year of the
railway line and area can be realized at a certain combination of the basic
parameters of permanent structures, equipment and process technology transpor-
tation and can be determined using the following formulae:

C ¼ 365 � Qmoy:q
c

gtr; ð5aÞ

C ¼ 365 � Qmoy � q 1440c � T ; ð5bÞ

gtr ¼
1440V
60 � S ; ð5cÞ

C ¼ 6052V � Q
S

; ð5dÞ

where
ηtr available throughput of cargo moving in a given direction, trains/days;
γ Coefficient of irregularity equal to 1.1;
Qmoy, Q The average gross and net weigh of the convoy (train);
ρ Ratio of the gross train weight to net weight equal to 0.76;
V Train speed in km/h;
S Interval between trains in km.

It follows from formulae (5b) and (5d) that there is a proportional relationship
between the productivity of the railway line and the train speed and the gross
weight of train. On the other side there is an inverse relationship between the
productivity of the railway line and the rolling time of a pair of train journeys in the
limited term and the interval between trains (Fig. 1).

As it is shown in Fig. 1 when the net average weight of the convoy freight is
Q = 1400 T and its speed V = 50 km / h and the interval between the trains are
S = 85 km, the increase of the weight convoy freight until Q = 2000 T to the same
speed with a reduction of the half distance S/2 = 42.5 km leads to an increase the
convoy productivity of 5 million tons/year to 14 million tons/year, what represents
an increase of 35 %. Otherwise increasing the speed of the freight train until
V = 120 km leads to the increase in productivity of 12 to 34 million tons/year, that
is a contribution of 35 %, which allows us to affirm the linearity of the increase in
productivity (carrying capacity) Г of the railway according to the parameters in the
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speed V (km / h), the average net weight of the train (train) Q (Ton) and the distance
S (km) between trains.

On the other hand, the reduced freight traffic density area Гred, million of gross
ton-km/km per year can be identified for the classification of lines in the control
track facilities and to solve economic problems of transport is determined using the
following formulae:

Cfrt ¼
Xk
i¼1

Cili; ð6aÞ

Cpas ¼
Xk
i¼1

nili � 10�6 ð6bÞ

C ¼ afrCfrt þ bpasCpas ð6cÞ

Cred ¼ C � l

where
Γ The calculated freight traffic density in the area, million gross. Ton-km/

km per year
k The number of halt points on which embarkation and disembarkation of

passengers;
l Coefficient taking into account local operating conditions of a particular

stretch of track
ni The number of passengers departed from the ith item on the year;
li The length of the line, km;
Cfrt;Cpas Respectively freight traffic density of freight and passenger trains on a

reported basis in the area, one million of gross ton-km/year;
afr; bpas coefficient of reduction for freight and passenger trains, taking into

account the impact on the way the disorder freight and passenger wagon
and locomotives, as well as the speed of movement.
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The Proposals for the Category of railways Algerian at the design stage of new,
modernization and reconstruction of existing lines are given in Table 2.

4 Conclusion

Research devoted to increasing the railway lines power is based on the classification
of the Algeria’s railway lines into categories before and after modernization and
reconstruction. This is the key performance indicator and the most important index.
The performance (carrying capacity) Γ, million tons/year of railway line and area is
found directly related to the speed of movement of passengers and freight trains.
Also it is true that the long term preservation of high speeds, in turn, has a positive
effect on the class of way stability, despite more frequent load variations of Г
(carrying capacity). Subsequently, if necessary, adjustments can be made to class
ways by Г (carrying capacity) if change occurs.
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Table 2 Categories of Algeria’s railways at the design stage, new and reconstruction of existing
lines

Category of
railways

Transit (traffic) merchandise to the
10th year Γ (million (tons/year)

Speed of
passenger trains
vmax (km/h)

Speed of freight
trains vt (km/h)

I Over 25 160\vmax � 200 80\vmax � 120

II 15–25 120\vmax � 160 60\vmax � 80

III 5\C� 15 80\vmax � 120 50\vmax � 60

IV C� 5 vmax � 80 vmax � 50
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Characterization of the Superalloy Inconel
718 After Double Aging Heat Treatment

Katia Cristiane Gandolpho Candioto, Felipe Rocha Caliari,
Danieli Aparecida Pereira Reis, Antônio Augusto Couto
and Carlos Angelo Nunes

Abstract The application of heat treatment, by solid solution and precipitation
hardening, is very important to optimize the mechanical properties of superalloys.
The main phases present in Inconel 718 are: gamma prime γ′ face ordered Ni3(Al, Ti);
gamma double prime γ″ bct ordered Ni3Nb; eta η hexagonal ordered Ni3Ti; delta δ
orthorhombic Ni3Nb intermetallic compounds and other topologically closed-packed
structures such as μ and Laves phases. δ, μ and Laves phases have low ductility,
which causes losses in mechanical and corrosion properties (Fu et al. in Mater Sci
Eng A 499:215–220, 2009 [1]). The heat treatment applied to Inconel 718, precip-
itation hardening, has two steps: solid solution and aging treatment. In first step the
secondary (hardening) phases are dissolved along the matrix, as well as carbides. It is
important to note that after 650 °C (Durand-Charre in The microstructure of super-
alloys. CRC Press, Boca Raton, 1997 [2]) and with long exposure times, γ″ trans-
forms in the stable phase δ, which results in a loss of mechanical resistance. In this
study we aim to characterize the microstructure and phases in superalloy Inconel 718
during the steps of heat treatment with double aging. The double aging treatment
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performed followed the steps of solid solution to 1095 °C/1 h and double aging at
955 °C/1 h to 720 °C/8 h + 620 °C/8 h. The characterizations were performed through
the techniques of XRD and SEM/EDS. It was possible to obtain the microstructural
and phases characterizations before and after heat treatment in all steps.

Keywords Inconel 718 � Heat treatment � Double aged � Solid solution � Laves
phases

1 Introduction

Inconel 718 is a precipitation-hardening superalloy developed by International
Nickel Co in the 50s [3]. This alloy is a Nb-modified Fe–Cr–Ni-base superalloy and
has been widely used in gas turbines and related applications due to its good
mechanical properties and structural stability at elevated temperatures (*650 °C).
Superalloys are generally applied in heat treatment equipment, aeronautics gas
turbines, nuclear power plants, medical components, chemical and petrochemical
industries [4]. It is used under high homologous temperatures (Th > 0.5), showing
high stress-rupture and good oxidation resistance, good creep and low cycle fatigue
behavior. In 1989 [5], the Inconel 718 alloy represented 45 % of all wrought nickel-
iron base superalloys produced in the world.

Inconel 718 has crystallographic lattices face-centered cubic (fcc), body-centered
cubic (bcc), hexagonal close-packed (hcp) and body-centered tetragonal (bct), among
others. These niquel-iron superalloys are made of austenitic fcc matrix γ (gamma
phase), as well as secondary phases: gamma prime γ′ face ordered Ni3(Al, Ti); gamma
double prime γ″ bct ordered Ni3Nb; eta η hexagonal ordered Ni3Ti; delta δ ortho-
rhombic Ni3Nb intermetallic compounds and other topologically closed-packed
structures such as μ and Laves phases. δ, μ and Laves phases have low ductility,
causing losses in mechanical and corrosion properties and providing grain size
control [4]. In addition, these phases appear in alloys containing high levels of bcc
transition metals (Ta, Nb, Cr) [5].

Superalloys have their microstructure characteristics improved by using heat
treatment techniques. Solution treatment, usually the first step in heat treatment of
precipitation hardening alloys, aims to: recrystallize, homogenize and dissolve
phases in fcc matrix structure, dissolving carbides in grain boundaries and the grain-
growth results in high creep-rupture resistance [5]. The purpose of aging treatments
is the increasing of the strength through the precipitation of additional quantities of
secondary phases, from the supersaturated matrix, developed by solution treating.
For Inconel 718 more than one phase can precipitate, so double aging is applied in
order to enhance the formation of both γ′ and γ″ phases. Secondary phases γ′ and γ″
play a main role in the strengthening mechanism of Inconel 718, mainly γ″, a
coherent disk-shaped precipitate. Wang et al. [6] highlighted the structural stability
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dependence with secondary phases production on aging heat treatments, as well the
competition of γ′/γ″ and delta phase δ formation. By comparing three kinds of
double aging techniques, the optimized technique of double aging under 720 °C/
8 h + 620 °C/8 h was identified due to the fact that it can get higher contents of the
γ′ and γ″ phases, the lowest content of the δ phases and optimum structure in
Inconel 718 alloy using this technique. In this context, the purpose of this
preliminary study is to characterize the microstructure and phases in superalloy
Inconel 718 during the steps of heat treatment with double aging.

2 Experimental Procedure

2.1 Heat Treatments

The material used for the present study was multi-alloy bars. The superalloy was
obtained by VIM/VAR process. A solid solution of 1095 °C for 1 h treatment (air
cooling) was applied initially and followed by double aging treatment at 955 °C/1 h
(air cooling) to 720 °C/8 h (furnace cooling) + 620 °C/8 h (air cooling). The heat
treatments were conducted at Escola de Engenharia de Lorena (EEL-USP), using a
Lindberg/Blue M—Tube Furnace 100 V/50 A/5 kW. The heat treatment is
described in Fig. 1.

2.2 Characterization

The microstructures of the superalloys Inconel 718 in all steps of the heat treatment
were analyzed via scanning electron microscopy/back-scattered electrons mode
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(SEM/BSE) using an acceleration voltage of 25 kV in a LEO 1450VP SEM model
equipped with Oxford Instruments energy-dispersive X-ray spectrometry system at
Escola de Engenharia de Lorena (EEL-USP).

Conventional X-ray diffraction (XRD) was used to characterize the materials
produced after each processing step. The XRD experiments were performed in a
Panalytical Empyrean model at room temperature under Cu–Kα and Ni filter at
Escola de Engenharia de Lorena (EEL-USP).

3 Results and Discussion

The composition of the superalloy used in this study is summarized on Table 1.
The heat treatment improved an increase of the grain size. Figures 2, 3, 4 5 show

the micrographs of the Inconel in all steps of heat treatment. The presence of

Table 1 Inconel 718 composition

Analyse %wt

Ni Cr Ti C Al Nb Mo Mn Si P Cu Co B Ta Fe

52.83 18.39 0.95 0.03 0.48 5.05 3.01 0.03 0.03 0.004 0.03 0.23 0.001 0.01 bal

Fig. 2 SEM/BSE micrograph of the Inconel 718 as received
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Fig. 3 SEM/BSE micrograph of the Inconel 718 after solid solution

Fig. 4 SEM/BSE micrograph of the Inconel 718 before aging
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precipitates in all stages can be observed. The results of the EDS obtained of the
precipitates indicates that the heat treatment improved the formation of precipitates
with base composition of Ni/Nb (Table 2).

Figure 6 show the XRD obtained of the Inconel 718 in all steps of heat treat-
ment. The results of XRD show the presence of the gamma phase (γ-CFC) in the
Inconel 718 as received. In the Inconel 718 solid solution the presence of gamma
phase (γ-CFC), NbC (MC-CCC) and Ni3Nb (δ-orthorhombic) is observed. Before
the double aging, it can be observed that the same phases are present in the
superalloy. Similarly it can be observed that after double aging there is only the
presence of gamma phase (γ-CFC) again. It is not possible to separate the presence
of the phases γ′ and γ″. The main reason can be the fact that their identification were
superposed.

Fig. 5 SEM/BSE micrograph of the Inconel 718 after double aging

Table 2 EDS of the Inconel 718 precipitates in all steps of heat treatment

Inconel 718 Al (%at) Ti (%at) Cr (%at) Fe (%at) Ni (%at) Nb (%at)

As received 0.71 5.58 20.49 18.38 47.54 7.3

Solid solution – 7.41 11.47 9.42 22.03 49.67

Before aging – – 1.07 0.95 2.07 82.88

After double aging 0.95 5.45 15.94 13.65 33.80 30.21
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4 Summary

In this work the characterization of the superalloy Inconel 718 after double aging
heat treatment was studied. A solid solution of 1095 °C for 1 h treatment was
applied initially and followed by double aging treatment at 955 °C/1 h to 720 °C/
8 h + 620 °C/8 h. The alloys were characterized using scanning electron micros-
copy/back-scattered electrons mode (SEM/BSE) equipped with an Oxford
Instruments energy-dispersive X-ray spectrometry system and conventional X-ray
diffraction (XRD). The double aging treatment presented higher grain size than the
Inconel 718 as received. The gamma phase (γ-CFC) was present in the as received
condition and the formation of gamma phase (γ-CFC), NbC (MC-CCC) and Ni3Nb
(δ-orthorhombic) could be observed during the heat treatment which demonstrate
the formation of the gamma phase (γ-CFC) from Ni3Nb (δ-orthorhombic) after
double aging.
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Development of an Innovative 3D
Simulator for Structured Polymeric
Fibrous Materials and Liquid Droplets

Contribution to the Experimental
Characterization and Optimization of Deposition
Time and Spreading Area Using an Innovative
3D Optic System and a Fibrous Porous Materials
Simulator

Joana M.R. Curto, António O. Mendes, Eduardo L.T. Conceição,
António T.G. Portugal, Paulo T. Fiadeiro, Ana M.M. Ramos,
Rogério M.S. Simões and Manuel J. Santos Silva

Abstract An innovative 3D approach is used to develop and optimize structured
polymeric fibrous materials. Using our own materials simulator we are able to
design a new material with optimized properties such as porosity or thickness. In
this work, for the first time we developed and tested a methodology to design a new
fibrous material for which the penetration of a liquid drop can be predicted and
optimized. The deposition of a liquid drop into a porous solid material is an
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important step in many materials applications like printing or filtration. The ability
to control and predict the liquid kinetic deposition and the spreading area, are also
determinant steps when developing new advanced materials, like structured porous
materials, and new applications, like the transport of therapeutic molecules for
medicinal purposes. We have used a methodology that includes an innovative 3D
model for fibrous materials, an experimental plan to obtain 3D structures with
different fibers, and an optic 3D prototype for collecting 3D data of the liquid drop
deposition along time. We were able to quantify the time of deposition and the
spreading area over time. Using the simulation model for fibrous materials we were
able to simulate and produce in the laboratory an optimized structure for the ideal
spreading area of the liquid droplet.

Keywords Liquid drop � Droplet deposition time � Droplet spreading area � 3D
fibrous structured materials � Simulation and optimization of structured materials

1 Introduction

Polymeric fibrous materials are formed using fibers as building blocks. By choosing
fiber dimensions and fiber mechanical properties, like fiber flexibility, new mate-
rials can be designed to have optimized properties, like the desired porosity for an
application. The optimization method is able to determine the combination of fibers
among the ones that are available, with certain dimensions and flexibility in order to
obtain the desired porosity (see Fig. 1a–d). This porosity and distribution of pores
can be the one that optimizes the deposition time or the spreading area of the liquid
drop into the fibrous structure. To develop novel applications using cellulose
fibrous materials it is important to optimize the time of deposition, for the liquid
drop, and the spreading area [1–3]. With the available fibers, changing the fiber
flexibility and the mixture of fibers used to obtain the fibrous structure, a new 3D
optimized material is obtained. For materials made from cellulose natural fibers,
like the ones we have chosen for this study, the structured materials are formed
using a fiber deposition step, water filtration and pressing processes, according to
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ISO standard procedure for laboratory paper sheets. The structure formation pro-
cessing steps have been modeled and implemented in Matlab resulting in a vali-
dated fibrous materials simulator (see Fig. 2) [4–10]. The fibrous materials
simulator is a multiscale simulator that includes a fiber model with fiber structure,
dimensions and flexibility and has been used to simulate and optimize fibrous
materials for different scales and polymeric materials [5, 6]. To obtain the structure
that has a certain time of liquid deposition into the structure or to optimize the
spreading area, the desired structure and porosity can be obtained using a combi-
nation of different fibers, with different dimensions and mechanical properties.
In this work we have used an experimental plan to produce laboratory 3D fibrous
structures with different fiber dimensions, flexibilities and mixture of fibers.
For collecting 3D information about the liquid droplet deposition we have used an
optic 3D prototype developed at the University of Beira Interior (see Fig. 3)
[11–13]. In Comparison to other methods, this one has the advantage of collecting
3D data of the liquid drop and accurate deposition images along time (see Fig. 4).
We were able to quantify the time of deposition and spreading area along time.

Fig. 1 Scanning electron microscope image of the 3D fibrous structures for different fiber
dimensions and fiber flexibilities
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Using our simulation model for fibrous materials we were able to simulate the
structure produced in the laboratory and to have information about porosity and
pore distribution in the surface. The developed fibrous material model has the
advantage of being a 3D model that includes a detailed fiber structure model, with
fiber collapse and structure of the fiber void, not considered in other simulation
models [14–16]. The 3D simulation structures are obtained by a formation mech-
anism similar to the one occurring in the laboratory, fiber by fiber, and the obtained
3D structure can be used to calculate useful information about the structure, like its
porosity, pore distribution, superficial topography, thickness, etc. The methodology
developed for the optimization study done in this work starts with the experimental
characterization of the fibrous 3D structures and the 3D droplet deposition on these

Paper 
Sample

Syringe

Droplet

Lateral View 1

Top View

ID1

ID2

ID3

Lateral View 2

Fig. 3 Scheme of the optical system used for analysis over time of the interaction of liquid
droplets on different kinds of paper samples

Fig. 2 Image of the fibrous materials simulator with Fiber deposition and 3D structure with
different fibers
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structures. The results of the 3D structures are complemented with simulated
structures and more information about porosity and its values on the top surface
layer. Using a simulation study, an optimized structure for a certain spreading area

Fig. 4 View of the 3D model
created for one of the
analyzed paper samples,
namely, the sample A-3-14
(mix fibers—20 % long fiber
with medium fiber flexibility).
a For the initial time
(t ≈ 0.00 s), b for an
intermediate time (t = 0.50 s),
and c for the final time
(t = 1.00 s)
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can be proposed, and the corresponding structure is produced in the laboratory. A
liquid droplet is deposited into this structure, and the results indicate that the
structure was optimized, using the simulation model and the experimental data, to
have the desired spreading area. The ability to optimize the spreading area, depo-
sition time and other liquid drop and fibrous material interactions can be useful
tools to develop new structured materials, and advanced applications, so we intend
to continue this work with. For future work we have planned to present the inte-
grated simulation of the liquid drop and 3D fibrous structure. Our ultimate goal is to
simulate the liquid drop deposition on structured fibrous materials, including the
key fibrous structures and liquid drop physical properties. For future work our goal
is to be able to simulate other scales, like for example at nanoscale level, which we
have already done for nano fibrous material using our simulator [5, 6] and can be
integrated with liquid drop deposition using the strategy presented here. Another
aspect that we have to take into consideration is the hydrophobic and hydrophilic
interactions between the fibrous structures and liquid droplets. For future work we
have designed an experimental plan that will be dedicated to collect more infor-
mation about hydrophobic liquid drop deposition. The optic equipment has already
been used for other liquids, and the image acquisition and drop deposition can be
optimized to collect hydrophobic liquid data, and the optimization of the fibrous
porous structure can be done following the strategy that we present here. In the
results presented here, the cellulose fibrous materials analysed have OH− groups
[17–19] and the liquid drop is a coloured water solution, so the interactions are
hydrophilic for both, liquid droplet and fibrous material. The study of liquid drop
deposition, theory and practice [20–35], indicates that one of the key parameters to
obtain an integrated simulation model is to have accurate information about the
porous structure. The results presented here indicate that our simulation fibrous
materials model can be a useful tool, and the work we have already done proves that
it can be extended for different scales and materials [5, 6]. The other crucial aspect,
is to have an accurate and programmable experimental optic device to collect 3D
droplet deposition data (see Fig. 3), which is also presented and proved to be
the case, in this work, and has also been successfully used for other applications
[11–13].

We think that the strategy proposed, and the results to be presented in this work,
are a contribution for the simulation of liquid drop deposition on 3D structured
fibrous materials.

2 Materials and Methods

2.1 Materials

Cellulose fibers of Eucalyptus globulus and Pinus pinaster.
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2.2 Methods

The network structures are formed with fibers from Eucalyptus globulus bleached
kraft pulp that are fibers coming from a Hardwood tree, after a delignification, fiber
separation and bleaching process. It is considered a “short” fiber and is the most
important wood fiber produced in Portugal and Brazil.

The softwood fibers, or “long” fibers are from a Pinus pinaster kraft softwood
pulp. This pulp is called reinforcement pulp because it is added to the structure to
increase the structure’s strength, and also the “runnability” of the process, to avoid the
rupture of the wet web during the process of making the fibrous structured material.

To evaluate the impact of different fibers on structural properties, isotropic
laboratory fibrous structures were prepared and tested, according to structural
properties and ISO standards. Formation and pressing of fibrous structures was
done according to ISO 5269:2005. Characterization of fibrous structures was done
using ISO 536 for the basis weight and ISO 534:2011 for thickness, with an
Adamel Lhomargy MI 20 micrometer. An experimental design plan was executed
in order to quantify the influence of fiber dimensions and fiber flexibility, for the
two pulp fibers, with different dimensions and beating degrees, to obtain different
fiber flexibilities. The fibers’ dimensions were determined automatically by image
analysis of a diluted suspension (20 mg/l) in a flow chamber in Morfi (Equipment
developed and commercialized by TECHPAP, Grenoble, France). The pulps were
beaten in a PFI mill at 1000, 3000 and 6000 revolutions under a refining intensity of
3.33 N/mm. PFI is a ISO standard laboratory beating equipment, consisting of a
rotor and a stator, who provides a pulp mechanical treatment called beating, that
changes fiber flexibility. Fiber flexibility was determined according to the Steadman
and Luner method [36], using CyberFlex from CyberMetrics. The experimental
method includes the formation of a very thin and oriented fiber network on the wire
of a small head-box simulating the paper formation, followed by transfer under
controlled pressure conditions to a glass slide with metal wires. The laboratory
made structures were characterized regarding their structural properties: thickness,
basic weight, density and porosity. Images of the fibrous structures were obtained
through scanning electron microscopy, using the SEM Hitachi S-3400 N and a gold
sputter to make the fibrous structures conductive.

The experimental system [11–13] that was used in the current work to study the
interaction over time of liquid droplets on different kinds of fibrous structures is
schematically presented in Fig. 3. Basically, the system works by ejecting microliter
droplets (approximately 0.33 µl) through a syringe filled with the liquid in study,
toward the surface of a given fibrous structure sample, which is placed on a proper
holder of the system for its convenient fixation. During the event, three image
detectors, identified in the scheme of Fig. 3 as ID1, ID2 and ID3, provide image
registration of the interaction of the liquid droplet with the paper sample in study.
The three image detectors are placed in the system perpendicularly to each other,
two of them (ID1 and ID2) being horizontally aligned in the system, allowing to
obtain lateral views of the event, and the last image detector (ID3) is aligned in the
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system vertically, allowing to obtain a top view of the event (see Fig. 3). Typically,
in the experiments carried out with this methodology, 215 images are registered per
second by each one of the three image detectors during a maximum period of 10 s,
using a field of view of 4.8 × 4.8 mm2.

The images are then stored in a computer for their corresponding processing in
order to determine a set of specific parameters for evaluation of the liquid-paper
interaction. In the current work, our focus was placed in the determination of the
spreading area, the area of the exposed droplet, and the difference between the two.
For the construction of the graphical representations of these three parameters, a
time step of 0.25 s was considered, which showed to be adequate for the six
different studied cases that will be presented in the next section of this work. In
addition, one other parameter was also determined for the six studied cases, namely
the total time of droplet deposition, which corresponds to the time range between
the instant of impact of the liquid drop in the surface of the paper sample in study
and the instant of its complete deposition. This last instant corresponds to the time
on which the droplet deposited at the surface of the paper is no longer seen by the
lateral views of the system, since its height reaches the value zero at this point. To
determine this last parameter, a much lower time step was considered, using the
totality of the acquired images for its proper discrimination.

Concerning the samples to be analyzed with the optical system, six different
paper samples were selected with the following identifications and characteristics:
A-14 (Maximum Fiber Flexibility), A-2-14 (Minimum Fiber Flexibility), A-3-14
(Mix Fibers—20 % Long Fiber with Medium Fiber Flexibility), A-4-14 (Mix
Fibers—10 % Long Fiber with Maximum Fiber Flexibility), A-5-14 (Mix Fibers—
10 % Long Fiber with Medium Fiber Flexibility), and A-6-14 (Medium Fiber
Flexibility). Regarding the liquid used in the conducted experiments, it was defined
to be deionized water dyed with an innocuous blue colorant. This last element was
used simply to achieve a better discrimination of the droplets in the images, for their
proper identification relatively to the background of the images.

3 Results and Discussion

3.1 Pulp Fiber Characterization

The Eucalyptus globulus and Pinus pinaster fibers used have different dimensions
and coarseness (see Table 1).

3.2 Three Dimensional Fibrous Structure Characterization

The 3D fibrous structures were characterized in terms of porosity. The experimental
and simulation results are presented in Table 2.
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SEM images were obtained for different 3D Fibrous structures, with different
fiber dimensions, for Pinus pinaster and Eucalyptus globulus fibers, for different
fiber flexibilities. The samples presented are examples from top views, as in Fig. 1a,
d and thickness cuts, Fig. 1b, c from laboratory made 3D structures (60 g/m2).

3.3 Results for the Deposition of a Liquid Drop
into the Fibrous Structure

3.3.1 Influence of Fiber Flexibility

Fiber flexibility has been identified as a key parameter to change the 3D fibrous
structure and the apparent porosity [9, 15, 16]. In order to obtain different fiber
flexibilities, a controlled laboratory mechanical treatment called beating has been
done. The response of the liquid drop deposition into the 3D fibrous structure made
from fibers having different fiber flexibilities indicate that the spreading area is
smaller (see Table 3; Figs. 4 and 5) and that the total time of deposition is higher for
the maximum flexible fiber (see Table 4), corresponding to a less porous structure.
The 3D structures made in the laboratory were simulated using the 3D fibrous
simulator and the same porosity was obtained (see Table 2).

Table 2 Characterization of 3D fibrous structures

Fibre flexibility Porosity of Pinus pinaster
experimental fibrous structures

Porosity of Pinus pinaster
simulated fibrous structures

Minimum fiber flexibility
1000 PFI rv A-2-14

0.60 0.60

Intermediate fiber flexibility
3000 PFI rv A-6-14

0.56 0.56

Maximum fiber flexibility
6000 PFI rv A-14

0.54 0.54

Natural fiber flexibility
without beating reference
sample

0.67 0.66

Table 1 Fibre dimensions and coarseness for Eucalyptus globulus and Pinus pinaster

Eucalyptus globulus Pinus pinaster

Fibers (million/g) 33.898 5.663

Length (weighted in length) (mm) 0.8 2.0

Width (µm) 18 34

Coarseness (mg/m) 0.067 0.22
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Table 3 Values of initial, intermediate and final times, and corresponding values of spreading
area and area of exposed droplet obtained for the samples A-2-14 (minimum fiber flexibility), A-6-
14 (medium fiber flexibility), and A-14 (maximum fiber flexibility)

Paper Time Time
(s)

Spreading
area (mm2)

Area of exposed
droplet (mm2)

A-2-14 minimum
fiber flexibility

Initial t ≈ 0.00 1.503 1.503

Intermediate t = 0.75 5.257 1.490

Final t = 1.25 6.817 0.000

A-6-14 medium fiber
flexibility

Initial t ≈ 0.00 1.760 1.760

Intermediate t = 2.25 4.881 2.021

Final t = 4.50 7.078 0.000

A-14 maximum fiber
flexibility

Initial t ≈ 0.00 1.759 1.759

Intermediate t = 5.00 4.663 2.221

Final t = 10.0 6.513 2.229

Fig. 5 Graphical representation over time obtained for the samples A-14 (maximum fiber
flexibility), and A-2-14 (minimum fiber flexibility). a For the spreading area, b for the area of
exposed droplet, and c for the difference of areas
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To evaluate the model predictive capacity, the simulator was used to propose an
optimized 3D structure that will result in an intermediate spreading area between 1.5
and 1.8 mm2, for the initial time. The optimized 3D structure has been produced in

Table 4 Summary of values of total time of droplet deposition for each of the six analyzed
samples A-2-14 (minimum fiber flexibility), A-6-14 (medium fiber flexibility), A-14 (maximum
fiber flexibility), A-5-14 (mix fibers—10 % long fiber with medium fiber flexibility), A-4-14 (mix
fibers—10 % long fiber with maximum fiber flexibility), and A-3-14 (mix fibers—20 % long fiber
with medium fiber flexibility)

Paper A-2-14
minimum
fiber
flexibility

A-6-14
medium
fiber
flexibility

A-14
maximum
fiber
flexibility

A-5-14
(mix fibers)
10 % long
fiber with
medium
fiber
flexibility

A-4-14
(mix fibers)
10 % long
fiber with
maximum
fiber
flexibility

A-3-14
(mix fibers)
20 % long
fiber with
medium
fiber
flexibility

Total time of
deposition (s)

t = 1.130 t = 4.437 t > 10 t = 0.772 t = 0.847 t = 0.916

Fig. 6 Graphical representation over time obtained for the samples A-14 (maximum fiber
flexibility), A-2-14 (minimum fiber flexibility), and A-6-14 (medium fiber flexibility). a For the
spreading area, b for the area of exposed droplet, and c for the difference of areas
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the laboratory, with the defined fiber flexibility and the liquid drop experiment has
been done using the same conditions. Figure 6 presents the results for the liquid drop
deposition spreading area and it is verified that the model is able to determine the
right structure to obtain the desired spreading area. In this case, for the initial time, the
intermediate value of 1.7 mm2 is obtained (see Figs. 6, 7, 8 and 9; Table 3).

Fig. 7 Images of the top view, and also of the centroid and contour line (represented in red color)
of the spreading area, and the area of exposed droplet for the samples A-2-14 (minimum fiber
flexibility), A-6-14 (medium fiber flexibility), and A-14 (maximum fiber flexibility) at the initial
time
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To study the fiber flexibility influence, real and simulated fibrous structures of
Eucalyptus globulus with a basis weight of 60 g/m2 were produced. To obtain
different fiber flexibilities the fibers have been beaten at three beating levels (1000,
3000 and 6000 PFI revolutions), and laboratory made structures have been made
according to standard ISO standards.

Fig. 8 Images of the top view, and also of the centroid and contour line (represented in red color)
of the spreading area, and the area of exposed droplet for the samples A-2-14 (minimum fiber
flexibility), A-6-14 (medium fiber flexibility), and A-14 (maximum fiber flexibility) at the
intermediate time
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The analysis of the results for the liquid drop spreading area and time of
deposition indicate that it is possible to design a 3D structure to obtain an inter-
mediate spreading area or deposition time using the simulation model to determine
the fiber flexibility that will correspond to the desired 3D structure.

Fig. 9 Images of the top view, and also of the centroid and contour line (represented in red color
when applicable) of the spreading area, and the area of exposed droplet for the samples A-2-14
(minimum fiber flexibility), A-6-14 (medium fiber flexibility), and A-14 (maximum fiber
flexibility) at the final time
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3.3.2 Influence of the Mixture of Fibers

To study the influence of the mixture of different fibers on the liquid drop depo-
sition three samples were selected.

The computer simulated structures obtained for a basis weight of 60 g/m2 have
the same porosity as the laboratory made structures and the same behaviour
regarding the liquid drop deposition. To illustrate the results obtained for the
deposition of a liquid drop into these structures, three examples of figures were
selected (Figs. 10, 11, 12 and 13). The time of deposition and spreading area were
identical for all the studied mixtures (see Table 5).

For the 3D computational simulation the porosity values were very similar and
we can conclude that the structures obtained with the mixture of different fibers are
very similar, and have the same results for spreading area and deposition time (see
Figs. 10, 11, 12 and 13).

Fig. 10 Graphical representation over time obtained for the samples A-3-14 (mix fibers—20 %
long fiber with medium fiber flexibility), A-4-14 (mix fibers—10 % long fiber with maximum fiber
flexibility), and A-5-14 (mix fibers—10 % long fiber with medium fiber flexibility). a For the
spreading area, b for the area of exposed droplet, and c for the difference of areas
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It can be concluded that to change the parameters for liquid drop deposition,
spreading area and time of deposition, the key factor is to change fiber flexibility.
Changing fiber dimensions by using fiber mixtures has no effect to obtain the
desired spreading area or deposition time.

Fig. 11 Images of the top view, and also of the centroid and contour line (represented in red
color) of the spreading area, and the area of exposed droplet for the samples A-5-14 (mix fibers—
10 % long fiber with medium fiber flexibility), A-4-14 (mix fibers—10 % long fiber with
maximum fiber flexibility), and A-3-14 (mix fibers—20 % long fiber with medium fiber flexibility)
at the initial time
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Fig. 12 Images of the top view, and also of the centroid and contour line (represented in red
color) of the spreading area, and the area of exposed droplet for the samples A-5-14 (mix fibers—
10 % long fiber with medium fiber flexibility), A-4-14 (mix fibers—10 % long fiber with
maximum fiber flexibility), and A-3-14 (mix fibers—20 % long fiber with medium fiber flexibility)
at the intermediate time
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Fig. 13 Images of the top view, and also of the centroid and contour line (represented in red
color) of the spreading area, and the area of exposed droplet for the samples A-5-14 (mix fibers—
10 % long fiber with medium fiber flexibility), A-4-14 (mix fibers—10 % long fiber with
maximum fiber flexibility), and A-3-14 (mix fibers—20 % long fiber with medium fiber flexibility)
at the final time
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3.4 Conclusions

The purpose of this article was to study the liquid drop deposition on 3D fibrous
structures. A combination of a three dimensional materials model with experimental
data for a 3D liquid drop is presented. The proposed simulation model includes key
fiber dimensions and properties and the liquid drop deposition time and spreading
area. The fibrous structured material was built by the sequential deposition of
individual fibers. The model is detailed up to the point where it includes fiber
morphology and behaviour in the z-direction. Both fiber wall thickness and fiber
lumen can be changed independently in order to allow the implementation of
different degrees of fiber dimensions and fiber collapse, which are important fiber
structure details, not present in other fibrous materials models, that are decisive to
have representative simulations of the fibrous porous structure. The simulated
results represent a good estimative of the real laboratory made fibrous structured
materials and can be used to optimize the fibrous material structure.

The integration of the liquid drop deposition data into the fiber model presented
proved to be a good tool for studying the influence of fiber properties such as fiber
flexibility and fiber dimensions on the time of deposition and spreading area of a
liquid drop into a structured fibrous material. The methodology proposed, and the
results that have been presented in this work, constitute a contribution for the
optimization of liquid drop deposition on 3D structured fibrous materials, and an
important step for the development of an integrated 3D simulator for liquid drop
deposition on 3D structured fibrous materials.

Table 5 Values of initial, intermediate and final times, and corresponding values of spreading
area and area of exposed droplet obtained for the samples A-5-14 (mix fibers—10 % long fiber
with medium fiber flexibility), A-4-14 (mix fibers—10 % long fiber with maximum fiber
flexibility), and A-3-14 (mix fibers—20 % long fiber with medium fiber flexibility)

Paper Time Time
(s)

Spreading
area (mm2)

Area of
exposed
droplet (mm2)

A-5-14 (mix fibers) 10 % long
fiber with medium fiber
flexibility

Initial t ≈ 0.00 1.875 1.875

Intermediate t = 0.50 5.164 1.742

Final t = 1.00 6.895 0.000

A-4-14 (mix fibers) 10 % long
fiber with maximum fiber
flexibility

Initial t ≈ 0.00 1.961 1.961

Intermediate t = 0.50 4.986 2.017

Final t = 1.00 6.454 0.000

A-3-14 (mix fibers) 20 % long
fiber with medium fiber
flexibility

Initial t ≈ 0.00 1.681 1.681

Intermediate t = 0.50 4.720 2.105

Final t = 1.00 6.306 0.000
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Properties of Single-Wall Carbon
Nanotubes: Numerical Simulation Study
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Abstract A three-dimensional finite element model is used in order to evaluate the
tensile and bending rigidities and, subsequently, Young’s modulus of non-chiral
and chiral single-walled carbon nanotubes containing vacancy defects. It is shown
that the Young’s modulus of single-walled carbon nanotubes with vacancies is
sensitive to the presence of vacancy defects in nanotube: it decreases with
increasing of the density of vacancy defects.
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1 Introduction

Carbon nanotubes (CNTs) have attracted great research interest, because of their
extraordinary mechanical, optical, thermal properties [1]. Although various exper-
imental studies have been carried out to evaluate the mechanical properties of
nanotubes, there is inconsistency in the experimental results reported in the liter-
ature, owing to complexity of the characterization of nanomaterials at the atomic
scale. Another reason of such result’s scattering can be related with the presence of
nanotube defects. Due to manufacturing constraints, it is almost impossible to
produce CNTs with a perfect structure. It should be noted that the quality of the
CNTs used in the experimental studies has a significant influence on the results. The
numerical simulation of the mechanical properties of single-walled carbon nano-
tubes (SWCNTs) with defects is an important task, providing data that can be
compared with experimental results. The structural defects of nanotubes, such as
single and multiple vacancies, show suitable effects for various applications of
nanotubes. For example, strength of the nanocomposites as interfacial bonding
sites, storage of hydrogen and transition of nanotubes from one diameter to another
in forming of the nanotube heterojunctions. In recent years, studies regarding the
effect of the defects on the CNT mechanical properties (see, for example, [2–5])
have been performed. Nevertheless, it is important to better understand the influ-
ence of defects in nanotubes on the mechanical behaviour, in order to take
advantages.

There are three main categories of the theoretical approaches for modelling the
CNTs behaviour: the atomistic approach (ab initio, classical molecular dynamics,
tight-binding molecular dynamics), the continuum approach and the nanoscale
continuum approach [6]. Atomistic modelling approaches provide good predictions
of the CNTs mechanical properties, but they are time-consuming and involve
complex mathematical formulation. For this reason, in recent years, the atomistic
methods have been progressively replaced by continuum methods, which allow
effective simulation of large atomic systems. The basic assumption of the contin-
uum mechanics-based approaches (CM) is the modelling of CNT as a continuum
structure [7]. The nanoscale continuum modelling (NCM) has been considered as
an adequate compromise to overcome the disadvantages of molecular dynamics
(MD) simulations, i.e. enormous computational efforts, and the lack of sensitivity of
CM modelling. In the NCM modelling, the carbon–carbon (C–C) bond is replaced
by a continuum element (such as a truss, spring or beam) well-described in con-
tinuum mechanics (see, for example [8–10]). The beam elements are well accepted
in NCM modelling since equivalent beams used to replace the C–C bond have led
to accurate results [10, 11].

The present study aims to contribute towards the study of the mechanical
behaviour of single-walled carbon nanotubes containing different percent of
vacancy defects, using the equivalent continuum beam approach. Three dimen-
sional (3D) finite element (FE) method was used in order to evaluate the tensile and
bending rigidities, and subsequently, Young’s modulus of various defect SWCNTs,
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as non-chiral (zigzag, θ = 0°, and armchair, θ = 30°) and one family of chiral
(θ = 8.9°) ones, for a wide range of diameters.

2 Atomic Structure of SWCNTs

A simple way to describe SWCNT is as a rolled-up graphene sheet giving rise to a
hollow cylinder, which surface is composed by hexagonal carbon rings (see, for
example [12]). A schematic illustration of an unrolled hexagonal graphene sheet is
shown on Fig. 1. The symmetry of the atomic structure of SWCNTs is characterized

by the chirality, which is defined by the chiral vector Ch
�!

:

Ch
�! ¼ na1

!þ ma2
! ð1Þ

where a1
! and a2

! are the unit vectors of the hexagonal lattice and n and m are
integers.

The length of the unit vector ~a is defined as a ¼ ffiffiffi
3

p
aC�C with the equilibrium

carbon–carbon (C–C) covalent bond length aC–C usually taken to be 0.1421 nm.
The nanotube diameter, Dn, is defined as:

Dn ¼ a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 þ nmþ m2

p

p
ð2Þ

The chiral angle, θ, is given by [12]:

h ¼ sin�1

ffiffiffi
3

p
m

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 þ nmþ m2

p ð3Þ

Fig. 1 Schematic
representation of the
hexagonal lattice of the
two-dimensional graphene
sheet along with the definition
of the chiral vector and
description of SWCNTs
formation
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Three main symmetry groups of SWCNTs exist. When n ¼ m, the structure
(n, n) is called armchair configuration; when m ¼ 0, the structure (n, 0) is called
zigzag; when n 6¼ m, the structure (n, m) is called chiral. These three major cate-
gories of SWCNTs can also be defined based on the chiral angle, h. For the two
limiting chiral angles of 0° and 30°, the nanotubes are referred as armchair and
zigzag, respectively. For h different from 0° and 30°, the nanotubes designed as
chiral.

3 Numerical Simulation and Analysis

3.1 Configurations of SWCNTs and FE Modelling

In the current work, the 3D FE model as proposed by Li and Chou [9] and
developed by Tserpes and Papanikos [10] was adopted for assessing the mechanical
properties of SWCNTs. The displacement of individual atoms of CNT under an
external force is constrained by the C–C bonds. Since the C–C bonds are consid-
ered as connecting load-carrying elements, and the carbon atoms as joints of
connecting elements, CNTs can be simulated as space-frame structures (Fig. 2). The
modelling establishes the equivalences between the bond length, aC�C; and the
equivalent beam length, l, and between the nanotube wall thickness, tn, and the
beam element thickness. In fact, in the present study, the SWCNTs are modelled as
space-frame structures and the wall thickness, tn, should be identified in this con-
text. Thus, assuming the cross-sectional area of the beam element to be circular, the
wall thickness, tn, corresponds to the beam element diameter, d. The meshes for
SWCNT structures used in finite element analyses were constructed using the
academic software CoNTub 1.0 [13], which permits building the CNT structures for

Fig. 2 Modelling of SWCNT as a space-frame structure with beam elements replacing C–C bonds
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designing and investigation of new nanotube-based devices. This code is able to
generate ASCII files, describing atom positions and the connectivity, which can be
entered as input in available commercial or in-house FE codes, in order to perform
the simulation of mechanical tests. In order to convert ASCII files, from the
CoNTub 1.0 program, into the format usable by the commercial FE code
ABAQUS®, the in-house application, InterfaceNanotubes, was developed. The
geometrical characteristics of SWCNTs used for the present FE analyses are
summarized in Table 1, where the number of nodes and elements of the finite
element meshes of the SWCNTs is also presented, for the length of nanotube
considered: 20 nm. This length corresponds to the minimum recommended value
from which the mechanical properties are not influenced by the length of the
SWCNT [14, 15]. The finite element meshes for three types of SWCNTs are shown
in the Fig. 3. As it is known, vacancy defects result from missing carbon atoms in
the CNT walls. The atoms in percentage of 0.5, 1.0, 2.0, 5.0 and 10.0 % were
removed from all SWCNTs presented in the Table 2. The vacancy defects con-
sidered in the current study had the following configurations: single vacancies (one
atom missing), double vacancies (two neighbouring atoms missing) and four
vacancies together. By removing the carbon atoms from the nanotube, all of the
bond interactions (beams) between atoms are removed. All of the vacancy defects
were situated randomly in the nanotube.

As previously proposed [9], direct relationships can be established between the
structural mechanics parameters, i.e. tensile and bending rigidities, EbAb;EbIb
(where Eb;Ab and Ib are the Young’s modulus, the cross-section area and the

Table 1 Geometrical characteristics of the SWCNTs studied

SWCNT type (n, m) Dn (nm) θ° Number of
nodesa

Number of
elementsa

Non-chiral Armchiar (5, 5) 0.678 30 1620 2414

(10, 10) 1.356 3240 4829

(15, 15) 2.034 4860 7244

(20, 20) 2.713 6840 9659

Zigzag (5, 0) 0.392 0 930 1384

(10, 0) 0.783 1860 2769

(15, 0) 1.175 2790 4154

(20, 0) 1.566 3720 5539

Chiral Family
θ 8.9

(5, 1) 0.436 8.9 1044 1554

(10, 2) 0.872 2088 3109

(15, 3) 1.308 3132 4664

(20, 4) 1.744 4176 6219

(25, 5) 2.180 5220 7774

(30, 6) 2.616 6264 9329
aThe number of nodes and elements of SWCNTs finite element meshes correspond to nanotube
length of 20 nm
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moment of inertia of the beam, respectively), and the bond stretching and bond
bending force constants, kr; kh:

EbAb

l
¼ kr ð4Þ

EbIb
l

¼ kh; ð5Þ

Fig. 3 FE meshes of
SWCNTs: a (10, 10),
b (15, 0) and c (15, 3)
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where l is the bond length generally considered equal to 0.1421 nm. Consequently,
Eqs. (4) and (5) establish the basis for application of continuum mechanics to the
analysis of the mechanical behaviour of CNTs and provide the input for simulation
of the CNTs as space-frame structures. The values of force constants and input data
for the FE model are given in Table 2.

Numerical simulation of conventional mechanical tests of tension and bending
was carried out in order to study the effect of the nanotube length and diameter of
SWCNTs on their mechanical properties, focusing on the tensile and bending
rigidities. The boundary and loading conditions for each case are presented in
Fig. 4. The FE analysis was performed using commercial FE code ABAQUS®.

In order to simulate mechanical behaviour of a SWCNT in tension, an axial
force, Fx; is applied at the one nanotube’s end, leaving the other end fixed. The
tensile rigidity of the nanotube, EA, is determined as:

EA ¼ FxL
ux

ð6Þ

where L is the nanotube length and ux is an axial displacement taken from the FE
analysis.

Likewise, for simulating bending, a transverse force, Fy; is applied at one of the
nanotube’s extremity, leaving the other fixed. The bending rigidity of the nanotube,
EI; is determined as:

EI ¼ FyL3

3uy
ð7Þ

where uy is a transverse displacement taken from the FE analysis.

Table 2 Input parameters for FE modelling of SWCNTs

Parameter Value Formulation

Force constant, kr 6.52 × 10−7 N nm−1
–

Force constant, kh 8.76 × 10−10 N nm rad−2 –

C–C bond/beam length ðl ¼ aC�CÞ 0.1421 nm –

Diameter (d) 0.147 nm d ¼ 4
ffiffiffiffiffiffiffiffiffiffi
kh=kr

p
Cross section area, Ab 0.01688 nm2 Ab ¼ pd2=4

Moment of inertia, Ib 2.269 × 10−5 nm4 Ib ¼ pd4=64

Young’s modulus, Eb 5488 GPa Eb ¼ k2r l=4pkh
Tensile rigidity, EbAb 92.65 nN EbAb ¼ krl

Bending rigidity, EbIb 0.1245 nN nm2 EbIb ¼ khl

The Effect of Vacancy Defects on the Evaluation … 329



3.2 Young’s Modulus of SWCNTs

The nanotube rigidities, EA and EI; are required for the evaluation of the nanotube
Young’s modulus, E: Considering a hollow cylindrical profile for the equivalent
beam, i.e. a geometry which is similar to the CNT, the cross-sectional area and its
moment of inertia for the equivalent hollow cylinder can be written:

A ¼ p
4

Dþ tð Þ2 � D� tð Þ2
h i

¼ pDt ð8Þ

I ¼ p
64

Dþ tð Þ4 � D� tð Þ4
h i

ð9Þ

where D and t are the mean diameter and the thickness of the equivalent hollow
cylinder, respectively.

Assuming t ¼ tn (where tn is the nanotube wall thickness), the value of D can be
derived from Eqs. (8) and (9):

tension

bending

Fig. 4 Loading and boundary
conditions for (10, 10)
armchair SWCNT
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EI
EA

¼ 1
8

D2 þ t2n
� � ) D ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8

EI
EA

� �
� t2n

s
ð10Þ

Thus, the Young’s modulus of the equivalent beam can be calculated using the
following expression taking into account the rigidities in tension and bending:

E ¼ EA
A

¼ EA

ptn
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8 EI

EA

� �� t2n

q ð11Þ

4 Results and Discussion

4.1 Rigidities of SWCNTs with Vacancy Defects

First of all, a study of the location along the length of the nanotube (except the ends
of the nanotube) and configuration of vacancy defects on the tensile and bending
rigidities of SWCNTs was carried out. It was found that the location of the
vacancies does not have any effect on the rigidity results. Examples of studied
configurations of double vacancies and two double vacancies side by side for
armchair and zigzag nanotubes are shown in the Fig. 5. The results concerning the
effect of the vacancy configuration on the tensile and bending rigidities of SWCNTs
are shown in the Fig. 6 for single vacancies, double vacancies and two double
vacancies side by side. Also, the vacancy defect configuration does not cause
significant influence on the values of both rigidities. For example, the presence of 8
vacancies in different configurations, i.e. 8 single vacancies, 4 double ones, or two
double vacancies side by side, in the (10, 10) SWCNT does not change consid-
erably the nanotube rigidities.

Therefore, a study was carried out for SWCNTs with different percentage (0.5,
1.0, 2.0, 5.0 and 10.0 %) of vacancy defects, including single vacancies, double
vacancies and two double vacancies side by side, simultaneously. Figure 7 shows
the evolution of the tensile and bending rigidities of non-chiral and chiral SWCNTs
with the percentage of the vacancies. Both rigidities decrease with increasing of the
amount of the vacancies in SWCNT.

The values of the tensile, EA; and bending, EI; rigidities as a function of the
SWCNT diameter, Dn; are plotted in Fig. 8a, b for ideal SWCNTs and for SWCNTs
with different percentage of the vacancies. The values of both rigidities decrease
with increasing of the percent of vacancies in the nanotube. It can be seen that the
evolution of the tensile rigidity, EA; is unified for all ideal SWCNTs studied as well
for chiral and non-chiral SWCNTs with the same content of the vacancy defects.
This also applies for the evolution of the bending rigidity, EI: The FE results
concerning the evolution of tensile and bending rigidities with nanotube diameter
can be fitted by a quasi-linear trend for the case of tensile rigidity, EA; and close to a
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cubic power trend for the case of bending rigidity, EI; as shown in Fig. 9a, b. These
dependencies can be simply described:

EA ¼ a Dn � D0ð Þ ð12Þ

EI ¼ b Dn � D0ð Þ3 ð13Þ

These equations are of the same type as the ones previously proposed [12], but
replacing the SWCNT diameter, Dn; for the chiral index, n: The fitting parameters
α, β and D0 obtained in the current work for ideal and defect SWCNTs are given in
Table 3.
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(a) (b)Fig. 5 Examples of
configurations of the double
vacancies and two double
vacancies side by side used in
the analysis: a armchair,
b zigzag. The axis of the
nanotube is horizontal
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4.2 Young’s Modulus of SWCNTs with Vacancy Defects

Equations (12) and (13) for the tensile and bending rigidities enable writing
Eq. (11) as follows:

Fig. 6 Effect of the vacancy configuration on the tensile and bending rigidities of SWCNTs

Fig. 7 Evolution of the tensile, EA, and bending, EI, rigidities with the percentage of vacancies in
SWCNTs: example for armchair nanotubes
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Fig. 8 Evolution of nanotube
rigidities as a function of the
nanotube diameter, Dn; for
ideal armchair, zigzag and
chiral θ = 8.9° SWCNTs and
for SWCNTs containing
different percentage of the
vacancies: a the tensile
rigidity, EA; and b bending
rigidity, EI
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Fig. 9 Evolution of the
rigidities for ideal and with
defect SWCNTs: a tensile
rigidity, EA; as a function of
Dn � D0ð Þ; and b bending
rigidity, EI; as a function of
Dn � D0ð Þ3

Table 3 Fitting parameters a; b and D0

Vac (%) 0.0 (%) 0.1 (%) 0.5 (%) 1.0 (%) 2.0 (%) 5.0 (%) 10.0 (%)

Armchair

α (nN/nm) 1139.8 1126 1097.7 1042.9 986.34 769.58 486.76

β (nN/nm) 142.77 142.3 141.19 136.17 130.8 113.2 77.593

D0 (nm) 0.003 0.006 0.024 0.019 0.040 0.081 0.046

Zigzag

α (nN/nm) 1164.9 1153.4 1116.5 1070 977.93 797.85 505.47

β (nN/nm) 156.38 156.47 154.79 150.43 137.95 118.07 71.242

D0 (nm) 0.021 0.025 0.039 0.039 0.038 0.042 0.042

Chiral

α (nN/nm) 1151.1 1142 1106.1 1076.9 980.7 793.81 418.27

β (nN/nm) 150.73 150.06 145.73 144.44 132.32 117.89 62.411

D0 (nm) 0.042 0.044 0.044 0.062 0.063 0.092 0.018
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E ¼ EA
A

¼ a Dn � D0ð Þ
ptn

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8 b Dn�D0ð Þ2

a � t2n

q ð14Þ

This equation allows determining Young’s modulus of any type of SWCNT,
knowing the parameters of Table 3 and the wall thickness, tn: The most widely used
value of 0.34 nm (which is equal to the interlayer spacing of graphite) is adopted for
the SWCNT wall thickness, tn.

Figure 10 shows the Young’s modulus results as a function of the nanotube
diameter for ideal and with defect SWCNTs. For all SWCNTs studied, the Young’s
modulus values decrease with increasing nanotube diameter, but the rate of decrease
of Young’s modulus slows down and the Young’s modulus tends to stabilize.

Fig. 10 Evolution of the
Young’s modulus as a
function of the nanotube
diameter, Dn for ideal and
with defect SWCNTs:
a armchair, b zigzag and
c chiral θ = 8.9°
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For example, in case of armchair nanotubes, the stabilized values (Fig. 10a) are about
1.080 TPa for ideal SWCNTs, 1.017, 0.965, 0.903, 0.650 and 0.405 TPa, for
SWCNTs with 0.5, 1.0, 2.0, 5.0 and 10.0 % of vacancies, respectively. The Young’s
modulus results obtained for ideal SWCNTs are in good agreement with the results
available in the literature. The stabilized value of Young’s modulus for defect
SWCNTs decreases with increasing of the content of the vacancies in the nanotube.
In order to clarify this trend, the evolution of the Young’s modulus with the per-
centage of the vacancy defects is shown in the Fig. 11 for all types of SWCNTs
studied. Significant decreasing of the Young’s modulus, of about 40 % of loss when
compared with the value obtained for ideal SWCNT, is observed for the case of the

Fig. 11 The Young’s
modulus as a function of the
percentage of the vacancy
defects
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nanotube containing 10.0 % of vacancies. The decrease in the value of Young’
modulus due to the presence of vacancies was previously reported for few cases, such
as zigzag (12, 0) and armchair (7, 7) SWCNTs containing single, double and triple
vacancies [4]. The current systematic study allows improving the information con-
cerning the influence of the presence and density of defects on the mechanical
properties of SWCNTs, in order to better grasp the dispersion generally observed in
experimental results.

5 Conclusions

The tensile and bending rigidities and the Young’s modulus of non-chiral and chiral
SWCNTs with defects were predicted using three-dimensional finite element
method within the framework of nanoscale continuum modelling. The main con-
clusions can be drawn as follows:

• The tensile and bending rigidities of non-chiral and chiral SWCNTs do not seem
to be influenced by the type of vacancy configuration (single, double or two
double vacancies side by side);

• The tensile and bending rigidities of non-chiral and chiral SWCNTs are sensi-
tive to vacancy defects and density: both rigidities decrease with the density of
single vacancies in the SWCNT;

• Equations allowing direct relation between both rigidities and the nanotube
diameter have been obtained for ideal and with defects SWCNTs (with different
percentage of vacancy defects in SWCNTs); these relationships allow evaluat-
ing the SWCNT Young’s modulus;

• The Young’s modulus of SWCNTs with vacancies decreases with increasing the
percentage of vacancies in nanotube.
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Structure and Properties of Zn–Al–Cu
Alloys with Alloying Additives

Krupińska Beata

Abstract In the present work the investigations concerning the influence of the
modification with cerium on the microstructure and properties of the Zn–Al–Cu
alloy was shown. The investigations were realized for Zn–Al–Cu samples with
approximately 0.1 % Ce in the form of Al–Ce master alloys added. The heat
treatment was performed in a resistance furnace with a chamotte-graphite crucible.
For the remelting, with cerium as an alloying element, an argon protective atmo-
sphere was used. The treated alloy was cast into the metal casting dies. To deter-
mine the influence of the modification on the structure and properties of those
alloys, the following investigations were carried out: transmission and scanning
microscopy, EDSX-ray analysis, and hardness analysis. The modification of the
chemical composition, properly realized, leads to the improvement of mechanical
properties of the produced castings. That is why, it is important to recognize the
dependencies between the structure of the casts and chemical composition changes
connected with the addition of modifiers. Investigations concerning both the opti-
mal chemical composition and production method of Zn–Al–Cu alloys modified by
chosen rare-earth metals as well as the improved properties in comparison with
traditional alloys and methods contribute to better understanding the mechanisms
influencing the improvement of mechanical properties of the new developed alloys.
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1 Introduction

Cast zinc alloys are divided into three main groups: dual zinc-aluminum alloys,
triple zinc-aluminum alloys with copper and dual zinc alloys with copper. Zinc
alloys with aluminum contain up to 40 % Al [1, 2].

Over 20 % of the produced Zn is used for cast alloys and wrought alloys. The
low melting temperature and good castability allows the casting of these alloys,
production of products with a low wall thickness and low porosity, whereas the
non-flammability can be helpful for applications in construction. The disadvantage
thereof is, however, in particular in quick castings, the dimensional instability and
mechanical characteristics due to the phase transitions in the solid state. Sheets and
strips of zinc and its alloys are characterized by high anisotropy of mechanical
properties and the functional properties [1–5].

Depending on the cast process conditions, there are prepared in the material in a
variety of structures due to solidification of liquid metal. The conditions that have
an impact on the microstructure, grain size, interdendritic spacing and thermal
conditions. The relationship between the microstructure and the properties of the
investigated cast in the works of [6], which stated the dependence of grain size on
the plastic properties in accordance with Hall-Petch relationships. The experimental
results confirmed the dependency of the mould on the heat transfer coefficient and
distance of the dendrite arms, and therefore the Zn alloy properties.

Technical difficulties in the conventional cast process where there is a
strengthening of the material associated with the segregation and the emergence of
clusters, on the boundaries of interfacial reactions, increased porosity and a low
incidence of interfacial coherence largely reduced the possibility of conventional
methods and materials application for improving the preparation of functional
properties. The use of inductive and mechanical blending methods influences the
low segregation effect and creates very good mechanical properties, but there are
difficulties involved in obtaining repeatability of the mentioned properties, the total
elimination of the occurrence of blowholes and porosity, and to obtain a homo-
geneous structure largely contribute to a reduction in the application of conven-
tional alloys production [7, 9].

In study [8], it was found that the addition of rare earth metals causes a reduction
of the particle consolidation because it hinders the diffusion of carbon. This pre-
vents the coalescence of particles to ensure homogeneity of the microstructure.

Modifiers can be added to the Zn alloy in form of Zn or Zn master alloys with
Me or Al–Me [2], but the Al master alloy may cause formation of oxide phases in
the melt which may interfere with the crystallization process of the alloys.

Properly performed chemical modification leads to improved functional prop-
erties of the produced castings. Therefore it is very important to know how the cast
structure changes with the change in chemical composition by adding liquid metal
modifiers.
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2 Material and Investigation Methodology

For statement of the interdependence between the chemical composition and the
structure of the Zn–Al–Cu zinc cast alloy modified Ce, see Table 1.

The casts were made in a resistance furnace with chamote-graphite crucibles.
While performing a protective Argon atmosphere was used. The alloys were cast
into metal moulds. The alloys were modified with a Al–Ce master alloy.

In order to determine the relationship between the crystallization kinetics of the
alloy and the chemical composition and microstructure of cast zinc alloy
Ce-modified the following investigations were performed:

• Thermo-derivative analysis using the UMSA device equipped with a computer-
controlled cooling system, which allows to flexibly set the cooling rate applied
to the Zn–Al–Cu alloys. The samples for thermo-derivative analysis were pre-
pared with a diameter of Ø30 mm and a height of 35 mm. There have also been
made holes for thermocouples, in the samples were the thermal node occurs for
this type and arrangement of the sample geometry. The investigated samples
were characterized with a mass of 160 ± 3 g for this type of geometrical
dimension.

• Microstructure and chemical composition investigations using EDS micro-
analysis on the scanning electron microscope Zeiss Supra 25.

• Alloy structure analysis the using MEF4A optical microscope supplied by Leica
together with the image analysis software as well as with an electron scanning
microscope using the Zeiss Supra 25 device on high resolution mode.

• The examinations of thin film’s microstructure and phase identification were
made on the high resolution transmission electron microscope Titan 80-300
from FEI with the STEM scanning mode.

• Hardness of the modified Zn–Al–Cu alloys—using the Rockwell hardness tester
supplied by Zwick ZHR 4150.

• Wear resistance investigations were performed using a reciprocating test “ball-
on-plate” test. As the ball there was used a counterpart ball made from 100Cr6
bearing steel with a diameter of 6 mm. The surface of the samples before the test
was polished with 1200 μm sandpaper. The average surface roughness of the
samples before the test was 0.06 mm. Parameters of the wear resistance test are
shown in Table 2.

Table 1 Chemical composition of the Zn alloys Zn–Al–Cu–Ce

Sample description Elements as compounds of the modeled Zn casts

Cast H Zn–Al–Cu–Ce Zn, Al (8.04 % mas. concentration), Cu (0.64 % concentration),
Ce (up to 0.68 % mas. concentration)
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3 Investigation Results

Modification of Zn–Al–Cu alloys with cerium causes morphological changes of the
α’ phase of the dendritic and globular nature of precipitates (Fig. 1) in the tweeded
structure. As a result of the quantitative EDS microanalysis investigation performed
results with an X-rays scattered energy EDS spectrometer, the presence of the major
alloying elements Al, Cu alloy and the additive in form of Ce was confirmed
(Figs. 2 and 3). The results of diffraction investigations using a high resolution
transmission microscope confirm the presence of a phase Zn2Ce (see Fig. 4).

Table 2 Parameter of the
wear resistance test

Parameter Value

Linear speed (cm/s) 4

Load (N) 10

Distances (m) 50

Length of the test stretch (cm) 4

Fig. 1 Microstructure of the Zn–Al–Cu alloy (a, b) modified alloy with Al–Ce forced cooling
(c) modified alloy with Al–Ce free cooling
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Based on the TEM investigation results presented in Figs. 4 and 5, an occurrence
of the Zn2Ce phase was confirmed in the investigated Zn alloy matrix. For the
investigated zinc alloy a crystalline microstructure of the alloy after the controlled
solidification process is visible too. In Fig. 5a the microstructure of the Zn alloy is
shown using the bright field technique, which can help determine the grain size of
the Zn, which can be determined in sizes of up to 1000 μm. A smaller crystalline
structure could also have better mechanical properties. Also the Zn3Ce phase was
detected by the TEM diffraction technique (Fig. 6). Both the increase of the cooling
rate and the Ce addition causes an increase of the hardness of the investigated alloys
of about 11 % when compared to the non-modified alloys.

Fig. 2 Microstructure of the modified cast Zn–Al–Cu Ce

Fig. 3 The X-ray diffraction-graph of Zn–Al–Cu with Ce phases composition (point 1 on Fig. 2)
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Wear Resistance
As a result of the carried outwear resistance investigations using the “ball-on-plate”

method there was observed an increase of about 20 % of the modified alloys when
compared to the primary alloys comparing to the primary alloysZn–Al–Cu (see Fig. 7).

4 Conclusions

Based on the investigations carried out, it was found out that with an increasing
concentration of cerium during the thermal analysis performed at a constant cooling
rate, the temperature will decrease. Also the nucleation of the α phase and

Fig. 4 a Zn–Ce grains in the investigated alloy, bright field, b Zn–Ce grains in the investigated
alloy, dark field, c diffraction pattern of the area presented on (a) with the solution of the diffraction
pattern confirming the Zn matrix phase as well as the Zn2Ce phase with the zone axis [0 3-1]
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crystallization end temperature increased when compared to the alloy without any
modification.

An increase in the Ce addition in the studied alloys causes both changes in the
morphology of the precipitation phases and tweeded structure of the alloy. Also
with an increase of the cooling rate there is a rise in the temperature of the a solid
solution nucleation of the investigated alloys as a result of changes of the dynamic

Fig. 5 a Zn–Ce grains in the investigated alloy, dark field, b diffraction pattern of the area
presented on (a) with the solution of the diffraction pattern confirming the Zn matrix phase as well
as the Zn3Ce phase with the zone axis [4 3-4]

Fig. 6 Results of the hardness measurement of the base alloy Zn–Al–Cu, modified with
Zn–Al–Cu–Ce
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nucleation process; also the fraction of the primary phase ε participation includes
Zn2Ce changes.

Concerning the mechanical properties it was found that modification of the
investigated Zn–Al–Cu alloy causes an increase in the hardness. In this paper it is
presented that the change in hardness of the unmodified Zn–Al–Cu alloy as well as
modified Zn–Al–Cu–Ce alloy is significant. The average hardness value based on
the particular investigation results, is also characterized by a lower value of the
standard deviation for the Zn–Al–Cu alloy modified with Ce, which means that the
entire alloy has a similar harness value and that the modification is not area related.

Acknowledgments The research was funded by the Science Centre National No. 2640/B/T02/
2011/40 headed by Dr. Beata Krupińska.
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Fig. 7 Wear resistance investigations of the Zn–Al–Cu alloy with Ce using the ball on plate
method, (a) cross-section profile with the wear path, (b, c) wear path on the surface of the
Zn–Al–Cu sample performed on the confocal microscope OLIMPUS LEXT4000 OLS 4000
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The Benefits of Using Tyre Rubber
Aggregate in Concrete Specimens

Hadda Hadjab, Oussama Boulekfouf and Ahmed Arbia

Abstract The present experimental paper studies the mechanical and physical
properties of concrete in which tyre rubber aggregate is incorporated. From this
study, one can conclude that the presence of tyre rubber aggregates (RG) signifi-
cantly reduces the velocity of ultrasonic waves in concrete added with RG. This
composite has the potential to dampen vibration, which may be of particular use of
sound insulation. Furthermore, the incorporation of RG significantly reduces the
kinetics of ultrasonic pulses in concrete. This reduction is mainly attributed to the
decrease in density the composite and the presence of water and air pores in the
material. With such a damping capacity of waves in general and more specifically
mechanical vibrations, it is worth considering the use of this composite in the
applications such as noise walls of arterial roads, as the foundation of rails gear
wheel or foundation for vibrating machines, etc. From this study, we conclude, that
the benefit of using waste tyre rubber could be greatly appreciated to preserve
environment and to discover other new concrete composites.

Keywords Concrete � Tyre rubber � Ultrasonic � Wave

1 Introduction

The ultrasound has been used for thirty years to assess the quality of in situ concrete
and most importantly for the detection of defects and microcracks in the structure.
This can be done by analyzing the wave velocity, which is an important factor to
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describe the quality of concrete, since it is reduced by the presence of microcracks.
The propagation velocity of ultrasonic waves gives a fair idea about the quality of
concrete. Concrete is considered very poor if its speed is low and it is excellent if it
is large. This makes it possible to distinguish between different types of concrete
only on the basis of the knowledge of the speed. This speed is influenced by
knowledge of the material in the presence or absence of microcracks.

This research work aims to evaluate the influence of the addition of tyre rubber
aggregates [1–8] on ultrasonic waves and thermal conductivity of concrete test
specimens with different percentages of tyre rubber aggregates.

The use of tyre rubber aggregates (RG) can help us to solve the environmental
problem which can be summarized as following:

• Store tires include an environmental risk because of the extent of pollution in
case of fire. The tires are petroleum products; their combustion is very difficult to
stop.

• The smoke from a burning tire contains dioxins, furans and polycyclic aromatic
hydrocarbons.

• The proliferation of snakes and mosquitoes (tires stored outdoors without pro-
tection against the elements constitute a privileged proliferation of mosquito
larvae and potential vectors of viruses such as Chikungunya).

• The impairment and social function of the land concerned (brake on develop-
ment projects of common industrial area …).

2 Materials and Methods

2.1 Composition of Concrete

The composition or formulation of the concrete is the set of operations leading to
determine the proportions of the various constituents of the desired concrete with
certain characteristics (resistance, consistency …).

The determination of its proportions is approximate and is carried out according
to the Dreux-Gorisse Method.

2.2 Formulation of Concrete by the Dreux-Gorisse Method

This design method allows to determine the optimal amounts of materials (E water,
cement C, S sand, gravel and gravel G) needed to make a cubic meter of concrete
based on several criteria such as handling, consistency, strength, size and type of
aggregate and the cement and water.
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2.3 The Addition of Adjuvant

Studies conducted by Cuong [4] have identified the difficulties of formulating a
composition based cement incorporating rubber granules, and this is the case also
for the work where the support was a mortar Bonnet [2] or the even most recent of
which covered a high performance concrete (HPC) Garros [7]. The incorporation of
rubber aggregates is particularly damaging vis-à-vis the handling and they are very
sensitive to segregation since they have a tendency to rise to the top surface of the
concrete volume Cuong [4]. To correct this problem Cuong used a superplasticizer
(SIKA VISCOCRETE 3030).

In our case we used a superplasticizer called SIKA VISCOCRETE 12 TEMPO,
an adjuvant which enhances stability, and limits the segregation of concrete,
making the formulas less susceptible to variations in water and constituents.

Sika VISCOCRETE TEMPO 12 is a superplasticizer/High Water reducer, ver-
satile concrete ready, according to NF EN 934-2. Its density is 1.06 ± 0.0 and pH
range is between 4.5 and 6.5.

Implementation: the TEMPO SIKA VISCOCRETE 12 is added, either simul-
taneously with the mixing water, or delayed in the concrete previously dampened
with a fraction of the mixing water.

The characteristic of the used concrete are summarized in Tables 1, 2, 3, 4. The
compression set up is represented in Photograph 1. The obtained compression stress
related to tyre rubber aggregates percent in Table 5. The influence of TRA on
compression stress are represented in Fig. 1

3 Method of Measuring Ultrasonic Speeds

3.1 Principle of Ultrasonic Testing

The principle of ultrasound is that an electrical signal is converted to a strain wave
(see Photograph 2). By a piezoelectric transducer the wave propagates in the
specimen of concrete or mortar and is captured by the receiving transducer.
The propagation time and the speed of ultrasonic waves are then deducted (Tables 6
and 7) and the change in ultrasonic velocity wave by Fig.2.

Table 1 Composition for
1 m3 of concrete

Constituents Masses (kg)

Sand 644

Gravel 3/8 206.7

Gravel 8/15 1004.6

Cement 400

Water 221
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Table 2 Composition of
C25RG

Constituents Masses (kg)

Sand 644

Gravel 3/8 155.02

Gravel 8/15 1004.6

RG 51.67

Cement 400

Water 188

Adjuvant 4

Table 3 Composition of
C50RG

Constituents Masses (kg)

Sand 644

Gravel 3/8 103.35

Gravel 8/15 1004.6

RG 103.35

Cement 400

Water 188

Adjuvant 4

Table 4 Composition of
C100RG

Constituents Masses (kg)

Sand 644

Gravel 3/8 0

Gravel 8/15 1004.6

RG 206.7

Cement 400

Water 188

Adjuvant 4

Photograph 1 Compression
test set up
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Table 5 Compression stress values versus tyre rubber aggregates percentage

Composition of concrete BT B25RG B50RG B100RG

Compressive strength (MPa) 26.6 24.8 17.16 15.07

RATE SUBSTITUTION RG (%)
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Fig. 1 Tyre rubber
aggregates influence on
compression stress

Photograph 2 Ultrasonic
testing test

Table 6 Values of ultrasonic wave velocities in the rate of incorporation of RG

Composition of
concrete

BT B25RG B50RG B100RG

“P” primary wave velocity (m/s) 4570 4340 4130 3037

Table 7 Modulus of elasticity versus dosage in RG

Composition of concrete BT B25GC B50GC B100GC

Modulus of elasticity (GPa) 37.26 32.77 29.42 15.22
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3.2 Materials Used

For the measurement of ultrasonic velocities, the following equipment is used
(Photograph 2):

1. Unit display: the display unit has the following characteristics:

• Non-volatile memory with a capacity of 250 measurements.
• Graphic LCD of 128 × 128 dots
• Measuring range approximately from 15 to 6550 μs
• 1 kV voltage pulse
• Temperature range −10 to +60 °C

2. Two (2) 54 kHz transducers
3. Two BNC cables
4. Calibration bar
5. Box of 150 ml of coupling agent (or petroleum jelly).

4 Procedure

4.1 Measurement Process

1. Measure the distance between the measuring points (this is the length of the
specimen).

2. Apply a layer of the coupling agent on the contact surface of the transducers and
test pieces (thin layer to smooth concrete, for a thick concrete rough).

3. Pressing the START button to begin measuring.

Fig. 2 Change in velocity of
ultrasonic waves in the rate of
incorporation of RG
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4.2 Method of Calculation

Because of the heterogeneity of the material, the interpretation of the ultrasonic
signals is not easy. Generally, tests are often based on the measurement of velocities
of longitudinal ultrasonic waves. The speed of the wave through an elastic solid is
given by the following expression

V ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E 1� tð Þ
q 1þ tð Þ 1� 2tð Þ

s
ð1Þ

V wave velocity measured in km/s.
E dynamic modulus of elasticity in GPa.
υ Poisson’s ratio.

4.3 Results and Interpretation

The results of P wave velocities found are summarized in Table 8.
It was found that the propagation velocity of ultrasonic waves decreases by

increasing the rate of incorporation of RG. The results are illustrated in Fig. 2
We also note that the modulus of elasticity decreases by increasing the per-

centage of RG, a trend logically expected given the results previously presented on
the compressive strength. The results obtained are listed in Table 6 and illustrated in
Fig. 2.

The addition of RG induced a significant decrease in the modulus of about 59 %
for concrete B100RG, 21 % for concrete B50RG and about 12 % for concrete
B25RG compared to the reference concrete (Fig. 2; Tables 6, 7 and 8).

Numerous studies confirm that the incorporation of RG induced a significant
drop in the modulus of elasticity (Fig. 3) and Table 7.

The adverse effect of the incorporation of RG on the modulus of elasticity was
introduced by Güneyisi [8] and the results illustrated show a decrease of 83 % of
the modulus of elasticity when half of the volume is replaced by granular rubber
aggregates (Figs. 4, 5 and 6).

In a recent study by Ganjian [6], aggregates rubber whose maximum size is
25 mm replace 5, 7.5 and 10 wt% of natural coarse aggregate. This study shows a
30 % reduction of the modulus of elasticity of concrete when passing reference to

Table 8 Thermic conductivity for different concrete composition

Composition of concrete BT B25GC B50GC B100GC

Thermal conductivity λ (W/m K) 1.63 1.44 1.18 1.08
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the concrete incorporating 10 % RG (see Fig. 7). The study by Cuong [4] showed
that the addition of RG induced a fall in the modulus of elasticity of about 51 %
substitution rate of 40 % compared to the reference concrete (see Fig. 6)
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Fig. 3 Effect of dosage of
RG on the modulus of
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Fig. 4 Influence of RG on
elasticity modulus
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Fig. 5 Influence of dosage of
RG on the elasticity modulus
28 days, Cuong
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4.4 Thermal Conductivity “λ”

Thermal conductivity is one of the thermo-physical parameter which is most
important for the description of heat transport properties of materials, since it has a
key to the process of heat transfer and is mainly used for the prediction of the
temperature profile and heat flow (Photograph 3 and Table 3).

Given the extensive use of concrete, the thermal conductivity is a very important
property, especially in the case of large area applications (cement concrete roads for
example), this property can affect the temperature gradient between the free surface
exposed to solar radiation and the lower surface in contact with the ground. Non-
uniform thermal expansion together with a curvature of the member (upper surface
tension) can trigger premature cracking as damaging as the dimensional variations
due to withdrawal [9].

T
he

rm
al

 C
on

du
ct

iv
it

y 
   

   
   

(W
/m

°C
) 

Rate substitution RG (%)

Fig. 6 Effect of adding the
RG on the thermal
conductivity of different
compositions of concrete

Photograph 3 The CT meter
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4.5 Principle of the Thermal Test

The principle of the test is to combine a heating element and a temperature sensor
(both associated to the same probe) to measure the temperature rise experienced by
the sensor, in the course of a heating period chosen by the user depending on the
material.

4.6 Materials Used: Presentation of the CT Meter

A CT meter is a device easily transportable developed to allow an accurate
assessment of the thermal characteristics of a number of materials such as brick,
rocks, soil, concrete, asphalt, substances powders, liquids, resins and complex
products.

A CT meter consists of two elements:

• The control: responsible for generating the heat output and interpret the curve of
temperature rise induced in the test material.

• Probe: load transmitting the heating power and temperature induced collect.

Both types of probes are available:

• The sensor ring: for insertion between two planes of the sample pieces of
circular section.

• The probe wire (or single rod) designed to be inserted between two pieces of the
sample shots of rectangular section.

4.7 Procedure

After checking the calibration of the CT meter using other materials whose thermal
conductivity is known (e.g. polystyrene), the CT meter is adjusted and the mea-
surement time set to 120 s.

The placing the probe wire (single rod) between the two pieces of the sample
shots and perform the measurement while waiting for temperature stabilization.

Knowing that the measure causes heating of the material was measured, it is
necessary to comply with a cooling time between two measurements.
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5 Calculation Method

The CT meter directly displays the value of the thermal conductivity λ with an
accuracy determined by the manufacturer (±5 %).

Thermal conductivity is one of the thermo-physical parameters which is most
important for the description of heat transport properties of materials. It has a key to
the process of heat transfer and is mainly used for the prediction of the temperature
profile and heat flow.

Given the extensive use of concrete, the thermal conductivity is a very important
property, especially in the case of large area applications (cement concrete roads,
for example), this property can affect the temperature gradient between the free
surface exposed to solar radiation and the lower surface in contact with the ground.
Non-uniform thermal expansion together with a curvature of the member (upper
surface tension) can trigger premature cracking as damaging as the dimensional
variations due to withdrawal [9].

6 Conclusion

One can justify the fall in the modulus of rigidity by the low RG. Indeed, according
to Hobbs [10] the modulus of elasticity of concrete depends on the modulus of
elasticity of the aggregates and their volume fraction in within the material.

The second reason is the inherent defects of adhesion between the rubber and the
cement matrix or the poor quality of the transition zone between these two phases.

The last reason is related to the porosity of concrete incorporating rubber
aggregates that is deemed higher than the reference concrete.

From what has been said before, we find that the incorporation of RG is very
damaging in the evaluation of the Young’s modulus. The latter decreases with an
increase in the percentage of RG. This trend means that the concrete incorporating
RG is a material that attenuates the ultrasonic velocities, meaning that it has
potential in terms of vibration damping capacity. In other words, the rubber
granules reduce the kinetics of ultrasonic pulses in the material. This reduction is
due to the decreasing density of RG, with respect to gravel.

We can say that the thermal conductivity test tells us about the impact of the
incorporation of RG in concrete, the higher the RG increases the more thermal
conductivity decreases. This effect can be justified by the amorphous structure of
RG with a thermal conductivity of 0.4 W/m °C. Another factor that comes into play
is the porosity of the concrete, which is greater with the addition of RG air with a
much lower thermal conductivity (0.023 W/m °C) and fills the pores of the concrete
and limits the conduction of heat.

Therefore the heat transfer is directly related to the components, to the mor-
phology of the medium (solid matrix and porous network).
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The Use of PSC Technique to Estimate
the Damage Extension During Three Point
Bending Test

Charalampos Stergiopoulos, Ilias Stavrakas, Dimos Triantis,
George Hloupis and Filippos Vallianatos

Abstract It is already known that when a mechanical loading is applied to cement-
based specimens weak electrical currents are generated. Their existence is attributed
to the creation of cracks and the eventual evolution of the cracks’ network in the
bulk of the specimen. This work introduces the simultaneous recording of electrical
signal emissions at both the tension and the compression region of cement mortar
beams of rectangular cross-section that were subjected to mechanical loading using
the Three-Point-Bending technique. During the experiments the behavior of the
electrical signal was studied during four sequential load stages: (1) Abrupt load
increase up to the vicinity of 3 PB strength, (2) maintaining the high load level for
relatively long time, (3) abrupt load decrease to a low load level (i.e. 50 % of the
3 PB strength approximately), (4) maintaining the low load level for relatively long
time. The electrical signal analysis was conducted using non extensive statistical
physics (NESP) and specifically the Tsallis entropy model studying the values of its
q-parameter. The aim of this work was to study the electrical signal relaxation
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process that follows the change of the mechanical load and the law that describes
this relaxation with respect to the mechanical status of the specimen using statistical
physics analysis.

Keywords Failure diagnostics �Non-destructive testing � Cement based materials �
Electrical current emissions � Non-extensive statistical modelling � Tsallis entropy

1 Introduction

The wide use of cement-based construction materials has created the need for
developing techniques able to evaluate their mechanical strength, health status and
condition. Several Non-Destructive Techniques (NDT) have been applied using
in situ and laboratory measurements regarding mechanical status monitoring and
damage assessment [1, 2]. A novel experimental method known as Pressure
Stimulated Currents (PSC) technique has been introduced that monitors the fracture
process and contributes to the health status evaluation of quasi-brittle materials.
This technique is based on the detection of electrical signals generated during the
formation and growth of microcracks [3]. PSC technique has already been applied
to marble [4–6], amphibolite [7] and cement based specimens [8–10].

It is already known that transient electric phenomena appear when a material is
subjected to mechanical loading [3, 11–13]. The generation of weak electrical
currents termed as Pressure Stimulated Currents (PSC) [3] can be detected and
studied in terms of their behavior and characteristics. The motion of charged dis-
locations (MCD) [13, 14] is one of the basic mechanisms that can best describe
such phenomena of electrical signal generation and detection. The first aim of this
work was to perform a systematic study in order to examine in detail the recording
of PSCs during three-point-bending (3 PB) tests and conclude to the PSC behavior
introduced to previous works [8].

2 Non-extensive Statistical Physics (NESP) Approach

The microfracture mechanism is based on disorder and long range interactions. The
generalization of the Boltzmann-Gibbs (BG) statistical physics is a proper theo-
retical frame for the analysis of signals produced by this mechanism as PSCs are.
This generalization is known as non-extensive statistical physics (NESP) [15–17].

As PSCs are produced by the microfracture mechanism that is based on disorder
and long range interactions, a generalization of the Boltzmann-Gibbs (BG) statis-
tical physics is a proper theoretical frame for the analysis of parameters related to
the evolution of cracks as PSC are. This generalization is known as non-extensive
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statistical physics (NESP). The non-additive entropy Sq that NESP introduces is not
proportional to the number of the system’s elements, as in the Boltzmann-Gibbs
entropy SBG. The Tsallis entropy Sq reads as:

Sq ¼ kB
1�PW

i¼1 p
q
i

q� 1
; q 2 R; ð1Þ

where kB is Boltzmann’s constant, pi is a set of probabilities, W is the total number
of microscopic configurations, and q the entropic index. This index is a measure of
the non-additivity of the system, and for the particular case q = 1, the Boltzmann-
Gibbs entropy SBG is obtained;

SBG ¼ �kB
XW
i¼1

pi ln pi ð2Þ

We note that for q = 1, we obtain the well-known exponential distribution [14].
The cases q > 1 and q < 1 correspond to sub-additivity and super-additivity,
respectively.

In previous works [8] following a stepwise process of abruptly increased
bending load increased the PSC signal and presented a peak during the loading
change. Moreover while the loading remained constant after such a change, the PSC
signal presented a restoration process trying to reach its original low background.
There was an attempt to describe the PSC restoration process using an empirical
equation described by two exponential decays. In this work, we focused on trying to
describe the PSC relaxation phase using a uniform way. This phase is discussed
under the frame of statistical physics analysis and specifically the Tsallis entropy
model [18–22].

3 Materials and Experimental Setup

In order to produce identical specimens for conducting the experiments a cement
mortar mixture that contained Ordinary Portland Cement (OPC) was used. The OPC
was mixed with sand of fine aggregates and water and its weight ratio was 1:3:0.5
respectively. A refinement process was performed to the aggregates and the size of
the ones that were selected ranged from 0.6 up to 3.0 mm approximately. Low speed
was maintained during the mixing process for achieving the best moisturizing of the
cement powder. The mixture stayed in wooden molds for 24 h and the porosity of the
mixture was estimated to be 8 % approximately. The beams were 200 mm long with
a square cross-section of 50 mm × 50 mm. After their extraction from the molds, the
beams were stored in a special chamber that offered constant ambient conditions
(22 °C and 75–80 % humidity) for their proper curing. The specimens remained in
the chamber for 90 days in order to obtain 95 % of their total strength [23].
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A first set of the beams was used for conducting preliminary 3 PB strength tests
for investigating their ultimate 3 PB strength (Lf). It was found that for the selected
experimental topology their ultimate 3 PB strength was 4.8 ± 0.2 kN.

The basic experimental setup for measuring PSC is shown in Fig. 1. For con-
ducting the 3 PB tests three identical metallic cylindrical rollers were used. The two
of them supported the beam and the distance of their contact point from the centre
of the specimen was 85 mm. The third roller was placed at the loading point. Teflon
underlays of 2 mm thickness supported the rollers to electrically isolate the mea-
suring system and the specimen. Two pairs of electrodes made of thin copper foils
were used for capturing the electric signals. Their shape were orthogonal having
dimensions of 30 mm × 10 mm. They were placed at the tensile and compression
zone. Their distance from the centre was 20 mm. Before their attachment to the
beams silver paste intermediate conductive layer was applied in order to ensure the
best electrical path and minimize the external noise effects favored by specimen
movement during the tests. Two sensitive electrometers were used (Keithley
models 6514 and 6517) for measuring the electric signals.

4 Results and Discussion

A mechanical process of 3 PB loading/unloading was applied on the specimens (see
Fig. 2a). The temporal behavior of the electrical signals were concurrently recorded
(see Fig. 2b).

The loading protocol included five distinct stages as described below. The
experimental recordings are discussed for each of the sequential stages.
Specifically:

Fig. 1 The experimental setup for measuring PSC and mechanical load during 3 PB tests
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(a) A mechanical load (Ll) that was equal to the 50 % of the ultimate 3 PB strength
(Lf) was initially applied.

(b) Sequentially, an abrupt mechanical load increase of high constant rate was
applied up to a high load level (Lh). The load value (Lh) was equal to the 90 %
of the Lf. As expected from previous works the PSC demonstrates a spike-like
shape with respect to time. The PSC obtained its peak value, PSC(tm1), at the
moment (tm1) when the applied mechanical load reached the level Lh. This
behavior was observed with both signals detected at the tension (lower side of
the beam) and compression (upper side of the beam) zones of the specimen.
The recorded electric signals had opposite polarities as shown in Fig. 2b. It was
also observed that the peak value of PSC detected at the tension region was
higher than the one of the PSC detected at the compression region. This is due
to the fact that the cement mortar specimens obtain significantly lower ten-
sional than compressional strength, thus, crack initiation and formation pro-
cesses that activate the charge separation phenomena and the corresponding
PSC emissions initiate from the lower side of the specimen (tensional zone).

(c) This high load value (Lh) is maintained on the cement mortar beam for long
time in order to record a long PSC relaxation process both at the tensile and the
compression region as shown on Fig. 2a, b. The duration of this stage was
maintained until the PSC relaxed back to a background level PSC t � tm1ð Þ.
The behavior of the PSC seemed to be a typical one as it has already been
reported on experiments that included compression stress tests and/or bending
loading tests on cement based materials. The PSC also exhibited a similar
behavior during experiments performed on geomaterials (i.e. marble,
amphibolite) [4, 7]. For first time it was observed that the PSC relaxation

Fig. 2 a The temporal
behavior mechanical loading
and b the temporal behavior
of the corresponding PSC at
the tension (yellow line) and
the compression (green line)
zones
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deviates from the exponential law. The PSC recorded during this time frame
was following a power law while approaching a large time range as also stated
in previous works [22].

(d) Sequentially, a process of abrupt unloading was conducted. The PSC obtained
its peak value, PSC(tm2), at the moment (tm2) when the applied mechanical
load reached the level Ll. This behavior was observed for both signals detected
at the tensile and compression region of the specimen. As expected due to the
PSC generation mechanisms the recorded electric signals show opposite
polarities as shown in Fig. 2b. It must be noted that the PSC polarity is
reversed when comparing the loading and the unloading stages. It is also clear
that the peak value of PSC that is detected at the tensile zone is higher than the
one of the PSC detected at the compression zone.

(e) Finally, the applied load was maintained at Ll for relatively long time in order
for the PSC to relax back to its background level PSCðt � tm2Þ.

The normalized PSC relaxation during the stages c and e can be calculated
according to Eq. 3:

nij tð Þ ¼
PSCijðt � tmjÞ � PSCijðt � tmjÞ
PSCiðtmjÞ � PSCijðt � tmjÞ ð3Þ

where i notes the zone that the PSC emissions is recorded from (i.e. t: for the
compression zone and b: for the tension zone), j corresponds to the applied load
level (i.e. 1: represents the stage c, high load level and 2 the stage e, low load level),
PSCijðt � tmjÞ is the value of the PSC background level and PSCiðtmjÞ is the peak
value of the PSC.

The function ξ(t) was calculated while the mechanical load was maintained
constant (stages c and e). In other words the above mentioned equation was applied
during the time frame starting from the moment tmj until the PSC relaxed back to its
background level (PSCijðt � tmjÞ). Specifically, using the basic non-extensive
statistical mechanics formulation for modeling the PSC relaxation processes at the:

(a) compression region while maintaining at high load value (4.2 kN)—ξt1
(b) compression region while maintaining at low load value (2 kN)—ξt2
(c) tension region while maintaining at high load value (4.2 kN)—ξb1
(d) tension region while maintaining at low load value (2 kN)—ξb2

In order to further analyze the experimental results non-extensive statistical
physics will be used that are based on Tsallis entropy. The following equation was
used to perform fitting to the results [20, 22].

n tð Þ ¼ 1þ q� 1ð Þ � bq � t
� �1=1�q ¼ expq �bq � t

� � ð4Þ

Figure 3 shows the values of nij tð Þ and the corresponding fitting curves during
the PSC relaxation at the high and low load levels, at both the compression and
tension zones. In order to evaluate the use of the NESP theoretical background and
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the Tsalli’s model applicability for the presented experiments, comparative plots are
presented in Fig. 3a for the PSC relaxation when the applied mechanical load was at
the level Lh. (i.e. 90 % of the 3 PB strength approximately, stage c). The fitting and
the modeling was conducted for both the tension (red line) and compression (blue
line) zones. The corresponding curves when the applied mechanical load was
maintained at relatively low value (i.e. LL = 50 % of the 3 PB strength approxi-
mately, stage e) are presented in Fig. 3b.

The fitting shows that during the stage c, the value of q parameter is greater than
1.3 regarding the compression zone and greater than 1.4 regarding the tensile zone.
These values are in agreement with results exhibited in other works where similar
experiments were performed on geomaterials and cement based materials [20–22].

The fact that the value of the q parameter is equal to 1.43 regarding the tension
region when the applied mechanical load is high, demonstrates the disorganization
of the mechanical tensions’ distribution in the bulk of the specimen. This phe-
nomenon signifies the beginning of dynamic processes related to the evolution of
the inner damages that inevitably lead to the ultimate fracture of the specimen.

On the other hand, the value of the q parameter regarding the compression zone
remains lower than 1.4 (i.e. 1.3). The dynamic process is not yet triggered and
sufficiently evolved. The observations described above are supported by the
behavior of the electrical signal that is significantly higher at the tension zone than
the one detected at the compression region.

During stage d the PSC emission that is attributed to the crack and local dis-
continuities movements is significantly lower than stage b. This observation is
consistent with the existing literature and it is attributed to the significantly lower
number of the activated electrical signal sources (i.e. pre-existing damages, crack
opening and propagation processes) according to the MCD model.

0.001

0.01

0.1

1

0.1 1 10 100

ξb
1,

ξt
1 

ξb
2,

ξt
2 

t - tm1 (s) t - tm2 (s)

ξb1

fit (q=1.43, βq=0.22)

ξt1
fit (q=1.31, βq=0.25)

0.001

0.01

0.1

1

0.1 1 10 100

ξb2

fit (q=1.19 βq=0.26)

ξt2
fit (q=1.17  βq=0.32)

(a) (b)

Fig. 3 The values of nij tð Þ and the corresponding fitting curves during the PSC relaxation at: a the
high load level Lh and b the low load level Ll, at the compression (blue lines) and tension
(red lines) zones
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Studying the behavior of the q-parameter after reaching the low load value (stage e)
it is observed that the corresponding value at both the compressional and the
tensional zone have similar values that are equal to approximately 1.2. The β
parameter also has a low value as the PSC is attributed to local polarization process
in the bulk of the specimen. These local polarizations are dependent to new
specimen bulk damage.

The fitting results as calculated according to the Tsalli’s entropy model (Eq. 4)
are summarized in Table 1.

The high value of the q parameter (see Table 1) denoted that the specimen is near
to fracture which was expected as the high level of the mechanical load is
approximately at 90 % of the 3 PB strength. Lower values of the q parameter
recorded when the value of the mechanical load was low (see Table 1) makes clear
that its level was not critical for the specimens’ health status. The study of the
q-parameter may constitute a strength Non-Destructive Testing evaluation index.
On the contrary the βq parameter exhibited a gradual decrease as the mechanical
load increased and an increase for low level loads.

5 Conclusions

Several experiments were conducted including cement mortar beams of rectangular
cross sections. During the experimental process mechanical loading was applied on
the specimens using the Three-Point Bending (3 PB) technique. After reaching a
high value (Lh) that is 90 % approximately of the ultimate fracture value (Lf) the
loading remained constant with respect to time. The unloading took place during
the next phase and the mechanical level returned to its initial low level. The
recorded electrical signals exhibited a behavior that were identical to the one
observed during previous experiments and other works regarding cement based
material and geomaterials. The behavior of the PSC signal is due to the crack
initiation and formation processes that activate the charge separation phenomena.
The process of electrical current generation can be attributed to the motion of
charged dislocations (MCD) which is one of the basic mechanisms involved in such
phenomena. A processing of the electrical signal during its relaxation was per-
formed using non-extensive statistical physics (NESP) based on Tsallis entropy
equation. The values of the Tsallis q-parameter as well as the βq parameter showed
that they have physical plausibility and can be further investigated for this kind of

Table 1 Relaxation of PSC
under constant mechanical
loading and non-extensive
entropy parameters q and bq

Load, L (kN) PSC relaxation q bq s�1ð Þ
2–4.2 Tension region 1.43 0.222

Compression region 1.31 0.251

4.2–2 Tension region 1.19 0.260

Compression zone 1.17 0.316
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experiments if they could be used as indices for monitoring the crack formation and
propagation mechanism and predicting the upcoming fracture of a cement mortar
beam. To summarizing, it seems that the q-parameter value of 1.4 is critical and
indicates the massive bulk damages in the specimen provided that the applied
mechanical load is in the vicinity of the 3 PB strength.
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Numerical Modelling of Young’s Modulus
of Single-Layered Cubic Zirconia
Nanosheets

Ibrahim Dauda Muhammad, Mokhtar Awang and Lee Kain Seng

Abstract It has been established that zirconia nanosheets have many potential
applications when compared with other materials possessing similar properties;
however, the utilization of most of their potentials is constrained due to minimal
data currently available on its mechanical properties. In this paper, the Young’s
modulus of single-layered zirconia nanosheets is predicted based on the concept of
the finite element analysis. The nanosheet was modelled structurally as a hexagonal
network of bonds connected by zirconium and oxygen atoms. Zirconia nanosheets
with different dimensions and chirality were simulated with bonds between the
atoms regarded as beam elements. The Young’s modulus of the nanosheet was
determined based on the combination of molecular mechanics and structural
mechanics. The results obtained from the modeling indicates that the technique
used is a viable tool for predicting mechanical properties of cubic zirconia nano-
sheets at a lower computational cost when compared to complex ab initio molecular
dynamics and sophisticated experimental techniques.

Keywords Zirconia nanosheets � Material modelling � Young’s modulus � Finite
element analysis (FEA)

1 Introduction

Graphene is one of themost researched two-dimensional (2D) nanomaterials due to its
unique mechanical, and other, properties [1]; but it has some defects which led to
additional attention to other inorganic 2D materials. Zirconium oxide or zirconia
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(ZrO2) at nanoscale has some useful properties and exists in three phases: monoclinic,
tetragonal and cubic with possibility for transformation at various temperatures [2, 3].
Cubic zirconia nanosheets (CZNS) are a two-dimensional nanostructure with thick-
ness in a scale ranging from 1 to 100 nm and can be single or multi layered with
different lattices. CZNS having 111 miller indices have hexagonal lattices, similar to
that of graphene [3]. Potential areas of applications of CZNS include implementation
as a catalyst and/or catalyst support, solid electrolyte, component of capacitors and
structural ceramics [4–7]. As a confirmation of the potentials of zirconia nanosheets
(ZNS), synthesis in various phases has been achieved using several techniques [8–12].

For effective application of CZNS in various areas, details of the mechanical
properties are required as most of the potential uses are structurally based [2]. But
mechanical properties of synthesized CZNS are not readily available as delicate and
expensive equipment are required and methods to be used are still under devel-
opment [10]. This lack of detailed understanding of the mechanical behavior of
CZNS will limit the design and optimization of related composites or materials.

As an alternative, computational methods with emphasis on molecular dynamics
(MD), have been used to simulate some properties of zirconia at the nanoscale [9].
In most of the MD simulations, studies are mainly conducted on nanotubes and the
emphasis is on specific properties related to electronic, bulk, surface, optical and
thermal [11–14]. Even where mechanical simulations were conducted [9, 15, 16],
the computational expense of MD simulations limited the size of ZNS studied [10].

In the present work, the finite element analysis (FEA) approach used for
graphene sheets is adopted for CZNS and it is based on molecular mechanics theory
[17]. It is achieved by relating the potential energy of the atoms in the bonds of the
structure with the mechanical properties. From the simulation results , the Young’s
modulus of CZNS was predicted.

2 Modeling and Simulation

2.1 Geometry

Cubic zirconia nanosheets can be described geometrically as the lattice planes of
zirconia. An earlier study [12] indicated that the plane obtained on the (111) miller
indices have a hexagonal orientation similar to that of graphene. The Surface
Builder tool of Material Studio [18] was used to generate CZNS with different
chirality and sizes as illustrated in Fig. 1, where a and b are the length and width
respectively.

Thereafter, each generated CZNS structure was saved as a text file in Protein
Data Bank (PDB) format and converted into APDL code for input into FEA
software (ANSYS) using PYTHON. The output indicates the xyz coordinates all the
atoms and their connectivity in the CZNS structure.
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2.2 Interatomic Potential Energy of Zr-O Bond

Based on the concept of molecular mechanics, the total potential energy gives the
summation of specific potential components caused by constraint and unconstrained
interactions of atoms and is expressed [19] as

U ¼ Uq þ Uh þ Ux þ Us þ Uvdw þ Uelect ð1Þ

In which Uρ, Uθ, Uω and Uτ are energies associated with stretching, bond-angle
variation, bond inversion and torsion respectively; while Uvdw and Uelect represents
van der Waals and electrostatic interaction respectively as expressed in Eq. (1).
Figure 2 illustrates the basic structural unit of CZNS (hexagon).

For Zr-O bonds, interactions between the constituent atoms are mainly ionic and
described using Buckingham (or Born-Meyer-Huggins) model [20]. The potential
energy of ZrO2 is a sum of two-body interactions represented as

U rij
� � ¼ Aije

�rij
qij

� �
� Cij

r6ij
þ QiQj

4peorij
¼ ;srij þ QiQj

4peorij
ð2Þ

Fig. 1 Schematic diagram of the armchair (n, n) and zigzag (n, 0) CZNS

Fig. 2 Space-frame modelling for CZNS
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where Aij, ρij and Cij are parameters indicating the contribution of short-range
interactions of pairs (ϕs) and rij is the distance between ions of a pair. In Eq. (2), ϕs
consist of short term and van der waals attraction with the third terms as coulumbic
interaction due to charges Qi and Qj for ions i and j respectively and εo is electric
permittivity of vacuum [20, 21]. The interatomic potential for cubic ZrO2 was
computed based on first-principles or ab initio CASTEP [22].

The model consists of bonds as beam elements that simulate the ionic interac-
tions in the Zr and O2 atoms. This establishes a link between the molecular and
structural potential energies, thus the Young’s modulus and other elastic properties
of the beam can be determined [19].

2.3 Atomistic FEA of Cubic Zirconia Nanosheets

The Zr and O2 atoms in CZNS are bonded with and held together mainly by ionic
bonds [20, 21] forming a hexagonal lattice. The bonds constrain movement or
displacement and rotation of atoms due to external forces, leading to partial or total
deformation. As applied to graphene [22], CZNS was simulated as space-frame
structures by assuming the bonds as connected load-carrying elements and the
atoms as joints or nodes. To simulate the uniaxial load, one CZNS side was
retrained in all the six degrees of freedom and a displacement was applied in the
opposite end as showed in Fig. 3. For the bond model, Beam188 in ANSYS was
used as the element with 1.28 Å as diameter [22]; other properties of the element
such as cross-sectional area, area moment of inertia (Iyy = Izz) and torsional moment
of inertia (Ixx) were computed to be 1.28579 Å2, 0.131496 Å4 and 0.26299 Å4.
Based on the aforementioned data, armchair (n, n) and zigzag (n, 0) CZNS with
different chirality were simulated with the same boundary conditions.

After simulation by using displacement as applied load, the Young’s modulus
can be determined based on the elasticity law [23]

E ¼ r
e
¼ F=A

DL=L
¼ FL

DLWt
ð3Þ

Fig. 3 Finite element model for armchair (a) and zigzag (b) CZNS
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where F is the resultant force applied to the nodes at one end, A = Wt is the cross
sectional area of the sheet with width W and thickness t, L and ΔL are the initial
length and extension respectively. The thickness (t) is taken as the interlayer
spacing of cubic ZrO2 of the plane with (111) miller indices and was found out to
be 0.29387 nm using CrystalMaker [22].

3 Results and Discussion

As stated earlier, ANSYS code was used to model the nanosheets with their
geometries described by their length and width. CZNS with different lengths and
widths were studied. The geometries of the sheets for armchair and zigzag are not
precisely the same with each other, so the closest possible widths were chosen and
the length for all fixed at 25 Å.

The plot of the deformed shape is illustrated in Fig. 4. This shows the structural
pattern of displacement of the nanosheet when load in form of displacement was
applied. The pattern is uniform and in the direction of the applied loads, with
maximum displacement at the nodes where the loads were applied (free end) and
minimum displacement at the fixed ends where all the six degrees of freedom were
restricted.

To sum the displacement vector, the contour plot was generated as displayed in
Fig. 5. The plot shows how the applied load varies over the model as indicated by
contour lines that are continuous across the entire model. The plot was generated
from reaction forces, which are typically discontinuous from element to element.
Thus forces are averaged at the nodes so that continuous contour lines can be
displayed.

After obtaining the contour plot for the nodal solution, the nodes were selected
and the reaction solution as the constrained nodes listed. The list contains the forces
on each of the selected nodes and the resultant force; in this simulation, all forces

Fig. 4 Plot of deformed (darker) and undeformed (lighter) displacement for CZNS
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given for all nodes are in one direction as the applied load is uniaxial. The nodal
solution was used as the average for body while the selected nodes solution is the
contributions of all elements connected to the node. The procedure was repeated for
all the nanosheets having different chirality and sizes in other to obtain their
respective resultant reaction forces and displacements.

Table 1 enumerates the computed Young’s modulus (E) of the CZNS using the
resultant force from simulations by ANSYS code for different model sizes. It can be
observed that the Young’s moduli of the CZNS obtained are almost independent of
sizes as also concluded for graphene sheets [24]. The value of E for CZNS is
253.26 ± 1.2560 GPa compared to 1.1079 TPa for graphene [25], 330 GPa for
MoS2 nanosheets [26] and 323 GPa for h-BN nanosheets [27].

Fig. 5 Contour plot for nodal solution for displacement of (8 × 8) CZNS

Table 1 Computed Young’s moduli of the CZNS for different model sizes

Chirality (n × m) Length (Å) Width (Å) Young’s modulus (GPa)

6 × 6 25.00 39.58 255.780

10 × 0 25.00 39.76 253.900

7 × 7 25.00 46.18 251.760

12 × 0 25.00 45.70 253.274

8 × 8 25.00 52.77 253.067

14 × 0 25.00 53.32 254.887

9 × 9 25.00 59.37 252.567

16 × 0 25.00 60.94 251.777

10 × 10 25.00 65.97 252.567

17 × 0 25.00 64.75 252.684
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From Fig. 6, it may be concluded that the trend in the variation of E is similar for
armchair and zigzag CZNS, and thus the effect of sheet chirality is minimal. It is
also observed that the effect of the width on E of both armchair and zigzag CZNS is
evident. With increasing width the Young’s modulus of both armchair and zigzag
decreases, which may be due to reduction in load distribution per node. It should be
noted that all sheets used for the simulation have rectangular shape and when sheets
with square shapes (7 × 0 and 5 × 0) were simulated, the values obtained for E were
higher.

By computing the Young’s modulus of CZNS, important quantitative data is
obtained in relation to its level of elasticity or stiffness. The value is necessary for
realistic comparison with other nanosheets and will also assist in designing nano-
composites for identified and other applications.

4 Conclusion

The Young’s moduli of armchair and zigzag single-layered cubic zirconia nano-
sheets were simulated using ANSYS. Under uniaxial load, the average Young’s
modulus of cubic zirconia nanosheets was found out to be 253.26 ± 1.25 GPa.
Additionally, the Young’s moduli are similar for armchair and zigzag nanosheets
but with variation according in relation to width of the structure. The technique
used provides a means of obtaining the Young’s modulus of the nanosheet at
minimal computational cost. Thus the approach is a valuable tool for further detail
studying of other mechanical properties of the zirconia nanosheet.
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Closed Form of a Transverse Tapered
Cantilever Beam Fundamental Frequency
with a Linear Cross-Area Variation

Farid Chalah, Lila Chalah-Rezgui, Salah Eddine Djellab
and Abderrahim Bali

Abstract The present work is based on the Rayleigh quotient formula to express
the transverse vibration frequency of a tapered cantilever beam by a closed form
equation. In this investigation the tapered case considered is that of a linear cross-
section variation. Thus, a shape equation is needed. It can be obtained through an
exact solution of the fourth order differential equation, with non constant coeffi-
cients governing the equilibrium of the tapered beam element. The shape form of a
uniform beam is considered as being the first mode shape in the present investi-
gation. By applying the Rayleigh quotient, a simple closed form equation of the
circular frequency as a function of the taper degree is suggested for practical use. A
validation of the numerical results with the extreme case corresponding to the
uniform beam is done. By comparing the curves of the two shapes corresponding to
the tapered and uniform cantilever beams, they are found to be in good compliance.
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1 Introduction

The vibration analysis of tapered beams is an attractive research objective. Many
researchers have been interested in this field of investigation and because of that;
several studies are still being carried out. They direct their research in various
directions, regarding the cross area variations and the boundary conditions.
Different approaches are used to improve the result accuracy.

In structural analysis, beams with distributed characteristics are frequently used.
Adding to this, a variation of the cross section of the beam is introduced to take
more efficiently of the real structure forms. These beam types are non uniform or
tapered. The aim of this investigation is to suggest contracted formulas describing
the frequency variations of a tapered beam for the two cases of linear and cubic
inertia variations. In a previous work, frequency variation graphs were proposed. It
therefore constitutes a first step for this purpose and will be followed by a math-
ematical development based on the energetic method of Rayleigh. On the other
hand, to apply the FEM approach to analyzing a vibrating tapered beam, a dis-
cretization process is used which consists of dividing it in a number of parts. The
stiffness and mass matrices are obtained by assembling these elementary beams to
finally construct a model which is considered in place of the real structure.
Although, the matrices are correctly evaluated, the resulting constructed matrix
remains not fully exact. However, the different beam parts maintain their sections
uniformly along their lengths with their corresponding geometrical characteristics in
terms of inertia and cross section. The analysis of non-uniform beams was largely
reported in the literature. Several approaches were used for the free vibration
problem resolution. Different methods were developed and improved to conduct the
stiffness matrix evaluation for a non uniform beam element. They are relative to the
direct integration of the differential equation governing the equilibrium in static and
dynamic analysis [1–3], the flexibility matrix construction followed by its inversion
[4–8] and the use of transfer matrices [9, 10].

The exact or approximate solution process, for the study of free vibration of a
tapered beam with different restraint conditions, allowed to solve problems of
multistep non uniform beams [11, 12]. Additional research consisting of trans-
forming or reducing the equation of motion to that of uniform beam was carried out
[13, 14]. On the other hand, the free vibrations of tapered beams analysis were
investigated considering flexible ends [15] and associated spring-mass systems
[16, 17].

In the present work, the fundamental vibration natural frequencies of a tapered
cantilever beam for linear and cubic inertia variations are given by applying the
Rayleigh formula. It is evident that the mass variation is linear for the two situa-
tions. The used shape is that corresponding to the normalized displacement
resulting of a uniform beam loaded by its distributed uniform mass. This is intro-
duced in place of the exact solution of the differential equation of fourth order, with
no constant coefficients governing the equilibrium [18].
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2 Problem Formulation

A tapered cantilever beam, as seen in Fig. 1, is considered to be a material having
an elastic modulus E, a material density ρ. The inertia at the x abscissa is I(x) inertia
and the cross section A(x). For all the treated cases, the loading is that corre-
sponding to its weight.

The differential equation of the fourth order governing the equilibrium of a non
uniform beam is given by the general expression:

@2

@x2
E � IðxÞ � @

2vðxÞ
@x2

� �
¼ qðxÞ ð1Þ

which is developed in:

E � IðxÞ � @
4vðxÞ
@x4

þ 2 � @IðxÞ
@x

� @
3vðxÞ
@x3

þ @2IðxÞ
@x3

� @
2vðxÞ
@x2

� �
¼ qðxÞ ð2Þ

It can be seen that the derivatives of the inertia appears. Many possible variations
of the inertia can be considered depending on the geometry of the section (rect-
angular, circular, …). The linear and cubic inertia variations correspond to the two
situations of Fig. 2.

By identifying the mean plane position, the following projections of the tapered
beam are illustrated in Fig. 3.

The expressions describing the possible inertia variations are deduced from
Fig. 4. They are obtained by extending the two symmetrical lines corresponding to
the sides of the trapeze to their cross point until forming a triangle. Then, a line is

y 
A(x),I(x)

LE, ρ

x 

x

q(x)= ρ.g.A(x)

Fig. 1 Example of a tapered cantilever beam loaded by a distributed mass

(a) (b)

Fig. 2 Spatial views of tapered cantilever beams with linear cross section variation
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drawn along the symmetry axis of the formed triangle from the top to the upper
base of the triangle. Its length is designated by the letter a. Let us consider the
following dimensions b, ha, hL and L respectively the depth, widths and length of a
tapered beam, as shown in Fig. 4.

The variable of width hx is easily obtained by applying simple geometric ratios.
It is expressed by a function of the reference triangle lengths of Fig. 4:

hx ¼ ha � x/að Þ ð3Þ

Thus, the inertia variation of Fig. 2a, is:

Ix ¼ Ia x/að Þ3 ð4Þ

And that of Fig. 2b, is:

Ix ¼ Ia x/að Þ ð5Þ

It should be noted that some research works focused on various shape variations
using different geometries. In the present work the only treated types are linear and
cubic inertia variations. The mass variation is linear and is formulated as follows:

m xð Þ ¼ q � Aa x/að Þ ð6Þ

La
x

ha
hx hLy

x

a 

L

(a) (b)

Fig. 4 Dimensions and lengths of the reference triangle of the tapered beam

(a) (b)

Fig. 3 Projections of the tapered beam depending on the spatial position
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3 Numerical Validation

The Rayleigh’s formula is a useful tool generally used in structural analysis to
evaluate approximately the fundamental vibration frequency. It uses the transverse
deflection of the studied structure. It results from principle of total energy con-
servation of a system vibrating harmonically. This relationship is expressed as:

x1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR
L E � IðxÞ � w00ðxÞ½ �2 dxR
L q � AðxÞ � wðxÞ½ �2 dx

vuut ð7Þ

For each case study, the deflection is first evaluated. The shape of the uniformed
beam loaded by its own distributed mass is used rather than using that of the
normalized homogeneous solution of the fourth order differential equation. Based
on the curvature/moment relations for a uniform beam, the deflection of a cantilever
beam subjected to uniform loading is:

v xð Þ ¼ �q � L2 � x2=4þ q � L � x3=6� q � x4=24� �
=E � I ð8Þ

A normalization of this expression, gives:

W1 xð Þ ¼ x2 6 � L2 � 4 � L � xþ x2
� �

= 3 � L4� � ð9Þ

In the case where a concentrated force is applied at the end of the cantilever
beam, the shape to be taken into account is:

W2 xð Þ ¼ 3Lx� x3
� �

=2L3 ð10Þ

Using the Rayleigh quotient in the case of a cantilever uniform beam, the fol-
lowing results are given:

Shape W1 xð Þ : x1 ¼ 1:888792 � EI
�
qAL4

� �1=2
0:41%ð Þ

Shape W2 xð Þ : x1 ¼ 1:878852 � EI
�
qAL4

� �1=2
1:48%ð Þ

The ω1 value was compared, using the Ψ1(x) and Ψ2(x) shapes, relatively to the
theoretical ω1 = 1.8752 (EI/AρL4)½ value.

For all the proposed formulas, the given expressions are of the form:

x1ðaÞ ¼ f ðaÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E � Ia

Aa � q � L4

s
ð11Þ

with

a ¼ a=L.

Closed Form of a Transverse Tapered Cantilever Beam … 385



4 Case Where the Tapered Cantilever Beam Is Fixed at Its
Large Base

Many research works on the tapered beam vibrations in specialized literature,
provided various approaches to address these typical analysis. A proposal of closed
form formulas is relevant and as useful as possible is an interesting task. Some of
the existing approaches concern particular case studies, whereas others are based on
beam shapes not often encountered. Some others have tackled for fixed geometries
and their exploitation is not extensible easily.

Linear inertia variation

An explicit integration of the Rayleigh formula with an assumption on the shape
corresponding to that of a uniform cantilever beam, leads to two expressions of the
circular frequency in closed forms.

x1ðaÞ ¼ 3
ffiffiffiffiffi
21

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5þ 6 � a

18þ 91 � a

r
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E � Ia

Aa � q � L4

s
ð12Þ

x1ðaÞ ¼ 3
ffiffiffiffiffiffiffiffi
210

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3þ 4 � a

49þ 264 � a

r
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E � Ia

Aa � q � L4

s
ð13Þ

As known, the Rayleigh quotient results are higher than that provided by the
theory and this concerns all the considered shapes. In this comparison conditions,
the restraints are fixed-free. The application of the closed form equations in the case
of a linear variation in the inertia for great values of a/L, give:

x1 ¼ 1:9062 EI
�
AqL4

� �1=2
closed form W1 xð Þ 3:34%ð Þ

x1 ¼ 1:8982 EI
�
AqL4� �1=2

closed form W2 xð Þ 2:49%ð Þ

At this level of comparison, it appears that the proposed formulas give quite
good results in view of the difficulty of the problem formulation. The error
appreciation level generally admitted for the Rayleigh quotient, in analyzing a
uniform cantilever beam, is about 1.5 %. A graphical reading difficulty appears in
the curve of Fig. 5a, and the accuracy would give:

x1 ¼ 1:902 � EI
�
AqL4� �1=2

with an error of 2:7%

Against an evaluation with the permanent error risk with a handle calculation:

x1 ¼ 1:8972 EI
�
AqL4� �1=2

2:41%ð Þ
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Cubic inertia variation

The two shapes introduced in the Rayleigh formula, give the formulas:

x1ðaÞ ¼ 2 �
ffiffiffiffiffi
42

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð10þ a � ð36þ 5 � a � ð9þ 4 � aÞÞÞ

a2 � ð49þ 264 � aÞ

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E � Ia

Aa � q � L4

s
;

for a[ 0:5;

ð14Þ

x1ðaÞ ¼ 9
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð35þ 4a � ð30þ 7 � a � ð5þ 2 � aÞÞÞ

a2 � ð18þ 91 � aÞ

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E � Ia

Aa � q � L4

s
for a[ 0:5;

ð15Þ

For the case a cubic variation in the inertia, for great values of α, the results are:

x1 ¼ 1:9312 EI
�
AqL4� �1=2

curve 6:06%ð Þ with the normalized homogenous solutionð Þ
x1 ¼ 1:9332 EI

�
AqL4� �1=2

closed formW2 xð Þ 6:28%ð Þ
x1 ¼ 1:9372 EI

�
AqL4� �1=2

closed formW2 xð Þ 6:72%ð Þ

Note: It should not be hoped to obtain a uniform beam by forcing a beam with a
very low taper. Numerically, perturbations will appear.

The closed form equations proposed in the fixed-free cases do not suffer from the
taper degree. It is easy to note that the uniform beam shape generally used without
preliminary confirmation and verification is adapted for analyzing tapered cantile-
ver beams fixed at their large base.
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Fig. 5 Graphs for determining ω1 in function of the α ratio for the tapered cantilever beam fixed at
its large base. a Linear inertia variation. b Cubic inertia variation
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5 Case Where the Tapered Cantilever Beam Is Fixed at Its
Small Base

The applications made in the case where the tapered cantilever beam is fixed at its
large base are reused for analyzing the situation when the tapered cantilever beam is
fixed at its small base and free at its second end. Then, the proposed closed forms
for the linear inertia variation, are:

Linear inertia variation

x1ðaÞ ¼ 3
ffiffiffiffiffiffiffiffi
210

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4a

215þ 264 � a

r
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E � Ia

Aa � q � L4

s
for a[ 0:5

In this interval, it varies similarly but still maintains a constant distance. The
following one is more accurate:

x1ðaÞ ¼ 3
ffiffiffiffiffi
21

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 6 � a

73þ 91 � a

r
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E � Ia

Aa � q � L4

s
for a[ 0:3

x1 ¼ 1:8612 EI
�
AqL4� �1=2

curve ð1:5%Þ
x1 ¼ 1:8642 EI

�
AqL4� �1=2

closed form W1 xð Þ 1:17%ð Þ
x1 ¼ 1:8762 EI

�
AqL4� �1=2

closed form W2 xð Þ 1:07%ð Þ

These two suggested formulas are valid for limited α values (α > 0.3).

Cubic inertia variation

The suggested closed forms for the cubic inertia variation, are:

x1ðaÞ ¼ 2
ffiffiffiffiffi
42

p
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ a � ð6þ 5 � a � ð3þ 4 � aÞÞÞ

a2 � ð215þ 264 � aÞ

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E � Ia

Aa � q � L4

s
for a[ 2

x1ðaÞ ¼ 9
2
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ 4a � ð2þ 7 � a � ð1þ 2 � aÞÞÞ

a2 � ð73þ 91 � aÞ

s
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E � Ia

Aa � q � L4

s
for a[ 2

x1 ¼ 1:8732 EI
�
AqL4� �1=2

curve 0:21%ð Þ
x1 ¼ 1:8722 EI

�
AqL4� �1=2

closed form W1 xð Þ 0:32%ð Þ
x1 ¼ 1:8882 EI

�
AqL4� �1=2

closed form W2 xð Þ 1:39%ð Þ

These two suggested formulas are valid for limited α values (α > 2).
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Comments for the cubic inertia variation

It was observed that for great values of a/L, the tapered cantilever beam gives more
accurate values than that given by analyzing the vibration of a uniform beam. The
validation consists of comparing the results when the a/L ratio takes a great value so
that the studied cantilever tapered beam can be considered a uniform beam. A value of
a/L = 20 seems to be reasonable. At this time, it is comparable to the theoretical value.

The closed form function as suggested remains valid only for the intervals
[0.3–10] and [3–10] respectively for linear and cubic inertia variations. Otherwise,
the expected accuracy of a reading operation on the curve, remains surely less than
that which will be induced by the tentative to propose an approximate formula. It is
noted that the variations on 2.3–3.4 in Fig. 6a and 3.38–3.48 in Fig. 6b, are not
large. The main conclusion is that the closed form equation maintains the accuracy
order of the Rayleigh quotient in the proposed intervals. The concerned interval
where a proposal of a closed form formula is possible, is located beyond a/L = 0.3
in Fig. 6a. Some difficulties are encountered to adjust correctly the formula because
the variation order is low and for the second curve of about 0.2 in Fig. 6b, (It is
noted that the variation of f(a/L) is 3.3–3.56) while the concerned interval of (a/L)
variation is still significant from the geometric point of view but not from physical
meaning. This is due to the fact that the variations of both the stiffness and the mass
are linked to each other and exert influence differently on the period rendering a
prediction of its evolution impossible. It does not require extensive research to
improve the solution which should not bring in a significant precision.

6 Conclusion

The closed forms are in compliance with the normalized solution of the forth order
differential equation, which led to complete and complex formulations of the
expression. This allows using the shapes corresponding to that of a uniform beam,
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Fig. 6 Graphs for determining ω1 in function of the (a/l) ratio for the tapered cantilever beam
fixed at its small base. a Linear inertia variation. b Cubic inertia variation
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independently of the loading; end force or uniform load. For the case where the
inertia variation is cubic, the mass effect is not sufficient to cause any influence
against the inertia importance, especially for small values of a/L ratios. These
remarks are relative to the Fixed-Free situations (large base fixed). It should be
noted that the uniform beam shape generally used in analyzing any given tapered
cantilever beam fixed is interesting to reduce the problem difficulty induced by
considering its inertia variation.

For the case where the small base is fixed, the proposed expressions are related
only to large values of a/L ratios, i.e. weak taper degrees. By evidence, the rec-
ommendation resulting from this investigation consists of the fact that it is not
appropriate to consider the usual shapes of a cantilever uniform beam to analyze the
free vibrations of a tapered cantilever beam (Free-fixed: small base fixed) having a
strong taper degree.
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Free Vibration of a Beam Having
a Rotational Restraint at One Pinned End
and a Support of Variable Abscissa

Lila Chalah-Rezgui, Farid Chalah, Salah Eddine Djellab,
Ammar Nechnech and Abderrahim Bali

Abstract To carry out a dynamic analysis of vibrating systems, different methods
exist and numerical methods take a large place. In this study, a beam with one
overhang, having a rotational restraint at one pinned end and a support of variable
abscissa is investigated. Many situations are studied using the finite element method
based on the Euler-Bernoulli assumptions to analyze beams vibration, without
elastic restraints. The purpose of this investigation consists of treating similar beam
cases with and without a rotational restraint at one node. The first step of validation
is relative to the extreme situations where either the overhang or the intermediate
span length is zero (span length approx. zero). In these two studied cases, the
rotational restraint is not considered. It is compared to theoretical, energetic
Rayleigh method results and those due to the finite element method for the simply
supported beam, pinned-clamped and free-fixed beam (cantilever beam). When the
rotational restraint value increases the beam is considered first pinned-pinned and
then pinned-fixed behavior is obtained. The results as found are in agreement with
analytical ones and after introducing the rotational restraint at the right-hand end, an
intermediate behavior is initiated by varying the s/L (span length/beam length)
ratio, allowing a simplified extraction of the fundamental vibration frequency for
various values of Kr (rotational restraint).
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Keywords Free vibration � Supported beam � FEM � Overhang � Rotational
restraint

1 Introduction

Many research works have been devoted to the analysis of the transversal vibration
of uniform beams. The finite element method (FEM) presented in literature [1–3]
allows solving such problems where the structure is divided into a number of
elements constituted of the same material with constant geometric characteristics.
These parts which are assembled and reconnected to each other, constitute an
idealization of the initial structure. The followed path for this situation consists of
writing a Fortran program in which, different subroutines are implemented for
solving various and complex problems of structures. A free vibration beam analysis
is achieved by an eigenvalue problem solving.

Based on the Euler-Bernoulli theory, as reported in the literature, it is admitted to
neglect the shear deformation and the rotary (gyrating) inertia, in the study of an
oscillating uniform beam. For basic study cases, solving the differential equation of
fourth order differential equation with a null second member that governs the
oscillatory motion allows the fundamental vibration frequency determination.

Details are given concerning the analysis of beam lateral vibrations in [4–6].
Other approaches consider the use of the inverse mode shape problem techniques
for finding the shape of structures and are reported in [7–10]. An interesting work
made on a simply supported beam with symmetric overhangs was presented in [11].
This was treated by an algebraic solution. It was studied again using the FEM [12]
and followed by extended study cases [13].

Several research works included springs differently located along the beams.
They act as supports or are simply linked to discrete masses [14–17]. Also, another
work deals with beams having end spring-hinged with translational restraint at
another end [18].

Different approaches are still developed and improved [19–21]. In this investi-
gation, the powerful FEM has been used mainly for its analysis possibilities.

2 FEM Approach

To apply in this study the FEM method, the beam finite element is used. It is
constituted by a prismatic beam of length L. At its two nodes, shear forces and
bending moments act. The unknown quantities are the vertical deflections and the
slopes at the two ends.
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2.1 Beam Stiffness Matrix

In a 2D analysis the acting forces at the two nodes of an elementary beam are as
shown in Fig. 1.

The nodes displacements are: v1, θ1, v1 and θ2.
The stiffness matrix is:

K½ � ¼ E:I:

12
L3

6
L2

�12
L3

6
L2

6
L2

4
L

�6
L2

2
L

�12
L3

�6
L2

12
L3

�6
L2

6
L2

2
L

�6
L2

4
L

2
6666666664

3
7777777775

ð1Þ

where

E.I is the flexural rigidity of the beam
L Beam length

The rotational spring value is introduced in the diagonal position of the stiffness
matrix for the concerned rotational degree of freedom of the beam.

2.2 Mass Matrix

Based on FEM classical mathematical developments, the following mass matrix is
obtained. It is constituted by 4 × 4 coefficients. It is said a consistent mass type. The
beam elementary mass representation is given below:

M½ � ¼ qAL
420

156 22L 54 �13L
22L 4L2 13L �3L2

54 13L 156 �22L
�13L �3L2 �22L 4L2

2
664

3
775 ð2Þ

L

y

V1

M1 x M2

V2

1 2

Fig. 1 Forces and forces acting at a beam element. V1 and V2 are shear forces, M1 and M2

correspond to the ends bending moments
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where

A cross-section area
ρ density of material
L beam length

The problem to be solved is:

K½ � � x2 M½ ��� �� ¼ 0 ð3Þ

where

ω circular frequency of the vibrating system.

3 Results

The Jacobi method is used for the eigenfrequencies determination. This is an
iterative process to solve a general eigenvalue problem. It consists of reaching
diagonal forms for the stiffness and mass matrices.

3.1 Validation of the Results Concerning the Two Extreme
Cases for Kr = 0

The fundamental free vibration of a uniform beam on a simple support of variable
abscissa and a rotational elastic constraint at the right-hand end is investigated. The
only considered mass is that of its material density. This analysis was carried out
using the FEM and followed by plotted curves for a better interpretation of results.
The sought values are the eigenvalues resulting from the free vibration of a beam
differently supported. Only transverse oscillations were considered. In this study, the
approach focuses on the s/L (span length/beam length) ratio effect. In the first two
studied cases, the rotational restraint is not considered. It is compared to theoretical
results and those obtained by the FEM method for the simply supported, pinned-
fixed and a cantilever beam. The two beams represented in Fig. 2 were studied in
[13] without elastic restraint. The boundary conditions for each situation depend on
the existing constraints at the beam ends or intermediate supported nodes. For the
first beam, the boundary conditions are on the zero vertical deflections at the two
ends. But for the second, the right node slope is zero. When analyzing a transversally
vibrating beam with two symmetric overhangs of arbitrary length [11], a K1 constant
is defined for expressing the fundamental frequency, as expressed in Eq. (4):
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f 2 ¼ K1ðEI=qAL4Þ ð4Þ

It should be noted that an overhang of variable length and an intermediate span
result from these boundary conditions. By varying the intermediate span length,
different K1 values are deduced and they are plotted against the span length/total
beam length. The curves of Fig. 3, show the studied cases.

For comparison, an analysis of the results relatively to theoretical and the
energetic Rayleigh method is made. The later is an approximate commonly used
formula to find the fundamental vibration circular natural frequency of an oscil-
lating system. The results are compared with the pinned-pinned, pinned-clamped
and free-clamped cases where an agreement is reached. Table 1 shows numerical
values of the ω1 frequencies and the K1 values for the various boundary conditions.

With

x1 ¼ a � EI=qAL4
� �1=2 ð5Þ

L

x s

x s

L

(a)

(b)

Fig. 2 Representations of a
beam with one overhang.
Case a Pinned-pinned. Case
b Pinned-clamped
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Fig. 3 Variations of K1 in
function of the S/L ratio for
both the P–P and P–F cases
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where

ω1 is the fundamental vibration circular frequency of the beam

The values of the K1 factor corresponding to the 1st case was found with a good
agreement relatively to an algebraic solution largely discussed in [11] and reported
in [12] using an FEM based analysis. For the 2nd case, it is evident that the
presented beam length is twice with regards to [11], thus at that time a correction is
to be made: 0.31314/0.54 = 5.010 (as given in [11, 12] and mentioned in [13]). The
3rd case study first introduced in [13] easily verifiable was confirmed by both, i.e.,
the theory and the Rayleigh method.

3.2 Simply Supported Beam with a Variable Overhang
Having a Rotational Restraint at One End

This investigation type was first reported in [11] to analyze a simply supported
beam with two symmetric overhangs. This numerical approach is used to determine
the elastic modulus of a material. A program based on the FEM approach was
developed [12] for this aim and the obtained results by the two approaches con-
cerning this problem were found in compliance. Then, it was extended to analyze
the cases of an only one overhang relatively to two ends conditions, namely pinned
and fixed [13]. Also, it becomes then attractive to investigate the effect of disposing
a varying rotational restraint at the right-hand end. The final idea is to regroup
together all these close situations and after gather all the possible interpretations.
The variable is still the S/L ratio while the Kr rotational elastic constraint is
introduced, as shown in Fig. 4, after as a parameter.

Table 1 α2 and K1 values for various ends restraints

Beam case K1 α2 based on K1 α2 Theory α2 Rayleigh

Pinned-pinned 2.467 9.8688 9.8696 9.8767

Free-clamped 0.313 3.5152 3.5160 3.5675

Pinned-clamped 6.021 15.4175 15.4182 15.4511

Krx s

L

Fig. 4 Beam simply supported having a rotational restraint at one end with one overhang of
arbitrary length
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Figure 5 shows the K1 variations in function of the S/L ratio and the Kr rotational
restraint at the beam right-hand end as a parameter.

When the rotational restraint is important the beam is considered first pinned-
fixed and after a cantilever behavior is obtained. The obtained results are in agree-
ment with analytical ones and after introducing the rotational restraint at the right-
hand end an intermediate behavior is shown allowing a simplified extraction of the
fundamental vibration frequency for various values of the Kr (rotational restraint).

4 Conclusion

The K1 values describing the transverse free vibration frequencies of a beam having
a rotational restraint at one pinned end with a support of variable abscissa are
investigated. They are obtained by applying the FEM method. The extreme situa-
tions corresponding to a simply supported beam and the case where the right-hand
pinned end becomes clamped (cantilever beam) with one overhang of an arbitrary
length studied in a previous work served as reference to validate the first investi-
gation stage. At this step, the value Kr which represents the rotational restraint at the
right-hand extreme end is zero.

The results show the K1 variation in function of the S/L ratio, taking into account
a varying parameter Kr. It is noted that these intermediate curves are delimited by
two extreme situations. It should be noted that it is interesting to investigate other
ends restraints conditions by considering a rotational end restraint showing an end
constraint passing from a pinned case to a clamped situation.

The main remark consists of the fact that when the S/L tends to zero, the Kr

influence may be ignored and at that time K1 takes the value of 0.31314 corre-
sponding to a cantilever beam. But, when the Kr value increases the K1 factor varies
from 2.467 to 6.021 representing pinned-pinned and pinned-clamped situations,
respectively and a vertical translation of the curves is observed to tend to a pinned-
clamped beam behavior.
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Fig. 5 Variation of K1 as a
function of the S/L ratio
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right-hand end with
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On the Buckling Behavior of Curved
Carbon Nanotubes

Sadegh Imani Yengejeh, Seyedeh Alieh Kazemi and Andreas Öchsner

Abstract In this study, numerous armchair and zigzag single-walled carbon
nanotubes (SWCNTs) were simulated by a commercial finite element package and
their buckling behavior was investigated through performing several computational
tests with cantilevered boundary conditions and different bending angles. Both
computational and analytical results were compared in the case of straight tubes. It
was pointed out that the computational results are in good agreement with the
analytical calculations. It was also concluded that the first critical buckling load of
both straight armchair and zigzag CNTs increases by increasing the chiral number.
In addition, it was indicated that the first critical buckling load of straight CNTs
decreases by introducing the bending angle to the structure of CNTs. However, this
decrease is more noticeable in the case of armchair and zigzag CNTs with higher
number of chirality and it is almost negligible for CNTs with lower number of
chirality.
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1 Introduction

After the discovery of carbon nanotubes (CNTs) by Iijima [1], numerous opportu-
nities and possibilities have been opened to produce an entire generation of new
materials and structures that possesses unique physical properties [2]. Study of the
CNTs is one of the most promising domains in the area of physics, mechanics,
chemistry, and material science [3]. The application of CNTs lies within a wide
range, including nanocomposites, nanodevices, and nanoelectronics [4–9]. The
studies indicate that CNTs possess significant material properties that distinguish
them from any known material. For example, the elastic modulus of CNTs is
reported to be more than 1 TPa. In addition, they are also particularly flexible in
bending and can undergo large elastic deformation without breaking [10]. The
investigation of the behavior of CNTs are mainly divided into two groups of com-
putational and experimental approaches. Molecular dynamics and continuum
mechanics approaches (e.g. the finite element method (FEM)) have been the most
common computational techniques to investigate the behavior of CNTs [11]. Due to
numerous applications of CNTs in mechanical aspects, the investigation of their
buckling behavior is crucially important. The following paragraph summarizes
several related studies where the buckling behavior of CNTs was investigated.

In 2003, Pantano et al. [12] presented a nonlinear structural mechanics based
approach for simulating the deformation of single- and multi-walled carbon nana-
otubes (MWCNTs). They applied shell finite elements for the modeling the indi-
vidual tubes, where a particular pairing of elastic properties and mechanical
thickness of the tube wall was identified to enable successful modeling based on the
shell theory. They also simulated the effects of van der Waals forces with special
interaction elements. They validated their molecular dynamics simulations with
high resolution micrographs available in literature [13]. They also investigated the
mechanics of wrinkling of MWCNTs, demonstrating the role of the multi-walled
shell structure and interwall van der Waals interactions in governing buckling and
post-buckling behavior. Later in 2010, Guo and Zhang [14] investigated the
bending stiffness of SWCNTs by using the molecular mechanics model and the
deformation mapping technique. They proposed an analytical expression for the
bending stiffness of SWCNTs. They finally showed that the bending stiffness of a
SWCNT is approximately proportional to the cube of its radius.. The effect of
defects on the buckling behavior of CNTs was investigated by Ghavamian and
Öchsner [15]. Their study was based on the FEM. In detail, they modeled two basic
CNTs in their perfect form. Then the buckling behavior of CNTs was evaluated by
comparing their critical loads obtained from the simulation and analytical calcu-
lations. They concluded that the existence of any curvature in the structure of
nanotubes decreases their buckling strength.
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The main objective of the actual work is to continue and broaden the previous
studies and investigate the buckling behavior of CNTs in the case of different
bending angles.

2 Methodology

2.1 Geometric Definition

CNTs are some kind of hollow cylinder shaped structure based on the major
similarity between a CNT and graphene atomic configuration, as illustrated in
Fig. 1. Having the diameters ranging from 1 to 50 nm and length over 10 µm, these
nanostructures can be imagined by rolling a graphene sheet into a cylinder. The
geometry of a CNT is defined by the chiral vector ~Ch and the chiral angle h. The
chiral vector is presented by two unit vectors~a1 and~a2 and two integers m and n as
it is presented by the following equation [16]:

~Ch ¼ m~a1 þ n~a2; ð1Þ

The structure of CNTs is defined based on the chiral vector or angle by which
the sheet is rolled into a cylinder, in three different configurations including zigzag,
armchair and chiral. In the case of (h ¼ 0�) or (m ¼ 0) the zigzag CNT is con-
structed. An armchair CNT is obtained if, in terms of chiral vector (m ¼ n) or in
terms of chiral angle (h ¼ 30�), and finally a chiral CNT is shaped if (0�\h\30�)
or (m 6¼ n 6¼ 0) [16].

Fig. 1 Side view of the (10,10) CNT as a space-frame structure
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Based on the following equation, the diameter of the CNT can be calculated:

dCNT ¼ a0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 þ mnþ n2

p
=p; ð2Þ

where a0 ¼
ffiffiffi
3

p
b and b ¼ 0:142 nm is the length of the C–C bond [16].

Our modeling method follows the idea first suggested in [17] where the theory of
classical structural mechanics was extended into the modeling of carbon nanotubes:
In a CNT, carbon atoms are bonded together by covalent bonds which have their
characteristic lengths and angles in a three-dimensional space. Then, it was sug-
gested that CNTs, when subjected to loading, act as space-frame configurations.
Therefore, the bonds between carbon atoms are considered as connecting load-
carrying generalized beam members, while the carbon atoms behave as joints of the
members. This idea is illustrated in Fig. 1.

In this paper, the models of armchair and zigzag SWCNTs were simulated by the
CoNTub software [18]. Defining the chirality and the length of the tubes, the spatial
coordinates of the C-atoms and the corresponding connectivities (i.e. the primary
bonds between two nearest-neighboring atoms) were calculated. Then the gathered
data was transferred to a commercial finite element package, where C–C bonds
were modeled as circular beam elements [19]. Afterwards, the FE analyses were
conducted and buckling behavior of different zigzag and armchair CNTs was
evaluated.

The phenomenon of buckling is in its simplest form a specific kind of elastic
instability in a slender structure that occurs under certain compressive loads. In the
basic theory of elasticity, the critical buckling load of a straight elastic beam is
presented in Eq. 3 [20]:

Pcr ¼ n2p2EI

ðKLÞ2 ð3Þ

In the above equation, n represents as the buckling mode and I is the structure’s
second moment of area. As the classical structure of CNTs is mostly presented by a
hollow cylinder, Eq. 4 can be used to obtain analytical results for straight CNTs as:

I ¼ p d þ tð Þ4� d � tð Þ4
h i.

64 ð4Þ

In which t is the thickness of the tube’s shell and d represents the diameter of the
pertaining tube [17]. It should be noted that different assumptions for the shell
thickness t can be found in literature, see for example [21, 22]. We assign here the
same value as in [21, 22] where the thickness of a single-walled carbon nanotube
was assumed to be the same as the interlayer spacing of graphite (0.34 nm).

404 S. Imani Yengejeh et al.



2.2 Material Parameters and Boundary Conditions

In this study, the buckling behavior of numerous types of SWCNTs under canti-
levered boundary conditions is investigated, in which one end is fully fixed and the
other end is completely free. Figure 2 illustrates an armchair CNT under cantile-
vered boundary condition. The models of CNTs were simulated from straight CNTs
to curved CNTs with 45° bending angle.

In order to define the properties of the equivalent beam elements for the CNT
bonds, the same values for the equivalent beam elements are assumed as in the
approach proposed in [2, 17, 22]. These effective material and geometrical prop-
erties were obtained in the mentioned references based on a molecular mechanics
approach.

3 Results and Discussion

The buckling properties of different zigzag and armchair SWCNTs were investi-
gated and the effect of bending angle was taken into consideration. Their critical
loads (to be more precise, the first positive buckling mode since this is in practical
applications the most critical one) of CNTs were obtained analytically and com-
putationally, applying an FE approach. Afterwards, both methods were compared in
the case of the straight CNTs in order to have some kind of validation of the FE
approach. For the FE method, zigzag and armchair CNTs with lengths of 15 and
15.4 nm, respectively, were simulated by a commercial finite element package
(MSC. Marc). Then, as illustrated in Fig. 3, by introducing arbitrary compressive
point loads to one of the CNT’s end, the buckling behavior of the CNTs was

Fig. 2 Armchair CNT with cantilevered boundary conditions and different forms from 0° to 45°
bending angle
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investigated for cantilevered boundary condition with different curvatures from 0°
to 45° bending angle (one end fixed and the other end free). Finally, the compu-
tations yielded the critical buckling loads of the CNTs. Two different boundary
conditions were considered at the free end. For the first case the applied load was
perpendicular to the end surface, i.e. there is an angle between the X-axis and the
line of action, and for the second case the applied load was in direction to the X-axis
as shown in Fig. 3. The CNTs were assumed to be hollow cylinders, so that by
using Eq. 3 their critical loads were evaluated as an analytical solution. In this
equation we considered K = 2 for the cantilevered case.

The simulated CNTs and their characteristics are presented in Table 1.
The relative difference between the analytical solution and FEM result is defined

by the following equation:

Relative difference in % ¼ FEM result� analytical solution
analytical solution

����
����� 100 ð5Þ

Fig. 3 (10,10) zigzag CNT’s first mode under buckling load in original and buckled shape with
a the first case and b the second case of cantilevered boundary conditions
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This difference is listed in Table 1 for each CNT. Based on the results, it can be
concluded that the computational solutions are in good agreement with the ana-
lytical calculations. It was revealed that the critical buckling load of both straight
armchair and zigzag CNTs increases by increasing the chiral number as shown in
Fig. 4.

Having a closer look on the results, it can be also concluded that the buckling
strength of armchair and zigzag CNTs decreases by increasing the bending angle
for both cases of boundary condition, as illustrated in Fig. 5. However, it should be
noted that this trend is more obvious for the CNTs with higher chirality, as the
decrease of critical buckling load for both armchair and zigzag CNTs with lower

Table 1 Characteristic of simulated CNTs

CNT
Type

Chirality
(n,m)

Length
(nm)

Diameter
(nm)

Young’s
modulus
(TPa)

Critical load Pcr

(nN)
Relative
difference
in %Analytical

solution
FEM
result

Armchair (3,3) 15 0.407 1.039 0.172 0.122 29.07

Armchair (5,5) 15 0.678 1.039 0.594 0.549 7.52

Armchair (7,7) 15 0.949 1.039 1.468 1.492 1.64

Armchair (9,9) 15 1.220 1.039 2.981 3.152 5.73

Armchair (10,10) 15 1.356 1.039 4.032 4.312 6.95

Armchair (11,11) 15 1.492 1.039 5.312 5.682 6.97

Armchair (12,12) 15 1.612 1.039 7.471 7.63 2.13

Armchair (13,13) 15 1.754 1.039 9.519 9.54 0.22

Armchair (14,14) 15 1.898 1.039 10.743 11.68 8.72

Armchair (16,16) 15 2.171 1.039 15.92 17.3 8.67

Zigzag (8,0) 15.4 0.616 1.024 0.405 0.41 1.23

Zigzag (9,0) 15.4 0.705 1.025 0.643 0.588 8.59

Zigzag (10,0) 15.4 0.786 1.028 0.782 0.809 3.45

Zigzag (11,0) 15.4 0.861 1.031 1.107 1.081 2.35

Zigzag (12,0) 15.4 0.939 1.032 1.408 1.406 0.14

Zigzag (14,0) 15.4 1.088 1.034 2.58 2.72 5.43

Zigzag (16,0) 15.4 1.244 1.037 3.182 3.34 4.96

Zigzag (18,0) 15.4 1.392 1.038 4.49 4.77 6.24

Zigzag (20,0) 15.4 1.556 1.039 6.376 6.503 1.99

Zigzag (22,0) 15.4 1.721 1.040 8.875 9.12 2.76

Zigzag (24,0) 15.4 1.875 1.041 12.42 12.6 1.45

Zigzag (26,0) 15.4 2.021 1.042 13.87 14.1 1.66
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chirality is almost negligible. It is also indicated that the gradual decrease for the
first case of boundary condition is more significant comparing to the second case at
higher curvatures.

Fig. 4 (10,10) zigzag CNT’s first mode under buckling load in original and buckled shape with
a the first case and b the second case of cantilevered boundary conditions
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Fig. 5 Change in critical buckling load (Pcr) with a armchair and b zigzag CNTs for the first case
and with c armchair and d zigzag CNTs for the second case
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4 Conclusions

In this research, several SWCNTs (zigzag and armchair) were simulated by an FE
approach and their buckling behavior was investigated through performing several
computational tests with cantilevered boundary condition and different variable
bending angles. Towards achieving the most accurate results the buckling behavior

Fig. 5 (continued)
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of these CNTs were evaluated analytically and computationally and were compared
together. It was concluded that the critical buckling load of both straight armchair
and zigzag CNTs increases by increasing the chiral number. It was also shown that
the buckling strength of armchair and zigzag CNTs with higher chirality decreases by
introducing bending angles for both cases of boundary condition. Nevertheless, the
change of increasing the bending angle on the critical buckling load of armchair and
zigzag CNTs with lower number of chirality is almost negligible. The finding of this
study may have useful effects on further investigations of armchair and zigzag CNTs.
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Metrology by Image: Discussing
the Accuracy of the Results

Fabiana Rodrigues Leta, Juliana F.S. Gomes, Pedro B. Costa
and Felipe de O. Baldner

Abstract The development of new inspection techniques have been studied due to
their important role in ensuring the quality of products and services. Achieving
technical specifications of products considering acceptance criteria requires
knowledge of assured inspection methods. Inspection techniques have evolved
expressively, lacking, however, in some cases, of certified standardization. The past
ten years have experienced considerable development of inspection methods. In
part, this is due to the need to meet the security and reliability requirements for
consumer protection. Moreover, the extraordinary advances in electronics and
computers were also important factors for this advance. In this context visual
inspection by images is being applied in many applications, allowing the identifi-
cation of innumerous product features, like cracks, corrosion, distortion, misa-
lignments, porosity, among others. But, inspections and measurements require
calibration of instruments, devices and systems. In order to obtain confident mea-
surements it is important to study and specify the suitable lighting system, camera,
lens and principally the best computer measurement algorithms. Thus the aim of
this paper is to discuss the relevance of the main parameters that influence the
measurement of images using computer vision techniques.
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1 Introduction

Visual inspection is one of the oldest techniques for evaluating products. It is
considered to be a non-destructive test (NDT) used largely to evaluate materials and
products due to its ease of execution and low cost. However, its effectiveness relies
directly on the standardization of the observation environment and the experience
of the technician in recognizing characteristics and defects.

With an ease of access to new technologies such as software and digital imaging
equipment, the computer vision area emerges as a versatile tool for the development
of innovations in NDTs for many applications. The usage of automated image
inspections in the industry is becoming more and more an interesting solution,
especially for identifying defects and the analyzing a product’s quality.

Such systems offer a greater level of repeatability and reproducibility than
human performed visual inspections, mostly due to the elimination of inherently
human factors like subjectivity, fatigue and sluggishness. Image driven inspection
and measurement systems allow for the reduction of errors intrinsic to the sub-
jectivity of the human being, justifying even more its employment in industry and
trade. These systems not only comprise dimensional and geometrical aspects, but
also characteristics of appearance, such as the case would be in food, fabric, cos-
metics, paints, etc., encompassing the most varied industrial sectors.

Image inspection processes that required a high level of accuracy must account
for key aspects in metrology, such as measurement standards, device calibrations,
measurement uncertainty, among others, bringing forth the importance of the theme
of image metrology, which binds the concepts of computer vision [1], with its
algorithms for image processing and analysis, to the rigors of the measurement
science.

1.1 The Importance of Inspection in the Industry

All fields of Engineering, especially those related to industrial production are
intimately connected to product inspection (including materials), whose properties
and characteristics must be verified by the use of tests, with the objective of
complying with some project specification. The fulfillment of products’ technical
specifications and acceptance criteria requires a knowledge of inspection methods,
in order to enable the choice of that which will be more appropriate for the
application [2, 3].

Society has been demanding more and more products and services that are both
of quality and safe, bringing great challenges to the industry. Meeting such chal-
lenges imply the development of new materials, devices and technologies, therefore
requiring an availability of new methods to perfect or replace usual inspection
techniques in the industry, in companies and research facilities. Thereby, to
improve the efficiency of inspection systems brings about the minimization of error
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and time spent in such processes, allowing a consequential improvement of product
quality in response to consumer demand.

The development of new inspection techniques has been the study focus
regarding its important role in ensuring quality for both products and services. By
using tests in order to prevent accidents and in preventive and predictive mainte-
nance techniques contributes for cost reduction in maintenance, repairs and
equipment replacement. If in the past tests were treated as a means of knowing the
properties of a material, allowing the use in different applications, they are, now-
adays, strongly bound to the quality of goods and services, aiming at cost reduction
and preservation of life and the environment, becoming thus a competitive factor in
companies that employ them.

What is noteworthy in discussions and studies in several countries is the
deepening of the relation between inspection, quality and competitiveness.
Inspection techniques have been evolving in the world market systematically but
lacking, in some cases, of standardization in what regards the certification of the
personnel involved and execution procedures.

The last ten years have presented a considerable development in testing methods.
In part, this is due to the necessity of satisfying requisites for safety and reliability
demanded for consumer protection. Besides, the advances in electronics and
computers have also been important factors to this growth.

The ever increasing need for automation in industry processes was one of the
boosters in the development of new techniques and testing equipment to be used in
serial production. Its application in product control, in companies of any size, is
motivated by the growing needs of quality and economy in current society.

By working to protect the consumer and improve quality in products traded
worldwide, several standards and technical regulations were created by World
Trade Organization as a way to standardize products’ acceptance criteria.

Standards and regulations are documents that establish characteristics for a
product, such as its function, performance, packaging and labeling, or methods and
processes in related products. However, standards are voluntary while regulations
are mandatory.

With the purpose of increasing exportation and complying with international
demands, a notable effort has been observed in implementing quality systems in
both private and government sectors. Standardization defines the kinds of inspec-
tions, considering quantitative and qualitative methods for analysis, in order to
provide supervision and to guarantee quality of the marketed products. Metrology
has the decisive role in results’ reliability and the inherent improvement of the final
product (Fig. 1).

1.2 The Evolution of Visual Inspection in the Industry

As a central focus in sector discussions, the increase in industrial productivity is
considered as one of the greatest objectives of the world economy and, in the latest
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years, has assumed an outstanding importance, demanding more reliable tests in
product inspection.

Traditional testing techniques are performed with the naked eye (sometimes
associated with magnifying glasses) and usually when the surface to be tested is of
easy access. When access is not so easy, a solution to perform such tests is the
usage of cameras connected to computers, eventually with equipment to magnifying
the field of observation. Therefore surfaces may be visually inspected by using
endoscopes with fiber optic cables, allowing access to the insides of equipment,
machines, pipes, among others, which are also used in the medical field and surgical
interventions.

Recent research in the field has been producing technologies using computer
vision systems for recognition and inspection of objects and complex surfaces,
sometimes in real time. Automation has promoted a development of testing
equipment in production lines and the evolution of sensor technology has allowed
the establishment of new measurement techniques in products, by means of testing,
allowing for a permanent monitoring during the process, as will be discussed later.

An inspection process, in its broadest form, may encompass the steps (Fig. 2).
After the definition of what needs to be evaluated, the most appropriate

inspection process must be selected. In dimensional inspections, the tolerance field
of the quantity being verified must be taken into consideration, the resolution of the
instrument and the means of interaction with the measurand. It is recommended that
the instrument has a reading that is at least one tenth of the tolerance field of the
part, or in the worst case scenario, equal to the fifth part.

In inspection systems that rely on quantitative evaluation of the characteristics of
products or materials, it is recommended for the used instruments to be calibrated
and verified by accredited laboratories.

Fig. 1 Parameters of
influence in a product’s final
quality
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1.3 The Use of Metrology in Industrial Inspections

The world needs of the commerce require inspections and measurements with
guaranteed worldwide reliability and many of those transactions demand calibration
of devices or measurement systems. In this way, recognition of measurement
equivalence and its acceptance by national authorities reduce the effects of technical
barriers to commerce, thus allowing exporting [4].

It can be said that scientific knowledge becomes concrete when it is possible to
express it numerically. However, a number on its own just represents an intensity.
To comprehend and transmit technical information, the quantification of a property
is not enough. The practice of metrology comprehends the importance of attaching
a unit of measurement to such a numerical quantity. In the industrial field,
metrology is fundamental to determine conformity of products and services in
Engineering with its specifications.

Fig. 2 Steps of an inspection process
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Metrology is the science of measurement and its applications, dealing with its
basic concepts, methods, errors and error propagation, units, standards for quanti-
fying physical quantities as well as static and dynamic behavior of measurement
systems [5, 6]. Metrology encompasses all theoretical and practical aspects of
measurements for any measurement uncertainty and field of application.

Metrology encompasses:

• Units of measurement, allowing for conversion of abstractions or quantities
(length, mass, etc.) in a way that it can be quantified (meter, kilogram, etc.);

• Instruments, that are calibrated in terms of such standardized units of
measurement;

• Measurements, which consists in the use of such instruments by means of
achieving quantification of a given characteristic being studied of a product or
process.

Inspections and measurements are not only about retain or reject manufactured
products that do not comply with standards, but also to guide manufacturing and the
assembly of parts as a way to ensure quality. Measuring or simply verifying to
prevent failure is an important task not only in the industry but also in the daily
lives of the citizens. It can be noted that metrology is present in every moment of
the daily lives of citizens such as when they are shopping for food, as they fuel their
cars, take a cab or even when they monitor their blood pressure, among others. The
universe of needs in the usage of metrology is not exhausted by these examples.
Much of the scientific and technological advance of men has occurred by experi-
ments and measurements.

When looking at the importance of measurements in the many applications
mentioned, it is possible to say that guaranteeing exact results that will represent the
characteristic in question is of the utmost importance to. Small differences in
measurement results may lead to enormous differences in any conclusion leading to
a decision. Being able to believe in the results of a measurement is paramount to
making safe conclusions.

1.4 Image Metrology

With the evolution of software, digital cameras and computers with greater
resources and interfaces, all of those with declining cost, image processing and
analysis algorithms have become tools of interest in the development of new
methodologies for non-destructive testing with big applications in industry.

The usage of automated inspections in many sectors is increasingly becoming a
solution, especially in the analysis of compliance for parts, search of manufacturing
defects, final quality analysis of a product, object tracking, among others. In Fig. 3
there is a simple schematic of a transporting treadmill with products to be tracked or
inspected in an automated production line shown, which uses a computer system for
identification and image analysis.
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As previously commented before, unlike problems that may arise in an human-
driven visual inspection process, systems such as these may offer accuracy and
repeatability in contactless measurement.

However, the obtainment of characteristics from digital images may have many
diverse objectives, thus indicating that different degrees of accuracy from the
measurement results may be accepted, in accordance with the application.

In applications where the purpose is to identify or recognize objects, for
example, generally a set of characteristics has to be obtained and analyzed through a
decision system, therefore tolerating small variations in the measurements of such
characteristics, which will be defined with an acceptance criteria without compro-
mising the final result. The same happens in qualitative analysis, when the objective
of the system is a simply identification of presence of absence of elements in an
object. However, high levels of accuracy and low measurement uncertainties and
tolerances are needed in many applications of measurement for calibration, as
illustrated in Fig. 4.

Fig. 3 Schematic of an automated object recognition system

Fig. 4 Automatic measuring system

Metrology by Image: Discussing the Accuracy of the Results 419



There are many applications that justify the employment of new methodologies
of contactless measurement that, as they become increasingly sophisticated, may
assure greater quality in manufactured products, when considering the fundamen-
tals of metrology.

Computer vision is the science responsible for the study and application of
methods that enable the understanding of the contents of an image, and this
interpretation involves extracting important characteristics for a particular purpose.
The development of computer vision systems requires a data input (the image)
which will, after being digitally processed, generate relevant information that will
be analyzed in order for a decision to be made.

In many applications, mathematical operations are applied to digital images in
order to obtain measurements or to conduct inspections in the target object of the
analysis. This process can be automated and requires high accuracy, to result in
reliable information. The quantities or evaluated characteristics may involve not
only dimensional aspects, but also color and texture characteristics and general
shape, as is the case with food, cosmetics, paint, etc. Currently, computer vision has
been used in many areas of industry, significantly contributing in many steps of the
productive cycle of a product, for example, in the guidance of robots, task auto-
mation, quality control, etc.

Even though a computer vision system needs to be organized in accordance with
a given application, there are typical steps that one follows, such as image acqui-
sition, pre-processing, segmentation, characteristic extraction and analysis.

An image metrology system (IMS) is equivalent to a computer vision system due
to the same basic steps but prioritizing the metrological reliability in the final result.
An IMS has the purpose of assessing the compliance of a product, in the case of
recognition or inspection, or simply a measurand, in the case of calibration of
standards and instruments. Automated inspection systems are commonly used in
production lines when human activity is repetitive or when product manufacture is
fast, requiring fast and accurate measurements for decision-making during the
process. The main challenge for image measurement systems is to combine quality
in the results with cost and loss reduction in the process.

Reliable measurements using images are becoming more and more important,
for instance in the diagnosis of illnesses by digital images and in the field of
biometric security, therefore not limited to industrial applications.

Regardless of the application, with the evolution of technology and scientific
knowledge, it is very important to combine metrological concepts to new digital
image inspection techniques, promoting greater reliability and quality.

1.5 Main Parameters of Influence in Image Measurement

Image metrology uses algorithms to enable interpretation and analysis of the con-
tent of an image from the extraction of given characteristics. In industry, automated
inspections are an interesting solution to the process of manufacture and product
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assembly, as well as the final quality analysis of these, because they enable the
evaluation of characteristics of color, texture and shape, which are criteria usually
used by the end user when acquiring products.

To develop an IMS, it is necessary to obtain input images, usually acquired by
digital cameras, which will then be processed and transformed into output data, in
response to a measurement or inspection need. These systems are basically com-
posed of a light source, an image acquisition device and a computer system to
analyze the image, as show in Fig. 5.

Some parameters influence the quality of the acquired image, such as the device
used in acquiring the image, the lighting system used, and others.

The image acquisition device is the one responsible for creating the represen-
tation of an object using the light reflected by it. Such a device is, by itself, a
complex system where each of its components may influence the final result of
a measurement, that is, in the digital image generated. The schematic of Fig. 6
presents all the basic components of an image acquisition device, such as a camera.

Fig. 5 Components of an image metrology system [7]

Fig. 6 Basic components of an image acquisition device [8]
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There are many devices for image acquisition that may be selected in accordance
with the needed physical characteristics, such as: the type of objective lens (stan-
dard, high resolution, macro or telecentric); the type of image acquisition device
(digital cameras, optical microscopes, profile projector, vision measuring machine);
the type of sensor (CMOS or CCD) and the interface with the computer.

The digital cameras and objective lens presents some factors that need to be
adjusted in accordance with the application, like focal distance, aperture and
exposure time.

For lighting, many types have been used in measurement and classification
systems and the final choice of the best light source for a given application requires
experimental tests. A system that is successfully used in an industrial process of a
given product will not be effective in all possible situations. Each product has its
own specificity, size, shape, texture and color, requiring specific detailing when
designing a lighting system for higher accuracy.

After an image is captured, it needs to be processed in a way that it becomes
easily understandable by the computer. An image contains the data of intensity for
all its area, and the pre-processing step has the purpose of isolating regions or
objects of interest in the image, or at least making it easier. Several pre-processing
techniques can be used such as spatial domain filters (average filter, median filter,
mode filter, order filter, Gaussian filter) and also frequency domain filters.

The segmentation step consists in separating an image into regions or objects,
usually by transforming an image into a binary image, with all the information of
interest in pixels which will hold the value 1, while every other pixel will hold the
value 0. Segmentation techniques propose different ways to do this separation on
the image, with each having its own way of defining whether a pixel will hold the
value 0 or 1. Some of these techniques are: Edge enhancement filters segmentation
(Sobel, Prewitt, Roberts, Canny); Histogram segmentation (such as Otsu’s algo-
rithm, among others); Image subtraction segmentation. Besides these techniques,
there are many morphological operations that are based on the geometric trans-
formation of an image, the most common ones being dilation and erosion, which
are used in binary images.

As time passes, with the dissemination of techniques of image processing and
analysis, computer vision has begun being used by many areas of science. Before
these numerous applications, it was observed the necessity of obtaining values with
greater accuracy in edge identification. This demand has motivated studies to
develop techniques to determine edges with subpixel accuracy. Unlike the pre-
sented techniques, mathematical models were created as a way to identify the
position of a border in fractions of a pixel, opposed to the traditional representation
by integers.
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2 Case Studies

2.1 Dimensional Metrology

Line scales are one of the main standards in dimensional metrology used for image
measurements due to its application versatility and high accuracy achieved. Line
scales are material standards used mostly to verify and optically calibrate mea-
surement systems, in other words, contactless measurement. These measurement
systems require line scales calibrated with high accuracy.

The calibration of a line scale may be achieved in many different ways,
depending on the accuracy needed, which can vary from tenths of a micrometer in
manual measurements or even a few nanometers in methodologies that use inter-
ferometric lasers, etc.

In this case study, a methodology is presented to measure line scales fully based
on image processing and analysis, which is the measurement using image regis-
tration, where the objective of using this technique is to increase the number of
measurement points in a calibration. Usually in a measurement using conventional
methods ten points are measured along the scale. The image registration technique
enables the measurement of a complete line scale without a significant increase of
time.

The calibration of a line scale consists in the determination of the distances
between the center of the marks along its length, usually in reference to the first
mark of the scale, as shown in Fig. 7.

2.1.1 Image Registration

The image registration technique arises from the need of comparing images
obtained in different times or by different sensors. In short, the main objective of
image registration is to unite those images. This procedure is done by using

0 1

m1

m2

m3

Fig. 7 Example of the
determination of distances
between marks in a line
scale [9]
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redundant points in different images [10]. In other words, points that can be seen in
two different images must occupy the same location in a new image, causing the
reallocation of all the other points of the images [11].

The application of the image registration technique in the calibration of a line
scale consists in acquiring several images from its beginning to its end, keeping, in
every image redundant parts in order for the application of the technique. With this,
it is possible to rebuild the line scale, with good definition, in only one image,
enabling the measurement of all the distances.

2.1.2 Technique Application

For the image acquisition a CCD camera coupled to a measuring microscope was
used. The camera has a resolution of 768 × 576 pixels and a firewire interface.
During image acquisition care must be taken so that in every image there are
redundant points with the previous image, as shown in Fig. 8. For a line scale of
6 mm a total of three images were acquired.

In the pre-processing step the images were segmented with a 50 % cut, with the
purpose of highlighting only the scale marks [12], resulting in the image shown in
Fig. 9.

In the process of applying image registration, the extraction of characteristics is
of the utmost importance. In this step, the algorithm must identify the redundant
points in sequential images. In this case the geometric center of repeating marks

Fig. 8 Common region between two consecutive images

Fig. 9 Result of the image
segmentation process

424 F.R. Leta et al.



were chosen, as indicated in Fig. 10. The algorithm then sweeps the entire image
looking for the marks’ center in both images and then storing the x and y coordi-
nates for each center. With those coordinates, it is possible to apply the image
registration algorithm [13].

The steps for image registration are as follows:

• In the first image, the final two marks’ centers coordinates are stored: x1, y1 and
x2, y2.

• In the second image, the first two marks’ (the same marks from the first image)
centers coordinates are stored: X1, Y1 e X2, Y2.

• With the linear system of Eq. (1), both sets of coordinates are mathematically
related.

X1 ¼ a11 þ a21x1
Y1 ¼ a31 þ a41y1
X2 ¼ a11 þ a21x2
Y2 ¼ a31 þ a41y2

8
>>><

>>>:
ð1Þ

The results of this system will supply values of the constants aij for the poly-
nomial that will then position the pixels of the second image on the first image.
After doing this procedure for every image, a final image is obtained merging
images of 0–2 mm, of 2–4 mm and of 4–6 mm (Fig. 11).

After image registration, the distances between all the marks along the scale can
be obtained much faster than conventionally, in which all the distances would be
measured separately.

Fig. 10 Points used for image registration

Fig. 11 A 6 mm line scale after image registration
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2.2 Fluid Metrology

In fluid metrology, dimensional measurements influence the results of the cali-
bration of hydrometers and capillary viscometers [14–16]. In this case study an IMS
will be used to study the parameters that will affect the final results for this specific
application.

2.2.1 Lighting System

The depiction of an object in an image is dependent on the type of material in which
it is built, being different from the way in which it is seen due to how the light
reflects on it. Glassware and glass-made instruments in general are objects that, due
to its high reflection index, are difficult to be photographed. Proper lighting will
enhance the glass object without generating reflections which can hinder image
processing, as shown in Fig. 12 [17].

2.2.2 Image Acquisition

For the image acquisition, a DSLR photographic camera was used. By using this
type of camera, it becomes important to properly select the available parameters, the
aperture and the exposure time being those of greater influence [8, 18].

While in photography an image is said to be “properly exposed” when its
histogram is well divided without peaks on its extremities, this aspect is entirely
aesthetic [19], thus being necessary to determine what characterizes a properly
exposed image in the metrological sense [18]. The exposure value (EV) guarantees

Fig. 12 Lighting system to
enhance glass objects
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that, from an initial image with a given exposure time and aperture, the change of
these parameters in a certain way will generate an image that is apparently equal.
However, by varying the aperture, the depth of field will also be changed and,
therefore, the sharpness of the object in the image will also change. In this way, the
aperture must then be set in the lowest possible value and then the exposure time
must be set in a way that will generate a properly exposed image. After acquiring
the image, the aperture is increased while diminishing the exposure time, therefore
keeping the EV and acquiring a new image. This process is then repeated until the
entire set of aperture values are exhausted, generating a set of seemingly identical
images. By analyzing this set of images, it is possible to find an aperture value that
is optimal for the system in question. As seen in the graph of Fig. 13 it is possible to
notice a variation in the measurements, the lowest measure being the one in which
the aperture is the greatest, indicating that a higher aperture and lowest depth of
field generate a smaller result.

A similar approach is used to evaluate the exposure time. However, instead of
using the concept of a properly exposed image, the exposure time varies from a
high value in which the object is still observable due to an excess of light to a low
value in which the object is still observable due to a lack of light. Any time outside
this range will provide the camera an image in which the object is not observable.
Inside this exposure time range, images are acquired for each value, and all of them
will be analyzed in the same way as the aperture, that is, to find an exposure time
that is shown to be the optimum for this system. The graph of Fig. 14 shows the
results of exposure time and its influence in the measurement. Considering only the
linear region highlighted, a smaller error between each point can be observed. Thus,
the optimal exposure time range for this IMS is between 1/80 and 1/160 s.

Fig. 13 Diameter variation per each image with the same EV

Metrology by Image: Discussing the Accuracy of the Results 427



2.2.3 Traceability by Comparison

After determining parameters that are optimal for image acquisition in this IMS, an
acquired image will supply the measurement of any dimension in the object that
needs to be used in the mathematical model, where this measure will have the pixel
as a unit of measurement. However, for the proper usage of this measurement in the
mathematical model, it must have a unit of the SI (International System of Units)
attached to it, that being the meter and its multiples and submultiples [6].

To this end, it is necessary to propose that an object is a dimensional standard for
this IMS. This standard object has been previously calibrated dimensionally, thus
establishing its traceability. From the image of the standard object, the calibrated
dimension must be measured and its pixel value will be used to determine the
dimension measured from the desired object as can be seen in Fig. 15, guaranteeing
metrological reliability.

That being said, the final measure may be mathematically described by the
model in Eq. (2).

xD ¼ xP � pDpP ð2Þ

where:

xD is the dimensional measure, in SI units;
xP is the dimensional measure, in pixels;
pD is the measure from the standard, in SI units;
pP is the measure from the standard, in pixels.

Fig. 14 Measurement error for each exposure time, and region of interest
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2.2.4 Measurement Uncertainty

The measurement uncertainty of the measurand represents the doubt in the final
result from the measuring process by analyzing the influences described in its
mathematical model [20]. Then, to determine the expanded uncertainty from the
dimensional measurements from this IMS, it is necessary to calculate the uncer-
tainties for each measurement, from the object and from the standard, both in the
IMS and its calibration certificate.

First, it is necessary to determine the estimates for each quantity of influence.
This is done by assuming a uniform distribution for the results from the image
measurement. The estimates are, in pixel, half of the amplitude of their respective
distribution. In other words, it is half of the difference between the highest and
lowest values. The estimate for the standard measure in SI units comes from the
calibration certificate itself. Another factor to be taken into account is the system
repeatability, where its estimate is the standard deviation from the N measurements.

With the estimates available, the standard uncertainties are calculated for each
quantity, which will enable, together with the sensibility coefficient to calculate the
combined standard uncertainty. The sensibility coefficient determines how much
the variation of a quantity influences the final result. The combined standard
uncertainty is given by the square root of the quadratic sum of the products of the
sensibility coefficient and the standard uncertainties.

To express the uncertainty in terms of the measurement results, the expanded
uncertainty is needed, being the product between the combined standard uncertainty
and the effective coverage factor, given from a student t distribution.

Fig. 15 Steps to determine a traceable diameter by comparison
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2.2.5 Results

By applying this IMS to instruments of fluids metrology, the measurements of the
diameter of the hydrometer’s rod and the diameter of the upper and lower menisci
can be found with metrological reliability. For each instrument, 15 measurements
were taken, in order to evaluate its precision. An example of hydrometer and
viscometer are show in Fig. 16, in three different positions, with the purpose of also
evaluating circularity.

The results for each instrument are show, respectively, in Tables 1 and 2, with
the measurements for each quantity and the results for the measurement uncertainty.

Thus, the final result of the diameters can be reported with their respective
uncertainties in the following way:

• Diameter of the stem of the hydrometer: 4.90 ± 0.14 mm
• Diameter of the upper meniscus of the viscometer: 5.99 ± 0.30 mm
• Diameter of the lower meniscus of the viscometer: 6.00 ± 0.33 mm

Fig. 16 A hydrometer and a capillary viscometer in three different angles

Table 1 Results and measurement uncertainty for the hydrometer

Symbol Value Unit

Diameter of the object xP 265.62 pixel

Measurement of the standard pD 22.98 mm

Measurement of the standard from image pP 1244.94 pixel

Calculated diameter xD 4.90 mm

Combined uncertainty uC xDð Þ 0.07 mm

Effective degrees of freedom meff 2129 –

Effect coverage factor keff 2.00 –

Expanded uncertainty U 0.14 mm
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3 Conclusion

Reliable measurements using images are becoming more and more important, for
example, in the diagnostic of diseases using digital image and in the biometric
security field, not restricting itself to industrial applications that aim for increase of
productivity and reduction of production cost.

In inspection systems that consider quantitative evaluations of the characteristics
of a product or material, it is recommended that the used instruments are properly
calibrated and verified by accredited institutions. It is also of the utmost importance
that the used procedures generate reproducible results with assured metrological
reliability.

There are many applications that justify the employment of new methodologies
for contactless measurement. As the applications get more and more sophisticated,
they can assure greater quality to manufactured products when considering fun-
damental metrological questions. In this context, image metrology is presented with
the purpose of evaluating a product’s conformity, in the case of recognition of
inspection, or simply of evaluating mensurand’s value, in the case of calibration of
standards or instruments. Obtaining reliable results is the main challenge for image
measuring systems.

Image metrology systems encompasses all steps of a regular computer vision
systems but also allied with all the fundamental care spent in measuring systems,
using concepts of repeatability, reproducibility, minimization of errors and
uncertainties.

For each step, from image acquisition to the extraction of characteristics, it is
analyzed considering the system which will present the least possible errors. It can
be observed that the choice of equipment for image acquisition and lighting consists
in one of the more relevant steps of the system, followed by image segmentation, in
which the dimensional information of objects and standards is extracted.

Table 2 Results and measurement uncertainty for the capillary viscometer

Symbol Upper
meniscus

Lower
meniscus

Unit

Diameter of the object xP 345.30 345.39 pixel

Measurement of the standard pD 22.98 22.98 mm

Measurement of the standard from
image

pP 1323.44 1323.44 pixel

Calculated diameter xD 5.99 6.00 mm

Combined uncertainty uC xDð Þ 0.15 0.16 mm

Effective degrees of freedom meff 34607 22807 –

Effect coverage factor keff 2.00 2.00 –

Expanded uncertainty U 0.30 0.33 mm
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Regardless of the application, with the evolution of technology and scientific
knowledge, it becomes essential that metrological concepts be allied with new
digital image inspection techniques, thus promoting results with greater reliability
and quality.
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Experimental and Numerical Studies
of Fiber Metal Laminate (FML)
Thin-Walled Tubes Under Impact
Loading

Zaini Ahmad, Muhammad Ruslan Abdullah and Mohd Nasir Tamin

Abstract Fiber metal laminate (FML) in form of tubular structures is a modern
light-weight structure fabricated by incorporating metallic and composite materials.
This present study deals with the impact characteristics and energy absorption
performances of fiber metal laminate (FML) thin-walled tubes subjected to impact
loading. Dynamic computer simulation techniques validated by experimental test-
ing are used to perform a series of parametric studies of such devices. The study
aims at quantifying the crush response and energy absorption capacity of FML thin-
walled tubes under axial impact loading conditions. A comparison has been done in
terms of crush behaviour and energy absorption characteristics of FML tubes with
that of pure aluminium and composite tubes. It is evident that FML tubes are
preferable as impact energy absorbers due to their ability to withstand greater
impact loads, thus absorbing higher energy. Furthermore, it is found that the
loading capacity of such tubes is better maintained as the crush length increases.
The primary outcome of this study is design information for the use of FML tubes
as energy absorbers where impact loading is expected particularly in crashworthi-
ness applications.
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1 Introduction

For many years, a number of manufactured lightweight vehicles have become
increasingly attractive due to their efficient fuel consumption. Most importantly, the
lightweight components incorporated into the vehicle design have to be compro-
mised because of the required level of safety. Thin-walled structures have been
categorized as a passive safety measure. This structure is designed to deform per-
manently to mitigate the crash energy and forces transmitted to the vehicles. A lot
of extension research has been carried out to produce light weight thin-walled
structures in the form of tubes and plates. Various types of thin-walled tubular
structures, namely metallic, composite and polymers tubes, have been used as
lightweight energy absorbers to mitigate the adverse effect of impact and hence
protect the vehicle or structure in a well-controlled manner [1–5].

Composite (GFRP) tubes often exhibit a great energy absorption capacity under
impact loading, only to a certain extent since they tend to eventually collapse under
catastropic or brittle failure. It is well-known that fiber delamination or breakage
(catastropic failure) may cause a rapid decrease in energy absorption capacity [6, 7].
From an energy absorption point of view, a thin-walled tube should collapse pro-
gressively with a stable crush response in order to effectively mitigate the kinetic
energy. A FML thin-walled tube is a combination of suitable properties of metals
and fiber reinforced composite to form a hybrid material. Such a tube has a
capability of providing ductile, stable plastic collapse mechanisms [8]. Therefore, it
is anticipated that FML tubes may also offer a progressive crushing and confine the
brittle failure of the composite layer due to the presence of aluminium layers on the
tube configuration. There have been numerous studies on the crushing and energy
absorption response of FML materials, however only in the form of sandwich
panels under impact loading conditions [9–11]. For instance, glass fiber laminate
(GLARE) plates have previously been found that could sustain impact load
effectively in aviation applications [12]. However, the application of FML materials
in the forms of thin-walled tubular structures has not yet been available and may be
sparse in open literature.

It is therefore of particular interest to explore and examine the use of FML tubes
as energy absorbing devices. It is anticipated that the crush response of the device
may differ to that of pure metallic or composite device. The presence of metallic
and composite layer stacks seems to improve crush stability and enhance the energy
absorption capacity of the tubular structure [13–15]. The present study discusses the
energy absorption performance of FML thin-walled circular tubes under axial
impact loadings using validated computer models. The relative effect of material
parameters and the number of layers on the energy absorption responses was
examined. Overall the results demonstrate the advantages of using FML tubes as
energy absorbing devices with a noticeable improvement in energy absorption
capacity.
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2 Fabrication of FML Tubes and Experimental Tests

For experimental testing, a few numbers of samples (2 × 1 (m × n) and 3 × 2
stacking layers) with a diameter of 55 mm and length of 100 mm was fabricated
using a conventional technique. In particular, m and n signify the number of layer
for metallic and composite layers, respectively. The fabrication process involved is
quite bold for producing the best tube samples. Anodized aluminium sheet with a
thickness of 0.3 mm has been used as the metallic layer while glass reinforced
composites in the form of chop strand mats (CSM) and woven roving with also a
thickness of 0.3 mm has been used for composite layers. Al sheet has the following
mechanical properties: initial yield stress, σY = 160.4 MPa; Young’s modulus,
E = 71 GPa; Poisson ratio, v = 0.31 and density, ρ = 2700 kg/m3, while the glass
reinforced composite has a Young’s modulus, Ea = 30.9 GPa, Eb = 8.3 GPa,
Ec = 0 GPa; Poisson ratio, v = 0.087 and density, ρ = 1800 kg/m3.

Figure 1 illustrates the fabrication process of 2 × 1 FML thin-walled tubes. A
steel mandrel with the same diameter to the tube was used to form the FML tube.
Firstly, poly-ease is applied on the mandrel. The Al sheet is then spun on the
mandrel to form the first layer of the tube (inner layer). CSM or woven roving
prepreg 0.3 mm is manually wrapped on the first Al layer to form the second layer.
Next, the second Al sheet is spun on the second layer to form the third layer (outer
layer). A similar process will be repeated to fabricate 3 × 2 samples. The later step
is to inject the resin into the composite layer. Both end tubes are covered with fiber
tissue and a spiral tube is firmly inserted at both ends. The spiral tubes are con-
nected to inlet and outlet hoses. The whole specimen is covered with plastic and
sealed with a tar by using the vacuum infusion technique. In this project, epoxy
resin has been used as matrix constituent. The resin flows through the inlet hose and
spread evenly along the tube for 20–30 min. The tube sample is cured for nearly
24 h before being removed from the mandrel. Lastly, a cured FML tube is removed
from the mandrel by using a special designed rig. Surface finishing has to be done
prior to the testing.

To ensure repeatability with minimal experimental errors, five FML tubes were
considered for each case. However, only the best representative test results are
presented in this paper. The compression test set-up is shown schematically in
Fig. 2. Loading was achieved by lowering the crosshead such that the specimen was
crushed at its free end onto the load-bearing surface of the testing machine. The
specimen was also free to slide over the load-bearing surface. All tests were con-
ducted at a crosshead speed of 5 mm/min.
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Fig. 1 Fabrication process of 2 × 1 FML thin-walled tubes
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3 Development and Validation of the Finite Element Model

All computers modelling in the present study was conducted using the nonlinear
finite element (FE) code LS-DYNA 971 [16]. A model of the FML tubes was
developed using quadrilateral Belytschko-T say shell elements with 5 integration
points through the thickness as shown in Fig. 3. From the convergence study,

Fig. 2 Quasi static compression test set-up for axial loading

V
Layer 1: Al sheet
• MAT_24 (Piece-wise linear plasticity

Layer 2: GFRP
• MAT_55 (Enhanced composite damage)

Layer 3: Al sheet (MAT_24)

Fig. 3 Finite element discretization of FML thin-walled tube
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element sizes of 2.5, 2.8 and 3.0 mm were chosen for the inner, second layer and
outer tubes, respectively. A piece-wise linear plasticity and enhanced composite
damage material model were used to model the Al tube and GPRP respectively. The
moving mass in the experiments was modelled as the analytical rigid body since its
properties do not contribute significantly to the analysis. Loading was simulated by
prescribing a ramp velocity-time history to the moving rigid body over a crushing
duration in order to speed up the analyses and to ensure an accurate and efficient
quasi static analysis motion of this moving mass. The moving mass was constrained
to translate vertically only along the z axis.

A reliable contact algorithm for the interaction between the tube layers is rig-
orous and needs to be established precisely. Self-contact interaction was simulated
using an “automatic single surface” to the part of each tube in order to avoid
interpenetration of the tube wall. Since the FML tubes consist of two different
materials and their stiffness, the contact condition between those parts has to be
duly simulated. Thereby, “automatic node to surface” and “automatic surface to
surface” contacts were defined for the contact interfaces of the top rigid body with
the top end points of the whole tube and the contact interfaces between each tube
layer, respectively. Initial imperfections were also considered in the present study to
represent the tube wall warping of the fabricated sample. The collapse initiator is
modelled to reduce the initial peak load and hence provide a relatively stable load
response as it is crushed (Fig. 4).

Figure 5 shows the comparison of the experimental and numerical static load-
deflection responses for the FML tubes. In this figure, the average value of all five
tests is compared with the numerical result. The load in general fluctuates about a

Fig. 4 Collapse initiator representing imperfection of tube wall
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mean value due to the formation of lobes as the tube under goes progressive
crushing. The main trends in the experimental results for the tube are well captured
by the numerical simulation. Also of interest for validating the numerical model is
the deformation mode simulated by the FE model. The deformation mode predicted
by the FE model was hence compared with that of the experimental results as
depicted in Fig. 6. All the specimens in the set of experiments underwent pro-
gressive crushing initiated at the loaded end. It can be seen that the predicted lobe
formation and the number of lobes for the tube differ slightly from the experimental
result. This is mainly due to a slight rupture occurring in all the experimental
samples which influenced the lobe formation very slightly. In general, the lobe
formation and deformation mode predicted by the FE model agree favorably with
the experimental results, and thus the FE model is capable of simulating the
physical response of FML tubes undergoing axial loading.
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Fig. 5 Load displacement response of FML thin-walled tube under axial loading

Fig. 6 Deformation profiles of FML thin-walled tube a experiment, b FE model
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4 Energy Absorption Performance of Various Thin-Walled
Tube Configuration

By using the validated FE model, a series of numerical analysis has been performed
to examine the effect of crush response and the energy absorption capacity of
various thin-walled tube configurations. The energy absorption performance of a
FML tube with a diameter of 60 mm has been numerically compared with a pure Al
tube and GFRP tube with the same diameter. For the dynamic analysis, the loading
condition was changed to the definition of initial velocity for the rigid moving mass,
and the rest of the model discretization was kept identical to the validated one. The
initial velocity used is 10 m/s. Moreover, the strain rate effect has only been
included in the composite material model. Since the aluminium material is strain
rate independent, no strain rate parameter has been employed in the numerical
analysis. Figure 7 shows the load displacement response of various tube configu-
rations under axial impact loading. Obviously, the energy absorption capacity of
FML tubes is greater than that of another two tubes. Despite of the stable collapse
response of GFRP tubes, the energy absorption capacity is the least. It is evident
that the FML tube may offer some advantages to other purely metallic or composite
tubes. More importantly, it should be noted that a FML tube shows profound
responses and a desirable energy absorption capacity when compared to a pure Al
tube and a GFRP tube. In addition to this, the crush response and absorbed energy
by a FML tube is more prominent up to a given deflection and such a tube can be
deemed as an effective energy absorbing device.

It is also of interest to evaluate the influence of the stacking layer on the energy
absorption capacity. Figure 8 shows the load displacement response of an FML tube
with a configuration layer of 2 × 1 and 3 × 2 under axial impact loading. As
anticipated, the 3 × 2 FML tube displays the higher energy absorption capacity due
to the increasing amount of material deformation and greater interaction effect
between the layers. It is also noteworthy that the energy absorption capacity
increases with increasing deflection and numbers of tube layers. However, the
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presence of additional stacking layers on FML tubes does not greatly influence the
load-deflection response of the energy absorbers.

From an energy absorption point of view, the energy absorption performance
does not solely depend on the absorbed energy. There is another energy absorption
indicator to evaluate this performance, namely specific energy absorption, mean
load, initial peak load and crush force efficiency. Table 1 tabulates the numerical
results of energy absorption indicator for the aforementioned tube configuration.

Owing to the highest energy absorption capacity of the FML tube, most of the
energy absorption indicators are more desirable by using such tube configurations,
particularly the mean load, specific energy absorption and crush force efficiency.
From Table 1, it is obvious that the FML tube may offer superior energy absorption
performance with a stable progressive crushing as evident by crush force efficiency
(ratio of mean load and initial peak load). From a crashworthiness point of view,
minimizing the initial peak load is indispensible in a crash event to prevent volatile
impact load transmitted to the survival room. However, the initial peak load of the
FML tube is yet greater than that of GFRP tube.

5 Conclusion and Remark

The present paper has investigated the crush and energy absorption response of a
FML tube in comparison with other tube configurations. A finite element model of
thin-walled tubes was validated using experimental techniques, and the energy
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Table 1 Energy absorption
indicator of various tube
configuration

Tube
configuration

Pm
(kN)

PP
(kN)

SEA
(kJ/kg)

ηC

GFRP 18.5 57 8.75 0.32

Al 37.5 102 10.26 0.36

FML 61.3 82 17.16 0.74
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absorption response was quantified for axial dynamic impact loads. The most
important practical conclusions which can be drawn from the numerical analysis are
that the thin-walled FML tube shows profound responses and desirable energy
absorption capacity compared to purely Aluminium and GFRP tubes. Moreover,
such a tube configuration offers progressive crushing under axial impact loading,
thus avoiding brittle failure. From a crashworthiness point of view, FML thin-
walled tubes are advantageous to be facilitated as energy absorbing devices under
axial impact loadings since they provide a relatively smooth load-deflection
response which promotes stable, controlled retardation with lower initial peak load
as required during an impact event.
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Dynamic Calibration Methods
of Accelerometer in Vibration-
Temperature Combined Environment

Chun zhi Li, Ying Chen and Tong Zhou

Abstract The ground simulation experiment of vibration-temperature combined
environments is an important means of aircraft testing for environmental adapt-
ability research and structural response analysis. An accelerometer is used to
measure structure mechanics parameters with vibration loading, while the sensi-
tivity of the accelerometer drifts as temperature starts to rise, something which
could affect the precision of vibration experiment as well as the data obtained from
the test. Based on the acceleration calibration method and standards, this paper
expounds the key points of dynamical calibration technique with vibration-tem-
perature combined loading, and also introduces some latest experimental methods
and calibration devices, which provide an accurate and controlled means of sen-
sitivity calibration of the accelerometers in accordance with back-to-back com-
parative calibration standards. At last, we combined accelerometer’s calibrations
and the obtained data, to establish the sensitivity correction of the temperature drift
model to improve precision of the combined load during the ground simulation
experiment.

Keywords Combined environment � Accelerometer � Dynamic calibration �
Temperature response
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1 Introduction

The ground simulation experiment of vibration-temperature combined environ-
ments is an important means of aircraft testing for environmental adaptability
research and structural response analysis. MIL standard STD-810-F and GJB150A
also recommend that experiments of vibration-temperature combined environments
should be studied in case of requirements [1, 2]. Thus the combined environmental
research is now achieved more and more attention in many studying areas.

Dynamic calibration of combined environments is one of the key factors for a
successful experiment. In the beginning of the last century, the United States
National Institute of Standards and Technology has made criterions of dynamic
testing calibration methods for high temperature-vibration accelerometer specifi-
cations from different aspects, which is international standard ISO16063-11,
Methods for the calibration of vibration and shock transducer-Part21: Vibration
calibration by comparison to a reference. The manufacturer Endevco and B&K
company have established their own vibration-temperature combined environment
of dynamic calibration devices for accelerometers, which are also suitable for the
production of their own sensor calibration and other test products. Though the
technology of the combined calibration device is difficult, and patent design is
protected, less literature about combined devices and relevant methods of calibra-
tion data is published so far. At present there are few domestic research works
carrying out combined dynamic calibration techniques mainly including the crite-
rions of the acceleration calibration method. The National standard GB/T20485
specifies vibration and shock sensor calibration experiments and its testing method
[3], yet the dynamic calibration research in combined environments is still in the
initial research stage, whose application is not popularized with less dynamic cal-
ibration standards.

An accelerometer is used for measuring the structure dynamic response in
vibration environment or response to a vibration environment, while the thermal
sensitivity drift of accelerometer is an indicator of the sensitivity deviation changing
with the temperature shift, and also is one of the most important temperature
stability indexes of the sensor. Currently there exist unsolved problems such as
vibration control and response bias caused by accelerometer thermal sensitivity drift
under combined environment. Research shows that accelerometers used in envi-
ronments of high temperatures (higher than 250 °C), due to its internal combination
of quartz, ceramic cutting technology or microelectronics circuit, the output
response at 120 °C of its sensitivity deviation is almost at 8 % with the temperature
rising [1, 2]. So the control precision of simulation environment testing and analysis
of data have been greatly influenced by temperature sensitivity deviation. Therefore
it has been greatly significance for obtaining accuracy data to develop dynamic
calibration technology in combined environment.
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2 Calibration Method

The dynamic calibration method for accelerometers using comparison method to
measure the sensitivity of a calibrated sensor on the vibration device given by a
certain g-value and a specific frequency in different temperature conditions [3, 5],
and then according to Eq. 1 the sensitivity is calculated which is the basic calcu-
lation of thermal sensitivity drift as described as Eq. 2 below.

S2 ¼ X2=X1ð Þ � S1 ð1Þ

where:
S1 standard accelerometer sensitivity, mV/g;
S2 calibrated accelerometer sensitivity, mV/g;
X1 standard accelerometer, mV;
X2 is calibrated accelerometer outputs are, mV.

The thermal sensitivity drift as Eq. 2 follows:

a ¼ STi� Sð Þ= Ti� Tð Þ ð2Þ

where
α thermal sensitivity drift, %/FS/°C;
STi sensitivity under different temperature, mV/g;
S standard temperature sensitivity, mV/g;
(Ti − T) difference between the test temperature and standard temperature, °C.

The sine fixed frequency method [6–9] is adopted by combined dynamic cali-
bration given by the excitation frequency and amplitude according to the different
temperatures, and the amplitude linearity relative to the reference output is mea-
sured and the relative deviation is calculated as well. The least square is recom-
mended for calculating the amplitude linearity of sensitivity in the case of a higher
acceleration response. The continuous scanning method (or point by point) can also
be used for dynamic calibration, within the scope of the working frequency by 1/3
octave frequency, respectively to different temperature environments.

A combined calibration device is schematically drawn in Fig. 1. First the cali-
bration device and the selected equipment should meet the requirements of GB/
T13823.3 comparison test method of basic index on temperature response. Second
thermal isolation measures should be taken between the sensor and temperature box
to ensure the vibration generator working well while the temperature changes.
Additionally according to the GB/T13823.3 regulation, the join stinger made by
ceramic should have a coaxial rigid connection between the standard and calibrated
sensors with less influence on the transfer function of the join assembly.

As Fig. 1 shows, the main factors influencing calibration results have the fol-
lowing aspects: first the thermal sensitivity drift of the standard accelerometer, for
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most piezoelectric sensors, its thermal sensitivity drift index is not given by gen-
erally applies sheet. In fact, thermal drift is certainly existing the drift would directly
affect the corresponding temperature sensitivity. So the standard accelerometer
should be installed on the outside of the cryofurnace, as to try to have the standard
sensor working in constant temperature environment. Second is the ceramic stinger
whose stiffness should be tested in a high and low temperature cryofurnace. It is
requested that the rigidity of the connecting stinger should be designed large
enough in order to transfer the vibration without distortion, as well as to ensure two
accelerometers having the same value of vibration response.

One of the ceramic stinger ends is fixed to the vibration device, the other end
into a cryofurnace. According to the theory of mechanics of materials [6], bending
stiffness kw and tensile stiffness kl are calculated respectively:

kw ¼ 3EJ=l3 ð3Þ

kl ¼ SE=l ð4Þ

For the circular cross section, the Eq. 3 as follows:

kw ¼ pEd4= 21:3l3ð Þ ð5Þ

The connecting stinger natural frequency is given by Eq. 6:

xn ¼ k= mþ 0:23Mð Þ1=2 ð6Þ

where
M total mass of the accelerometer and installation, in kg;
m mass of connecting stinger quality, in kg.

To have the sensor working without distortion on the vibration table, Eq. 7 must
meet the natural frequency/ωn five times greater than the testing frequency of ω.

Vibration 
device

Cryfurnace

calibrated sensorstandard sensor

coaxial rigid connection

ceramic stinger

Motion direction

Fig. 1 Schematic of
combined calibration device
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xn� 5x ð7Þ

Thus the ceramic stinger’s size of Eq. 8 can be determined by the Eqs. 6 and 7.

d4=l3� 532:5x2 Mþ 0:23mð Þ=pE ð8Þ

Through Eq. 8, the measured frequency can be improved by changing the
ceramic stinger geometry size to make the thermal sensitivity drift of the acceler-
ometer calibration more accuracy.

3 Combined Calibration Experiment

3.1 Calibration Device

The calibration device adopts combined assembly as shown in Fig. 2 which is
developed by PCB, the rigid connection rod is designed with high pressure strength
and heat-resistant ceramic connections. The calibrated accelerometer is installed
inside the cryofurnace, which is of the type is B&K 4375, working temperature
range is from −50 to +250 °C. The steady sine excitation comparison method is
adopted to improve the calibration accuracy, while the device’s main characteristics
are from −74 to +650 °C with a frequency response from 5 Hz to 2 kHz.

Testing process: combining a sine function wish a 1 g amplitude and a vibration
loading with a 160 Hz frequency, the temperature range was from room temperature
to 250 °C with interval of 10 °C, therefore, the calibration experiment will be
carried out in a combined assembly with a cryofurnace.

Fig. 2 Combined assembly
with cryofurnace
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3.2 Calibration Data

Calibrated data of the accelerometer sensitivity and its temperature sensitivity
deviation are shown in Table 1.

3.3 Analysis Results

A combined calibration device can provide sine excitation vibrations with fre-
quencies of 160 Hz. From Table 1, the sensitivity increases with temperature drift,
the higher the temperature is, the greater the thermal sensitivity drift is, as shown in
Fig. 3. Sensitivity deviation is close to 10 % when the temperature is about 200 °C.
Generally the sensitivity deviation of the sensor is linearly increasing with tem-
perature increases, also it can be fundamentally correction used as temperature
compensation.

Through with the combined calibration experiment, the limitation is that the
calibration temperature load is not precisely as designed to heat up from inside the
cryfurnace, and thus it can affect the calibration results due to the internal air
control. It is suggested that the characters of the calibration device should be
verified compared to other similarly assembly.

Table 1 Calibration data

Temperature (°C) Sensitivity (pC/g) Sensitivity deviation (%)

25 3.109 0.00

60 3.219 3.54

70 3.231 3.92

80 3.249 4.50

100 3.287 5.73

110 3.320 6.79

120 3.317 6.69

130 3.340 7.43

140 3.348 7.69

150 3.359 8.04

160 3.362 8.14

170 3.384 8.85

180 3.393 9.13

190 3.433 9.44

200 3.441 9.69

220 3.537 12.75

240 3.566 13.68

250 3.577 14.03
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4 Conclusion

Dynamic calibration methods for accelerometers in vibration-temperature combined
environments were explored in this project. The combined calibration device and
testing methods were also introduced including its key technique of connecting rod
design. It is applied for accelerometer calibration by a single assembly. Accuracy
data was also provided. With the calibration results the sensitivity correction model
of temperature drift was established which is effective in improving precision of the
combined load during the ground simulation experiment. Furthermore it was pro-
ven that a reasonable design of the combined calibration device has a high
importance in developing the calibration technique.
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