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Preface

It is now 30 years since the 1st Edition of Essential
Immunology appeared, and it seemed that the time was
now appropriate for the task of producing the 10th
Edition to be shared. The new co-author, Peter Delves,
has been a close colleague of Professor Roitt for many
years and is a highly experienced teacher.

A wide range of subjects have been extensively

revised, restructured or updated, and advanced
material is included in the figure legends to avoid
disruption of the basic text. These subjects include:

dendritic cells

intraepithelial lymphocytes

NK-T and v T-cells

NK receptors

receptor editing relating to receptor diversity
non-classical MHC and the presentation of non-
peptidicantigens

the role of chaperone proteins in antigen processing
T-cell recognition of peptide-MHC reflecting the
latest crystallographic studies

arrays for analysis of gene expression

tetramer evaluation of antigen-specific T-cells
experimental genetic manipulation using con-
ditional ‘knockouts’ employing the Lox/Cre
system and ‘knockins’ to replace endogenous
genes

B- and T-cell signaling pathways and the role of
adaptor proteins

cytokine physiology

chemokines and their receptors

memory cells

intimate links of innate and adaptive immunity

the role of complement in modulating the adaptive
immune response

regulatory T-cells

activation-induced cell death

neuroendocrine influences on the immune system
critical role of Pax 5 in B-cell differentiation
molecular basis of thymic development

signaling through pattern recognition systems
prions

viral hijacking of host processes as evasion
mechanisms

DNA vaccines

mucosal adjuvants

‘shot gun’ approach to identification of vaccine
candidates

primary immunodeficiency including IL-7 receptor
mutation, and deficiency of VD] recombination in
severe combined immunodeficiency

CCRS5 co-receptor for HIV infection of cells

the importance of highly active anti-retroviral drug
therapy and of healthy CD8 response dependent on
robust CD4 Thl effectors in control of HIV infection
pivotal role of IgE antibodies in pathogenesis
of asthma and atopic dermatitis, and remarkable
therapeutic benefit of monoclonal anti-IgE

the excessive hygiene hypothesis related to the
development of allergy

the role of Fcy receptors in the pathogenesis of type
Il and IIT hypersensitivities

suppression of graft rejection by synergy between
fungal metabolites and other drugs and by induc-
tion of antigen-specific tolerance with high-dose
bone marrow transplantation combined with
co-stimulatory blockade by anti-CD40L and
CTLA-4-Ig

engineering grafts from recipient cells

the role of hsp70 and 90 in natural and induced
tumor immunity

peptide priming of dendritic cells to provoke anti-
cancer cytotoxic responses

the avoidance of graft vs. host disease in allogeneic
bone marrow transplantation for leukemias
inhibition of B-cell lymphomas and tumor angio-
genesis by radiolabeled monoclonals

thymic expression of some organ-specific antigens
role of autoimmunity to hsp65 in atherosclerosis
autologous stem cell transplantation after cytotoxic
ablative therapy for some cases of SLE, scleroderma
and juvenile rheumatoid arthritis.

Allin all, quite a mouthful!
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ACh-R acetylcholine receptor DC dendritic cells
ACTH adrenocorticotropic hormone DNP dinitrophenyl
ADA adenosine deaminase DTP diphtheria, tetanus, pertussis triple vaccine
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Ag antigen EBV Epstein—Barr virus
AIDS acquired immunodeficiency syndrome ELISA enzyme-linked immunosorbent assay
ANCA antineutrophil cytoplasmic antibodies EM electron microscope
APC antigen-presenting cell E¢ eosinophil
ARRE-1 antigen receptor response element-1 ER endoplasmic reticulum
ARRE-2 antigen receptor response element-2 ES embryonic stem (cell)
AZT zidovudine (3"-azido-3"-deoxythymidine) F(B) factor (B, etc.)
B-cell lymphocyte which matures in bone marrow Fab monovalent Ig antigen-binding fragment after
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tuberculosis F(ab’), divalent antigen-binding fragment after pepsin
BCR B-cell receptor digestion
BM bone marrow FACS fluorescence-activated cell sorter
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C complement FcyR receptor for IgG Fc fragment
ColB/v/3) constant part of TCR a(B/v/8) chain FDC follicular dendritic cells
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cAMP cyclicadenosine monophosphate G granulocyte
CCP complement control protein repeat g.b.m. glomerular basement membrane
CD cluster of differentiation GM-CSF granulocyte-macrophage colony-stimulating
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variable portion gpn nkDa glycoprotein
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INTRODUCTION

We live in a potentially hostile world filled with a
bewildering array of infectious agents (figure 1.1)
of diverse shape, size, composition and subversive
character which would very happily use us as rich
sanctuaries for propagating their ‘selfish genes’
had we not also developed a series of defense
mechanisms at least their equal in effectiveness
and ingenuity (except in the case of many parasitic
infections where the situation is best described as
an uneasy and often unsatisfactory truce). It is
these defense mechanisms which can establish
a state of immunity against infection (Latin immu-
nitas, freedom from) and whose operation pro-
vides the basis for the delightful subject called
‘Immunology’.

Aside from ill-understood constitutional factors
which make one species innately susceptible and
another resistant to certain infections, a number of
relatively nonspecific antimicrobial systems (e.g.
phagocytosis) have been recognized which are
innate in the sense that they are not intrinsically af-
fected by prior contact with the infectious agent.
We shall discuss these systems and examine how,
in the state of specific acquired immunity, their
effectiveness can be greatly increased.

EXTERNAL BARRIERS AGAINST INFECTION

The simplest way to avoid infection is to prevent the
microorganisms from gaining access to the body (fig-
ure 1.2). The major line of defense is of course the skin
which, when intact, is impermeable to most infectious
agents; when there is skinloss, as forexample inburns,
infection becomes a major problem. Additionally,
most bacteria fail to survive for long on the skin be-
cause of the direct inhibitory effects of lactic acid and
fatty acids in sweat and sebaceous secretions and the
low pH which they generate. An exception is Staphylo-
coccus aureus which often infects the relatively vulnera-
ble hair follicles and glands.

Mucus, secreted by the membranes lining the inner
surfaces of thebody, acts as a protectivebarrier to block
the adherence of bacteria to epithelial cells. Microbial
and other foreign particles trapped within the adhe-
sive mucus are removed by mechanical stratagems
such as ciliary movement, coughing and sneezing.
Among other mechanical factors which help protect
the epithelial surfaces, one should also include the
washing action of tears, saliva and urine. Many of the
secreted body fluids contain bactericidal components,
such as acid in gastric juice, spermine and zinc in
semen, lactoperoxidase in milk and lysozyme in tears,
nasal secretions and saliva.

A totally different mechanism is that of microbial



2 CHAPTER 1 —Innate immunity

SIZE | = ——
(mm)
WORMS
100 || TAPEWORM i
| GUINEAWORM
-
HISTOSOME
- SCHISTOSO 4
FILARIA
= : —
PROTOZOA
00 | =
[ AMOEBA
< Figure1.1. The formidable range of
LEISHMANIA TUNGI Figure I
TRYPANOSOME BACTERIA infectious agents which confronts the
102 = ASPERGILLUS | |  immunesystem. Althoughnotnormally
EAl MYCOBACTERIUM | classified as such because of their lack of a
|> MALARIA STAPHYLOCOCCUS | o erroia VIRUSES cell wall, the mycoplasmas are included
103 [~ CHLAMYDIA [~ 1 under bacteria for convenience. Fungi
I POX adopt many forms and approximate values
MYCOPLASMA for some of the smallest forms are given.
104 ] T INFLUENZA [— >, range of sizes observed for the
| organism(s) indicated by the arrow; <[, the
organisms listed have the size denoted by
POLIO
I — the arrow.
Cilia  Mucus Mucus undergoes a ‘Jekyll and Hyde’ transformation to
| become completely hydrophobic and forms a voltage-
dependent channel in the membrane which kills by
destroying the cell’s energy potential. Even at this
Acid level, survival is a tough game.
LUNOS If microorganisms do penetrate the body, two main
defensive operations come into play, the destructive
3 effect of soluble chemical factors such as bactericidal
enzymes and the mechanism of phagocytosis —liter-

Fatty E{j ' O=| Susceptible
acids hair follicle
Skin barrier Normal bacterial
microflora

Figure 1.2. The first lines of defense against infection: protection
at the external body surfaces.

antagonism associated with the normal bacterial flora
of the body. This suppresses the growth of many po-
tentially pathogenic bacteria and fungi at superficial
sites by competition for essential nutrients or by pro-
duction of inhibitory substances. To give one example,
pathogen invasion is limited by lactic acid produced
by particular species of commensal bacteria which me-
tabolize glycogen secreted by the vaginal epithelium.
When protective commensals are disturbed by anti-
biotics, susceptibility to opportunistic infections by
Candida and Clostridium difficile is increased. Gut com-
mensals may also produce colicins, a class of bacteri-
cidins which bind to the negatively charged surface
of susceptible bacteria and insert a hydrophobic heli-
cal hairpin into the membrane; the molecule then

ally ‘eating’ by the cell (Milestone 1.1).

PHAGOCYTIC CELLS KILL
MICROORGANISMS

Neutrophils and macrophages are dedicated
‘professional’ phagocytes

The engulfment and digestion of microorganisms are
assigned to two major cell types recognized by Metch-
nikoff at the turn of the last century as microphages
and macrophages.

The polymorphonuclear neutrophil

This cell, the smaller of the two, shares a common
hematopoietic stem cell precursor with the other
formed elements of the blood and is the dominant
white cell in the bloodstream. It is a nondividing short-
lived cell with a multilobed nucleus and an array of
granules which are virtually unstained by histologic
dyes such as hematoxylin and eosin, unlike those
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Milestone 1.1 —Phagocytosis

The perceptive Russian zoologist, Elie Metchnikoff (1845—
1916), recognized that certain specialized cells mediate
defense against microbial infections, so fathering the
whole concept of cellular immunity. He was intrigued by
the motile cells of transparent starfish larvae and made the
critical observation that, a few hours after the introduction
of a rose thorn into these larvae, they became surrounded
by these motile cells. A year later, in 1883, he observed that
fungal spores can be attacked by the blood cells of Daphnia,
a tiny metazoan which, also being transparent, can be
studied directly under the microscope. He went on to ex-
tend his investigations to mammalian leukocytes, show-
ing their ability to engulf microorganisms, a process which
he termed phagocytosis.

Because he found this process to be even more effective
in animals recovering from infection, he came to a some-
whatpolarized view that phagocytosis provided the main,
if not the only, defense against infection. He went on to de-
fine the existence of two types of circulating phagocytes:
the polymorphonuclear leukocyte, which he termed a
‘microphage’, and the larger ‘macrophage’.

Figure M1.1.1. Caricature of Professor Metchnikoff from Chante-
clair, 1908, No. 4, p. 7. (Reproduction kindly provided by The
Wellcome Institute Library, London.)

o

Figure M1.1.2. Reproductions of some of the illustrations in
Metchnikoff s book, Comparative Pathology of Inflammation (1893).
(a) Four leukocytes from the frog, enclosing anthrax bacilli; some
are alive and unstained, others which have been killed have taken
up the vesuvine dye and have been colored; (b) drawing of an an-
thrax bacillus, stained by vesuvine, in a leukocyte of the frog; the
two figures represent two phases of movement of the same frog

leukocyte which contains stained anthrax bacilli within its phago-
cytic vacuole; (c and d) a foreign body (colored) in a starfish larva
surrounded by phagocytes which have fused to form a multinu-
cleate plasmodium shown at higher power in (d); (e) this gives a
feel for the dynamicattraction of the mobile mesenchymal phago-
cytes to a foreign intruder within a starfish larva.
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Figure 1.3. Ultrastructure of neutrophil. The multilobed nucleus
and two main types of cytoplasmic granules are well displayed.
(Courtesy of Dr D. McLaren.)

structures in the closely related eosinophil and baso-
phil (figures 1.3 and 1.4). These neutrophil granules are
of two main types: (i) the primary azurophil
granule which develops early (figure 1.4e), has
the typical lysosomal morphology and contains
myeloperoxidase together with most of the nonoxida-
tive antimicrobial effectors including defensins, bacte-
ricidal permeability increasing (BPI) protein and
cathepsin G (figure 1.3), and (ii) the peroxidase-
negative secondary specific granules containing
lactoferrin, much of the lysozyme, alkaline phos-
phatase (figure 1.4d) and membrane-bound cyto-
chrome by (figure 1.3). The abundant glycogen stores
can be utilized by glycolysis enabling the cells to func-
tion under anerobic conditions.

The macrophage

These cells derive from bone marrow promonocytes
which, after differentiation to blood monocytes, finally
settlein the tissues as mature macrophages where they

constitute the mononuclear phagocyte system (figure
1.5). They are present throughout the connective tissue
and around the basement membrane of small blood
vessels and are particularly concentrated in the lung
(figure 1.4h; alveolar macrophages), liver (Kupffer
cells) and lining of spleen sinusoids and lymph node
medullary sinuses where they are strategically placed
tofilter off foreign material. Otherexamples are mesan-
gial cellsin the kidney glomerulus, brain microglia and
osteoclasts in bone. Unlike the polymorphs, they are
long-lived cells with significant rough-surfaced endo-
plasmic reticulum and mitochondria (figure 1.8b) and,
whereas the polymorphs provide the major defense
against pyogenic (pus-forming) bacteria, as a rough
generalization it may be said that macrophages are at
their best in combating those bacteria (figure 1.4g),
viruses and protozoa which are capable of living with-
inthecells of thehost.

Pattern recognition receptors (PRRs) on
phagocytic cells recognize and are

activated by pathogen-associated molecular
patterns (PAMPs)

It hardly needs to be said but the body provides a very
complicated internal environment and the phagocytes
continuously encounter an extraordinary variety of
different cells and soluble molecules. They must
have mechanisms to enable them to distinguish these
friendly self components from unfriendly and
potentially dangerous microbial agents—as Charlie
Janeway so aptly putit, they should be able to discrim-
inate between ‘noninfectious self and infectious non-
self’. Not only must the infection be recognized, but it
must also generate a signal which betokens ‘danger’
(Polly Matzinger).

In the interests of survival, phagocytic cells have
evolved a system of receptors capable of recognizing
molecular patterns expressed on the surface of the
pathogens (PAMPs) which are conserved (i.e. unlikely
tomutate), shared by alarge group of infectious agents
(sparing the need for too many receptors) and clearly
distinguishable from self patterns. By and large these
patternrecognitionreceptors (PRRs)arelectin-likeand
bind multivalently with considerable specificity to ex-
posed microbial surfacesugarswith their characteristic
rigid three-dimensional configurations (PAMPs). They
do not bind appreciably to the galatose or sialic acid
groups which are commonly the penultimate and ulti-
mate sugars of mammalian surface polysaccharides.
PAMPs linked to extracellular infections include
Gram-negative lipopolysaccharide (LPS), Gram-
positive lipoteichoic acid, yeast cell wall mannans (cf.
figure 1.8) and mycobacterial glycolipids. Unmethy-
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(d) (e)

()

Figure 1.4. Cells involved in innate immunity. (a) Monocyte,
showing ‘horseshoe-shaped’ nucleus and moderately abundant
palecytoplasm. Note the three multilobed polymorphonuclear neu-
trophils and the small lymphocyte (bottom left). Romanowsky stain.
(b) Two monocytes stained for nonspecific esterase with a-naphthyl
acetate. Note the vacuolated cytoplasm. The small cell with focal
staining at the top is a T-lymphocyte. (c) Four polymorphonuclear
leukocytes (neutrophils) and one eosinophil. The multilobed
nuclei and the cytoplasmic granules are clearly shown, those of
the eosinophil being heavily stained. (d) Polymorphonuclear neu-
trophil showing cytoplasmic granules stained for alkaline phos-
phatase. (e) Early neutrophils in bone marrow. The primary
azurophilic granules (PG), originally clustered near the nucleus,
move towards the periphery where the neutrophil-specific granules
are generated by the Golgi apparatus as the cell matures. The nucle-
us gradually becomes lobular (LN). Giemsa. (f) Inflammatory cells
from the site of a brain hemorrhage showing the large active
macrophage in the center with phagocytosed red cells and promi-

s -

(k)

nentvacuoles. To the right is a monocyte with horseshoe-shaped nu-
cleus and cytoplasmic bilirubin crystals (hematoidin). Several mul-
tilobed neutrophils are clearly delineated. Giemsa. (g) Macrophages
in monolayer cultures after phagocytosis of mycobacteria (stained
red). Carbol-Fuchsin counterstained with Malachite Green. (h)
Numerous plump alveolar macrophages within air spaces in the
lung. (i) Basophil with heavily staining granules compared with a
neutrophil (below). (j) Mast cell from bone marrow. Round central
nucleus surrounded by large darkly staining granules. Two small
red cell precursors are shown at the bottom. Romanowsky stain. (k)
Tissue mast cells in skin stained with Toluidine Blue. The intracellu-
lar granules are metachromatic and stain reddish purple. Note the
clustering in relation to dermal capillaries. (The slides from which l-
lustrations (a), (b), (d), (e), (f), (i) and (j) were reproduced were very
kindly provided by Mr M. Watts of the Department of Haematology,
Middlesex Hospital Medical School; (c) was kindly supplied by
Professor J.J. Owen; (g) by Professors P. Lydyard and G. Rook; (h)
by Dr Meryl Griffiths; and (k) by Professor N. Woolf.)
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Figure1.5. The mononuclear phagocyte system.Promonocyte pre-
cursors in the bone marrow develop into circulating blood mono-
cytes which eventually become distributed throughout the body as
mature macrophages (M¢) as shown. The other major phagocytic
cell, the polymorphonuclear neutrophil, is largely confined to the
bloodstream except when recruited into sites of acute inflammation.

lated CpG (guanosine—cytosine) sequences in bac-
terial DNA and the double-stranded RNA from RNA
viruses are examples of PAMPs linked to intracellular
infections.

Engagement of the pattern recognition receptor gen-
erates a signal through an NFxB transcription factor
pathway which alerts the cell to danger and initiates
the phagocytic process. It may be worthwhile looking
more closely at the handling of Gram-negative LPS
(endotoxin) since failure to do so can result in septic
shock. Thebiologically reactive lipid Amoiety of LPSis
recognized by a plasma LPS-binding protein and the
complex captured by the CD14 scavenger molecule on
the phagocytic cell. This then activates a Toll-like re-
ceptor whichin turn unleashes a series of events culmi-
nating in the release of NF«B from its inhibitor; the free
NFxB translocates to the nucleus and triggers phago-
cytosis with the release of proinflammatory mediators
(figure 1.6).

Programed cell death (apoptosis; see below) is an es-
sential component of embryonic development and the
maintenance of the normal physiologicstate. The dead
cells need to be removed by phagocytosis but since
they do not herald any ‘danger’ this must be done
silently without setting off the alarm bells. According-
ly, recognition of apoptotic cells by macrophages
directly through the CD14 receptor and indirectly
through the binding of Clq to surface nucleosome
blebs (see p. 425) proceeds without provoking the re-

lease of proinflammatory mediators. In sharp contrast,
cells which are injured by infection and become necrot-
ic release endogenous heat-shock protein 60 which
acts as a danger signal to the phagocytic cells and es-
tablishes a protective inflammatory response.

Microbes are engulfed by
activated phagocytic cells

After adherence of the microbe to the surface of the
neutrophil or macrophage through recognition of
a PAMP (figure 1.7.2), the resulting signal (figure
1.7.3) initiates the ingestion phase by activating
an actin-myosin contractile system which extends
pseudopods around the particle (figures 1.7.4 and 1.8);
as adjacent receptors sequentially attach to the surface
of the microbe, the plasma membrane is pulled around
the particle just like a ‘zipper” until it is completely
enclosed in a vacuole (phagosome; figures 1.7.5 and
1.9). Events are now moving smartly and, within 1
minute, the cytoplasmic granules fuse with the phago-
some and discharge their contents around the impris-
oned microorganism (figure 1.7.7 and 1.9) which
is subject to a formidable battery of microbicidal
mechanisms.

There is an array of killing mechanisms

Killing by reactive oxygen intermediates

Trouble starts for the invader from the moment phago-
cytosis is initiated. There is a dramatic increase in ac-
tivity of the hexose monophosphate shunt generating
reduced nicotinamide-adenine-dinucleotide phos-
phate (NADPH). Electrons pass from the NADPH to a
flavine adenine dinucleotide (FAD)-containing mem-
brane flavoprotein and thence to a unique plasma
membrane cytochrome (cytb;.). This has the very low
midpoint redox potential of —245mV which allows
it to reduce molecular oxygen directly to superoxide
anion (figure 1.10a). Thus the key reaction catalysed by
this NADPH oxidase, which initiates the formation of
reactive oxygen intermediates (ROI), is:

NADPH +0,ZZ$NADP* +.03 (superoxide anion)
The superoxide anion undergoes conversion to hydro-
gen peroxide under the influence of superoxide dis-
mutase, and subsequently to hydroxyl radicals (-OH).
Each of these products has remarkable chemical reac-
tivity with a wide range of molecular targets, making
them formidable microbicidal agents; -OH in particu-
lar is one of the most reactive free radicals known.
Furthermore, the combination of peroxide, myeloper-
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Figure1.6. Activationofaphagocyticcellbya Gram-negative LPS
(endotoxin) danger signal. Circulating LPS is complexed by LPS-
binding protein (LBP) and captured by the CD14 (see p. 147 for CD
definitions) surface scavenging receptor. This signals internalization
of the complex and activates the Toll-like receptor (TLR), which then
initiates a phosphorylation cascade mediated by different kinase en-
zymes, as a result of which the transcription factor NFxB is released
from its inhibitor IxBand translocates to the nucleus, where it upreg-
ulates genes encoding defensive factors such as tumor necrosis
factor (TNF), antibiotic peptides and the NADPH oxidase which
generates reactive oxygen intermediates (see below). The Toll-like

oxidase and halide ions constitutes a potenthalogenat-
ing system capable of killing both bacteria and viruses
(figure 1.10a). Although H,O, and the halogenated
compounds are not as active as the free radicals, they
are more stable and therefore diffuse further, making
them toxic to microorganisms in the extracellular
vicinity.

Killing by reactive nitrogen intermediates

Nitric oxide surfaced prominently as a physiologic
mediator when it was shown to be identical with en-
dothelium-derived relaxing factor. This has proved to
bejustone of its many roles (including the mediation of
penile erection, would you believe it!), but of major in-
terest in the present context is its formation by an in-
ducible NO- synthase (iNOS) within most cells, but

,

Ubiquitin
degradation

Serine/threonine
kinase

TNFR ossociated
factor

NFxB inducing
kinase

Kinase

receptor is a leucine-rich molecule homologous with the Toll com-~
ponent which signals early embryonic differentiation events in
Drosophila. The TLR is not itself a PRR and does not provide a signal
for internalization, as shown by the ability of a double mutant of the
MyD88 adaptor to internalize microorganisms attached to a PRR
without producing inflammatory mediators such as TNF. The TLR
appears to control the type of defensive response to different mi-
crobes. Thus TLR4 engineers the response to Gram-negative bacte-
ria and LPS while TLR2 plays a key role in yeast and Gram-positive
infections.

particularly macrophages and human neutrophils,
thereby generating a powerful antimicrobial system
(figure 1.10b). Whereas the NADPH oxidase is dedi-
cated to the killing of extracellular organisms taken up
by phagocytosis and cornered within the phagocytic
vacuole, the NO: mechanism can operate against mi-
crobes which invade the cytosol; so, it is not surprising
that the majority of nonphagocytic cells which may be
infected by viruses and other parasites are endowed
with an iNOS capability. The mechanism of action may
be through degradation of the Fe-S prosthetic groups
of certain electron transport enzymes, depletion of
iron and production of toxic -ONOO radicals. The N-
ramp gene linked with resistance to microbes such
as bacille Calmette-Guérin (BCG), Salmonella and
Leishmania, which can live within an intracellular
habitat, is now known to express a protein forming a
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Figure 1.7. Phagocytosis and killing of a
bacterium. Stage 3/4, respiratory burst
and activation of NADPH oxidase; stage 5,
damage by reactive oxygen intermediates;
stage 6/7, damage by peroxidase, cationic
proteins, antibiotic peptide defensins,
lysozyme and lactoferrin.

Figure 1.8. Adherence and phagocytosis.
(a) Phagocytosis of Candida albicans by a
polymorphonuclear leukocyte
(neutrophil). Adherence to the yeast wall
surface mannan initiates enclosure of the
fungal particle within arms of cytoplasm.
Lysosomal granules are abundantbut
mitochondria are rare (x 15000). (b)
Phagocytosis of C. albicans by a monocyte
showing near completion of phagosome
formation (arrowed) around one organism
and complete ingestion of two others
(x5000). {Courtesy of Dr H. Valdimarsson.)

Figure 1.9. Phagolysosome formation. (a)
Neutrophil 30 minutes after ingestion of

C. albicans. The cytoplasm is already partly
degranulated and two lysosomal granules
(arrowed) are fusing with the phagocytic
vacuole. Two lobes of the nucleus are
evident (x5000). (b) Higher magnification
of (a) showing fusing granules discharging
their contents into the phagocytic vacuole
(arrowed) (x33000). (Courtesy of Dr H.
Valdimarsson.)
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transmembrane channel which may be involved in
transporting NO- across lysosome membranes.

Killing by preformed antimicrobials (figure 1.10c)

These molecules, contained within the neutrophil
granules, contact the ingested microorganism when
fusion with the phagosome occurs. The dismutation of
superoxide consumes hydrogenions and raises the pH
of the vacuole gently, so allowing the family of cationic
proteins and peptides to function optimally. The latter,
known as a-defensins, are approximately 3.5~4kDa
and invariably rich in arginine, and reach incredibly
high concentrations within the phagosome, of the
order of 20-100mg/ml. Like the bacterial colicins de-
scribed above, they have an amphipathic structure
which allows them to insert into microbial membranes
to form destabilizing voltage-regulated ion channels
(who copied whom?). These antibiotic peptides, at
concentrations of 10-100pg/ml, act as disinfectants
against a wide spectrum of Gram-positive and
-negative bacteria, many fungi and a number of en-
veloped viruses. Many exhibit remarkable selectivity
for prokaryotic and eukaryotic microbes relative to
host cells, partly dependent upon differential mem-
branelipid composition. One mustbeimpressed by the
ability of this surprisingly simple tool to discriminate
large classes of nonself cells, i.e. microbes from self.
Asifthiswasnotenough, further damageisinflicted
on thebacterial membranes both by neutral proteinase
(cathepsin G)action and by direct transfer to the micro-

Figure1.10. Microbicidal mechanisms of phagocytic cells. (a) Pro-
duction of reactive oxygen intermediates. Electrons from NADPH
are transferred by the flavocytochrome oxidase enzyme to molecu-
lar oxygen to form the microbicidal molecular species shown in the
boxes. (For the more studious—The phagocytosis triggering agent
binds toa classic G-protein-linked seven transmembrane domain re-
ceptor which activates an intracellular guanosine triphosphate
(GTP)-binding protein. This in turn activates an array of enzymes:
phosphoinositol-3 kinase concerned in the cytoskeletal reorganiza-
tion underlying chemotactic responses (p. 10), phospholipase-Cy2
mediating events leading to lysosome degranulation and phospho-
rylation of p47 phox through activation of protein kinase C, and the
MEK and MAP kinase systems (cf. figure 9.6) which oversee the as-
sembly of the NADPH oxidase. This is composed of the membrane
cytochrome b, consisting of a p21 heme protein linked to gp91
with binding sites for NADPH and FAD on its intracellular aspect,
to which phosphorylated p47 and p67 translocate from the cytosol
on activation of the oxidase.) (b) Generation of nitric oxide. The
enzyme, which structurally resembles the NADPH oxidase, can
be inhibited by the arginine analog N-monomethyl-L-arginine
(t-NMMA). The combination of NO- with superoxide anion yields
the highly toxic peroxynitrite radical -ONOO which cleaves on
protonation to form reactive -OH and NO, molecules. NO- can form
mononuclear iron dithioldinitroso complexes leading to iron deple-
tion and inhibition of several enzymes. (c) The basis of oxygen-
independent antimicrobial systems.

5
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bial surface of BPI, which increases bacterial perme-
ability. Low pH, lysozyme and lactoferrin constitute
bactericidal or bacteriostatic factors which are oxygen
independent and can function under anerobic circum-
stances. Finally, the killed organisms are digested by
hydrolytic enzymes and the degradation products re-
leased to the exterior (figure 1.7.8).

By now, the reader may be excused a little smugness
as she or he shelters behind the impressive antimicro-
bial potential of the phagocytic cells. But there are
snags to consider; our formidable array of weaponry is
useless unless the phagocyte can: (i) ‘home onto” the
microorganism, (ii) adhere to it, and (iii) respond by
the membrane activation which initiates engulfment.
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Figure 1.11. Structural basis for the cleavage of C3 by C3 conver-
tase and its covalent binding to ‘OH or -NH, groups at the cell sur-
face through exposure of the internal thiolester bonds. Further
cleavage leaves the progressively smaller fragments, C3dg and C3d,
attached to the membrane. (Based essentially on Law S.H.A. & Reid
K.B.M. (1988) Complement, figure 2.4. IRL Press, Oxford.)

Some bacteria do produce chemical substances, such
as the peptide formyl.Met.Leu.Phe, which directional-
ly attract leukocytes, a process known as chemotaxis;
many organisms do adhere to the phagocyte surface
and many do spontaneously provide the appropriate
membrane initiation signal. However, our teeming
microbial adversaries are continually mutating to pro-
duce new species which may outwit the defenses by
doing none of these. What then? The body has solved
these problems with the effortless ease that comes with
a few million years of evolution by developing the
complement system.

COMPLEMENT FACILITATES PHAGOCYTOSIS
Complement and its activation

Complement is the name given to a complex series of
some 20 proteins which, along with blood clotting,
fibrinolysis and kinin formation, forms one of the
triggered enzyme systems found in plasma. These
systems characteristically produce a rapid, highly
amplified response to a trigger stimulus mediated by
a cascade phenomenon where the product of one
reaction is the enzymic catalyst of the next.

Some of the complement components are designat-
ed by the letter ‘C’ followed by a number which is re-
lated more to the chronology of its discovery than to its
position in the reaction sequence. The most abundant

and the most pivotal componentis C3 which hasamol-
ecular weight of 195kDa and is present in plasma at a
concentration of around 1.2mg/ml.

C3 undergoes slow spontaneous cleavage

Under normal circumstances, an internal thiolester
bond in C3 (figure 1.11) becomes activated sponta-
neously at a very slow rate, either through reaction
with water or with trace amounts of a plasma prote-
olytic enzyme, to form a reactive intermediate, either
the split product C3b, or a functionally similar mole-
cule designated C3i or C3(H,O). In the presence of
Mg?*" this can complex with another complement
component, factor B, which then undergoes cleavage
by a normal plasma enzyme (factor D) to generate
C3bBb. Note that, conventionally, abar over acomplex
denotes enzymic activity and that, on cleavage of a
complement component, the larger product is gener-
ally given the suffix ‘b” and the smaller ‘a’.

C3bBb has animportant new enzymicactivity: itisa
C3 convertase which can split C3 to give C3a and C3b.
We will shortly discuss the important biologic conse-
quences of C3 cleavage in relation to microbial defens-
es, but under normal conditions there must be some
mechanism to restrain this process to a ‘tick-over’ level
since it can also give rise to more C3bBb, thatis, we are
dealing witha potentially runaway positive-feedback
loop (figure 1.12). As with all potentially explosive
triggered cascades, there are powerful regulatory
mechanisms.

C3b levels are normally tightly controlled

In solution, the C3bBb convertase is unstable and fac-
tor Bis readily displaced by another component, factor
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H, to form C3bH which is susceptible to attack by the
C3b inactivator, factor I (figure 1.12; further discussed
on p. 307). The inactivated iC3b is biologically inactive
and undergoes further degradation by proteases in
the body fluids. Other regulatory mechanisms are dis-
cussed at a later stage (see p. 307).

C3 convertase is stabilized on microbial surfaces

A number of microorganisms can activate the
C3bBb convertase to generate large amounts of C3
cleavage products by stabilizing the enzyme on their
(carbohydrate) surfaces, thereby protecting the C3b
from factor H. Another protein, properdin, acts subse-
quently on this bound convertase to stabilize it even
further. As C3 is split by the surface membrane-bound
enzyme to nascent C3b, it undergoes conformational

change and its potentially reactive internal thiolester
bond becomes exposed. Since the half-life of nascent
C3bisless than 100 psec, it can only diffuse a short dis-
tance before reacting covalently with local hydroxyl
or amino groups available at the microbial cell surface
(figure 1.11). Each catalytic site thereby leads to the
clustering of large numbers of C3b molecules on the
microorganism. This series of reactions leading to C3
breakdown provoked directly by microbes has been
called the alternative pathway of complement activa-
tion (figure 1.12).

The post-C3 pathway generates a membrane
attack complex

Recruitment of a further C3b molecule into the C3bBb
enzymic complex generates a C5 convertase which
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(a) |

(b)

activates C5 by proteolytic cleavage releasing a small
polypeptide, C5a, and leaving the large C5b fragment
loosely bound to C3b. Sequential attachment of C6 and
C7to C5b forms a complex with a transient membrane-
binding site and an affinity for the B-peptide chain of
C8.The C8a. chainsits in the membrane and directs the
conformational changes in C9 which transform it into
an amphipathic molecule capable of insertion into the

C5 CONVERTASE

CELL SURFACE

Figure1.13. Post-C3 pathway generating C5a and the C5b-9 mem-
brane attack complex (MAQ). (a) Cartoon of molecular assembly.
The conformational change in C9 protein structure which converts it
from a hydrophilic to an amphipathic molecule (bearing both hy-
drophobic and hydrophilic regions) can be interrupted by an anti-
body raised against linear peptides derived from C9; since the
antibody does not react with the soluble or membrane-bound forms
of the molecule, it must be detecting an intermediate structure tran-
siently revealed in a deep-seated structural rearrangement. (b) Elec-
tron micrograph of a membrane C5b-9 complex incorporated into
liposomal membranes clearly showing the annular structure. The
cylindrical complex is seen from the side inserted into the membrane
of the liposome on the left, and end-on in that on the right. Although
in itself a rather splendid structure, formation of the annular C9
cylinder is probably not essential for cytotoxic perturbation of the
target cell membrane, since this can be achieved by insertion of am-
phipathic C9 molecules in numbers too few to form a clearly defined
MAC. (Courtesy of Professor J. Tranum-Jensen and Dr S. Bhakdi.)

lipid bilayer (cf. the colicins, p. 2) and polymerization
to an annular membrane attack complex (MAC; fig-
ures 1.13 and 2.4). This forms a transmembrane chan-
nel fully permeable to electrolytes and water, and due
to the high internal colloid osmotic pressure of cells,
there is a net influx of Na* and water frequently lead-
ing tolysis.

Complement has a range of defensive
biological functions

These can be grouped conveniently under three
headings.

1 C3b adheres to complement receptors

Phagocytic cells have receptors for C3b (CR1) and iC3b
(CR3) which facilitate the adherence of C3b-coated
microorganisms to the cell surface (discussed more
fully on p. 258).

2 Biologically active fragments are released

C3a and C5a, the small peptides split from the parent
molecules during complement activation, have sever-
al important actions. Both act directly on phagocytes,
especially neutrophils, to stimulate the respiratory
burst associated with the production of reactive oxy-
gen intermediates and to enhance the expression of
surface receptors for C3b and iC3b. Also, both are ana-
phylatoxins in that they are capable of triggering
mediator release from mast cells (figures 1.4k and 1.14)
and their circulating counterpart, the basophil (figure
1.4i), a phenomenon of such relevance to our present
discussion that we have presented details of the medi-
ators and their actions in figure 1.15; note in particular
the chemotactic properties of these mediators and
their effects on blood vessels. In its own right, C3a is a
chemoattractant for eosinophils whilst C5a is a potent
neutrophil chemotactic agent and also has a striking
ability to act directly on the capillary endothelium to
produce vasodilatation and increased permeability, an
effect which seems to be prolonged by leukotriene B,
released from activated mast cells, neutrophils and
macrophages.

3 The terminal complex caninduce membrane lesions

As described above, the insertion of the membrane
attack complex into a membrane may bring about cell
lysis. Providentially, complement is relatively ineffi-
cient at lysing the cell membranes of the autologous
host due to the presence of control proteins (cf. p. 307).
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Figure 1.14. The mast cell. (a) A resting cell with many membrane-
bound granules containing preformed mediators. (b) A triggered
mast cell. Note that the granules have released their contents and are
morphologically altered, being larger and less electron dense. Al-
though most of the altered granules remain within the circumfer-
ence of the cell, they are open to the extracellular space. (Electron
micrographs x5400.) (Courtesy of Drs D. Lawson, C. Fewtrell, B.
Gomperts and M.C. Raff from (1975) Journal of Experimental Medicine
142,391.)

COMPLEMENT CAN MEDIATE AN ACUTE
INFLAMMATORY REACTION

We can now put together an effectively orchestrated
defensive scenario initiated by activation of the alter-
native complement pathway (see figure 1.16).

In the first act, C3bBb is stabilized on the surface of
the microbe and cleaves large amounts of C3. The C3a
fragmentisreleased but C3b moleculesbind copiously
to the microbe. These activate the next step in the se-
quence to generate C5a and the membrane attack com-

plex (although many organisms will be resistant to its
action).

The mast cell plays a central role

The next act sees C3a and C5a, together with the medi-
ators they trigger from the mast cell, acting to recruit
polymorphonuclear phagocytes and further plasma
complement components to the site of microbial inva-
sion. The relaxation induced in arteriolar walls causes
increased blood flow and dilatation of the small
vessels, while contraction of capillary endothelial
cells allows exudation of plasma proteins. Under the
influence of the chemotaxins, neutrophils slow down
and the surface adhesion molecules they are stimulat-
ed to express cause them to marginate to the walls of
the capillaries where they pass through gaps between
the endothelial cells (diapedesis) and move up the
concentration gradient of chemotactic factors until
they come face to face with the C3b-coated microbe.
Adherence to the neutrophil C3b receptors then
takes place, C3a and C5a at relatively high concentra-
tions in the chemotactic gradientactivate the respirato-
ry burst and, hey presto, the slaughter of the last act
canbegin!

The processes of capillary dilatation (redness), exu-
dation of plasma proteins and also of fluid (edema)
due to hydrostatic and osmotic pressure changes, and
accumulation of neutrophils are collectively termed
the acute inflammatory response.

Macrophages can also do it

Althoughnotyet established with the same confidence
that surrounds the role of the mast cell in acute inflam-
mation, the concept seems to be emerging that the
tissue macrophage may mediate a parallel series of
events with the same final end result. Nonspecific
phagocytic events and certain bacterial toxins such
as the lipopolysaccharides (LPSs) can activate macro-
phages, but the phagocytosis of C3b-opsonized
microbes and the direct action of Cba generated
through complement activation are guaranteed to
goad the cell into copious secretion of soluble
mediators of the acute inflammatory response
(figure 1.17).

These upregulate the expression of adhesion mole-
cules for neutrophils on the surface of endothelial
cells, increase capillary permeability and promote the
chemotaxis and activation of the polymorphonuclear
neutrophils themselves. Thus, under the stimulus of
complement activation, the macrophage provides
a pattern of cellular events which reinforces the
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eosinophil chemotactic factor; GM-CSFE,

Lipoxygenase

LEUKOTRIENES C,, D, (SRS-A), B, | Vasoactive, bronchoconstriction,

granulocyte-macrophage colony-

pathway chemotaxis stimulating factor; NCF, neutrophil
chemotactic factor. Chemotaxis refers to

Cyclo-oxygenase PROSTAGLANDINS | Affect bronchial muscle, plafelet ! directed migration of granulocytes up the

pathway THROMBOXANES | aggregation and vasodilatation | pathway concentration gradient of the

mediator.

mast cell-mediated pathway leading to acute
inflammation —yet another of the body’s fail-safe
redundancy systems (often known as the ‘belt and
braces’ principle).

HUMORAL MECHANISMS PROVIDE A
SECOND DEFENSIVE STRATEGY

Microbicidal factors in secretions

Turning now to those defense systems which are medi-
ated entirely by soluble factors, we recollect that many
microbes activate the complement system and may be

lysed by the insertion of the membrane attack com-
plex. The spread of infection may be limited by en-
zymes released through tissue injury which activate
the clotting system. Of the soluble bactericidal sub-
stances elaborated by the body, perhaps the most
abundant and widespread is the enzyme lysozyme, a
muramidase which splits the exposed peptidoglycan
wall of susceptible bacteria (cf. figure 13.5).

Like the a-defensins of the neutrophil granules,
the human B-defensins are peptides derived by pro-
teolytic cleavage from larger precursors; they have
B-sheet structures, 29-40 amino acids and three intra-
molecular disulfide bonds, although they differ from
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Figure 1.16. The defensive strategy of the
acute inflammatory reaction initiated by
bacterial activation of the alternative C
pathway. Directions: @ start with the
activation of the C3bBb C3 convertase by
thebacterium, @ notice the generation of
C3b (@ which binds to the bacterium), C3a
and Cha, @ which recruit mast cell
mediators; ® follow their effect on
capillary dilatation and exudation of
plasma proteins and ® their chemotactic
attraction of neutrophils to the C3b-coated
bacterium and triumph in @ the adherence
and final activation of neutrophils for
thekill. - -
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Figure 1.17. Stimulation by complement
components and bacterial toxins such as B dhesion
LPS induces macrophage secretion of molecules
mediators of an acute inflammatory
response. Blood neutrophils stick to the
adhesion molecules on the endothelial cell
and use this to provide traction as they
force their way between the cells, through
the basement membrane (with the help of
secreted elastase) and up the chemotactic
gradient.
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Table1.1. Acute phase proteins.

the o-defensins in the placement of their six
cysteines. The main human -defensin, hDB-1, is pro-
duced abundantly in the kidney, the female reproduc-
tive tract, the oral gingiva and especially the lung
airways. Since the word has it that we are all infected
every day by tens of thousands of airborne bacteria,
this must be an important defense mechanism. This
being so, inhibition of hDB-1 and of a second pul-
monary defensin, hDB-2, by high ionic strength could
account for the susceptibility of cystic fibrosis patients
to infection since they have an ion channel! mutation
which results in an elevated chloride concentration in
airway surface fluids. Another airway antimicrobial
active against Gram-negative and -positive bacteria
is LL-37, a 37-residue a-helical peptide released by
proteolysis of a cathelicidin (cathepsin L-inhibitor)
precursor.

This theme surfaces again in the stomach where a
peptide split from lactoferrin by pepsin could provide
the gastric and intestinal secretions with some antimi-
crobial policing. A rather longer two-domain peptide
with 108 residues, termed secretory leukoprotease in-
hibitor (SLPI), is found in many human secretions. The
C-terminal domain is anti-protease but the N-terminal
domainis distinctly unpleasant to metabolically active
fungal cells and to various skin-associated micro-
organisms, which makes its production by human
keratinocytes particularly appropriate. In passing, itis
worth pointing out that many b-amino acid analogs of
peptide antibiotics form left-handed helices which re-
tain the ability to induce membrane ion channels and
hence their antimicrobial powers and, given their
resistance to catabolism within the body, should
be attractive candidates for a new breed of synthetic
antibiotics. Lastly, we may mention the two lung sur-
factant proteins SP-A and SP-D which, in conjunction
with various lipids, lower the surface tension of the
epithelial lining cells of the lung to keep the airways
patent. They belong to a totally different structural
group of molecules termed collectins (see below)
which contribute to innate immunity through bind-
ing of their lectin-like domains to carbohydrates on
microbes, and their collagenous stem to cognate re-
ceptors on phagocytic cells—thereby facilitating the
ingestion and killing of the infectious agents.

Acute phase proteins increase in
response to infection

Anumber of plasma proteins collectively termed acute
phase proteins show a dramatic increase in concen-
tration in response to early ‘alarm’ mediators such as
macrophage-derived interleukin-1 (IL-1) released as a

| Acute phase reactant

Role

| Dromatic increases
In concentration

C-reactive protein

Mannose binding protein
«,-0cid glycoprotein

Serum amyloid P component

Fixes complement, opsonizes
Fixes complement, opsonizes
Transport protein

Amyloid component precursor

Moderate increases
in concentration:

a,-proteinase inhibitors
a,-antichymotrypsin
C3, €9, factor B
Ceruloplasmin
Fibrinogen

Angiotensin
Haptoglobin
Fibronectin

Inhibit bacterial proteases
Inhibit bacterial proteases
Increase complement function
-0; scavenger

Coagulation

Blood pressure

Bind hemoglobin

Cell attachment

result of infection or tissue injury. These include C-
reactive protein (CRP), mannose-binding protein
(MBP) and serum amyloid P component (table 1.1).
Other acute phase proteins showing a more modest
rise in concentration include o,-antichymotrypsin,
fibrinogen, ceruloplasmin, C9 and factor B. Overall, it
seems likely that the acute phase response achieves a
beneficial effect through enhancing host resistance,
minimizing tissueinjury and promoting the resolution
and repair of the inflammatory lesion.

To take an example, during an infection, microbial
products such as endotoxins stimulate the release of
IL-1, whichisan endogenous pyrogen (incidentally ca-
pable of improving our general defenses by raising the
body temperature), and IL-6. These in turn act on the
liver to increase the synthesis and secretion of CRP to
such an extent that its plasma concentration may rise
1000-fold.

Human CRP is composed of five identical polypep-
tide units noncovalently arranged as a cyclic pentamer
around a Ca-binding cavity. These protein pentraxins
have been around in the animal kingdom for some
time, since a closely related homolog, limulin, is pre-
sent in the hemolymph of the horseshoe crab, not ex-
actly a close relative of Homo sapiens. A major property
of CRP is its ability to bind in a Ca-dependent fashion,
as a pattern recognition molecule, to a number of
microorganisms which contain phosphorylcholine
in their membranes, the complex having the useful
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property of activating complement (by the classical
and not the alternative pathway with which we are at
present familiar). This results in the deposition of C3b
on the surface of the microbe which thus becomes
opsonized (i.e. ‘made ready for the table’) for adher-
ence to phagocytes.

Yet another member of this pentameric family is
the serum amyloid P (SAP) component. This protein
can complex with chondroitin sulfate, a cell matrix
glycosaminoglycan, and subsequently bind lysosomal
enzymes such as cathepsin B released within a focus of
inflammation. The degraded SAP becomes a compo-
nent of the amyloid fibrillar deposits which accom-
pany chronic infections—it might even be a key
initiator of amyloid deposition (cf. p. 385).

A most important acute phase opsonin is the Ca-
dependent mannose-binding protein (MBP) which
can react not only with mannose but several other
sugars, so enabling it to bind with an exceptionally
wide variety of Gram-negative and -positive bacteria,
yeasts, viruses and parasites; its subsequent ability to
trigger the classical C3 convertase through two novel
associated serine proteases (MASP-1 and MASP-2)
qualifies it as an opsonin. (Please relax, we unravel the
secrets of the classical pathway in the next chapter.)
MBP is a multiple of trimeric complexes, each unit
of which contains a collagen-like region joined to a
globular lectin-binding domain. This structure places
it in the family of collectins (collagen + lectin) which
have the ability to recognize ‘foreign’ carbohydrate
patterns differing from ‘self” surface polysaccharides
normally decorated by terminal galactose and sialic
acid groups, whilst the collagen region can bind to and
activate phagocytic cells through complementary re-
ceptors on their surface. The collectins, especially MBP
and the alveolar surfactant molecules SP-A and SP-D
mentioned earlier, have many attributes that qualify
them for a first-line role in innate immunity. These in-
clude the ability to differentiate self from nonself, to
bind to a variety of microbes, to generate secondary
effector mechanisms, and to be widely distributed
throughout the body including mucosal secretions.

Interestin the collectin conglutinin has perked up re-
cently with the demonstration, first, that it is found in
humans and not just in cows, and second, that it can
bind to N-acetylglucosamine; being polyvalent, this
implies an ability to coat bacteria with C3b by cross-
linking the available sugar residue in the complement
fragment with the bacterial proteoglycan. Although it
is not clear whether conglutinin is a member of the
acute phase protein family, we mention it here because
it embellishes the general idea that the evolution of
lectin-like molecules which bind to microbial rather

than self polysaccharides, and which can then hitch
themselves to the complement system or to phago-
cytic cells, has proved to be such a useful form of
protection for the host (figure 1.18).

Interferons inhibit viral replication

These are a family of broad-spectrum antiviral agents
present in birds, reptiles and fishes as well as the high-
er animals, and first recognized by the phenomenon
of viral interference in which an animal infected with
one virus resists superinfection by a second unrelated
virus. Different molecular forms of interferon have
been identified, all of which have been gene cloned.
There are atleast 14 different o-interferons (IFNo) pro-
duced by leukocytes, while fibroblasts, and probably
all cell types, synthesize IFNB. We will keep a third
type (IFNY), which is not directly induced by viruses,
up our sleeves for the moment.

Cells synthesize interferon when infected by a virus
and secrete it into the extracellular fluid where it
binds to specific receptors on uninfected neighboring
cells. The bound interferon now exerts its antiviral
effect in the following way. At least two genes are
thought to be derepressed in the interferon-treated cell
allowing the synthesis of two new enzymes. The first,
a protein kinase, catalyses the phosphorylation of a
ribosomal protein and an initiation factor necessary
for protein synthesis, so greatly reducing mRNA
translation. The other catalyses the formation of a
short polymer of adenylic acid which activates a
latent endonuclease; this in turn degrades both viral
and hostmRNA.

MICROBE
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Figure 1.18. A major defensive strategy by soluble factors. The
recognition elements link the microorganism to a microbicidal
system through the adaptor region. PAMP, pathogen-associated
molecular pattern.
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Whatever the precise mechanism of action ultimate-
ly proves to be, the net result is to establish a cordon of
uninfectable cells around the site of virus infection so
restraining its spread. The effectiveness of interferon in
vivo may be inferred from experiments in which mice
injected with an antiserum to murine interferons could
be killed by several hundred times less virus than was
needed to kill the controls. However, it must be pre-
sumed that interferon plays a significant role in the
recovery from, as distinct from the prevention of, viral
infections.

As a group, the interferons may prove to have a
wider biologic role than the control of viral infection. It
will be clear, for example, that the induced enzymes
described above would act to inhibit host cell division
just as effectively as viral replication. The interferons
may also modulate the activity of other cells, such as
the natural killer cells, to be discussed in the following
section.

EXTRACELLULAR KILLING

Natural killer (NK) cells

Viruses lack the apparatus for self renewal and so it is
essential for them to penetrate the cells of the infected
hostin order to take over its replicative machinery. Itis
clearly in the interest of the host to find a way to kill
such infected cells before the virus has had a chance
to reproduce. NK cells appear to do just that when
studied in vitro.

They are large granular lymphocytes (figure 2.6a)
with a characteristic morphology (figure 2.7b).
Killer and target are brought into close opposition
(figure 1.19a) through recognition by lectin-like (i.e.
carbohydrate-binding) and other receptors on the NK
cell (cf. p. 69) of structures on high molecular weight
glycoproteins on the surface of virally infected cells.
Activation of the NK cell ensues and leads to polariza-
tion of granules between nucleus and target within
minutes and extracellular release of their contents into
the space between the two cells followed by target cell
death.

One of the most important of the granule com-
ponents is a perforin or cytolysin bearing some
structural homology to C9; like that protein, but
without any help other than from Ca?", it can insert
itself into the membrane of the target, apparently by
binding to phosphorylcholine through its central
amphipathic domain. It then polymerizes to form a
transmembrane pore with an annular structure, com-
parable to the complement membrane attack complex
(figure 1.19a).

|NKCELL 1l 2 3 ‘1-_

TRIGGER

CASPASE

VIRALLY CASCADE

INFECTED

TARGET

CELL DEATH SIGNAL APOPTOSIS

a» Perforin o TNF
Granzyme ~r TNF receptor

A Vially induced structure
/\ NK receptor

Figure 1.19. Extracellularkilling of virally infected cell by natural
killer (NK) cell. (a) Binding of the NK receptors to the surface of the
virally infected cell triggers the extracellular release of perforin mol-
ecules from the granules; these polymerize to form transmembrane
channels which may facilitate lysis of the target by permitting entry
of granzymes which induce apoptotic cell death through activation
of the caspase protease cascade and ultimate fragmentation of nu-
clear DNA. (Model resembling that proposed by Hudig D., Ewoldt
G.R. & Woodward S.L. (1993) Current Opinion in Immunology 5, 90.).
Another granule component, TNF, activates caspase-dependent
apoptosis through the ‘death domains’ of the surface TNF receptors
on the target cell. Engagement of the NK receptor also activates
a parallel killing mechanism mediated through the binding of the
Fas-ligand (FasL) on the effector to the target cell Fas receptor whose
cytoplasmic death domains activate procaspase-8. (b) Fragmenta-
tion of nucleosome DNA into 200kb ‘ladder” fragments following
programed cell death (kindly provided by Professor S. Martin). Lane
1: standards obtained by digestion of A DNAby HindIIl; lanes 2 and
3: undegraded DNA from normal control cells; lane 4: characteristic
breakdown of DNA from apoptotic cells. Because this is such a fun-
damental ‘default’ mechanismin every cell, itis crucial for there tobe
heavy regulation: thus alarge group of regulatory proteins, the Bcl-2
subfamily, inhibit apoptosis while the Bax and BH3 subfamilies pro-
mote it. The word “apoptosis’ in ancient Greek describes the falling
of leaves from trees or of petals from flowers and aptly illustrates
apoptosis in cells where they detach from their extracellular matrix
support structures. (See figure 12.7 for morphologic appearance of
apoptotic cells.)
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Target cells are told to commit suicide

Whereas C9-induced cell lysis is brought about
through damage to outer membranes followed later by
nuclear changes, NK cells kill by activating apoptosis
(programed cell death), a mechanism present in
every cell which leads to self immolation. Apoptosis
is mediated by a cascade of proteolytic enzymes
termed caspases. Like other multicomponent cas-
cades, such as the blood clotting and complement sys-
tems, it depends upon the activation by proteolytic
cleavage of a proenzyme next in the chain, and so on.
The sequence terminates with very rapid nuclear frag-
mentation effected by a Ca-dependent endonuclease
which acts on the vulnerable DNA between nucleo-
somes to produce the 200kb ‘nucleosome ladder’
fragments (figure 1.19b); only afterwards can one
detect release of ®'Cr-labeled cytoplasmic proteins
through defective cell surface membranes. These nu-
clear changes are not produced by C9. Thus, although
perforin and C9 appear to produce comparable mem-
brane ‘pores’, there is a dramatic difference in their
killing mechanisms.

In addition to perforin, the granules contain tumor
necrosis factor-o (TNFo), lymphotoxin- and a family
of serine proteases termed granzymes, one of which,
granzyme B, can function as an NK cytotoxic factor by
passing through the perforin membrane pore into the
cytoplasm where it can split procaspase-8 and activate
the apoptotic process. Tumor necrosis factor can in-
duce apoptotic cell death through reaction with cell
surface TNF receptors whose cytoplasmic ‘death
domains’ can also activate procaspase-8. Chondroitin
sulfate A, a protease-resistant highly negatively
charged proteoglycan present in the granules, may
subserve the function of protecting the NK cell from
autolysis by its own lethal agents.

Killing by NK cells can still occur in perforin-
deficient mice, probably through a parallel mechanism

involving Fas receptor molecules on the target cell sur-
face. Engagement of Fas by the so-called Fas-ligand
(FasL) on the effector cell provides yet another path-
way for the induction of an apoptotic signal in the un-
lucky target.

The various interferons augment NK cytotoxicity
and, since interferons are produced by virally infected
cells, we have a nicely integrated feedback defense
system.

Eosinophils

Large parasites such as helminths cannot physically be
phagocytosed and extracellular killing by eosinophils
would seem to have evolved to help cope with this
situation. These polymorphonuclear ‘cousins’ of the
neutrophil have distinctive granules which stain avid-
ly with acid dyes (figure 1.4c) and have a characteristic
appearance in the electron microscope (figure 13.22). A
major basic protein is localized in the core of the gran-
ules while an eosinophilic cationic protein together
with a peroxidase have been identified in the granule
matrix. Other enzymes include arylsulfatase B,
phospholipase D and histaminase. They have sur-
face receptors for C3b and on activation produce a
particularly impressive respiratory burst with con-
comitant generation of active oxygen metabolites. Not
satisfied with that, nature has also armed the cell with
granule proteins capable of producing a transmem-
brane plug in the target membrane like C9 and the NK
perforin. Quite a nasty cell.

Most helminths can activate the alternative comple-
ment pathway, but although resistant to C9 attack,
their coating with C3b allows adherence of eosinophils
through their C3b receptors. If this contact should lead
to activation, the eosinophil will launch its extracellu-
lar attack which includes the release of the major basic
protein and especially the cationic protein which
damages the parasite membrane.

SUMMARY

A wide range of innate immune mechanisms operate
which do notimprove with repeated exposure to infection.

Barriers against infection

» Microorganisms are kept out of the body by the skin, the
secretion of mucus, ciliary action, the lavaging action of
bactericidal fluids (e.g. tears), gastric acid and microbial
antagonism.

» [f penetration occurs, bacteria are destroyed by soluble
factors such as lysozyme and by phagocytosis with intra-
cellular digestion.

Phagocytic cells kill microorganisms

* The main phagocytic cells are polymorphonuclear
neutrophils and macrophages.

» The phagocytic cells use their pattern recognition

(continued p. 20)
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receptors (PRRs) to recognize and adhere to pathogen-
associated molecular patterns (PAMPs) on the microbe
surface.

* Organisms adhering to the phagocyte surface activate
the engulfment process and are taken inside the cell where
they fuse with cytoplasmic granules.

* A formidable array of microbicidal mechanisms then
come into play: the conversion of O, to reactive oxygen in-
termediates, the synthesis of nitric oxide and the release of
multiple oxygen-independent factors from the granules.

Complement facilitates phagocytosis

¢ The complement system, a multicomponent triggered
enzyme cascade, is used to attract phagocytic cells to the
microbes and engulf them.

¢ The mostabundantcomponent, C3, issplitby a conver-
tase enzyme formed from its own cleavage product C3b
and factor B and stabilized against breakdown caused by
factors Hand I, through association with the microbial sur-
face. Asitis formed, C3b becomes linked covalently to the
microorganism.

* The next component, C5, is activated yielding a small
peptide, C5a; the residual C5b binds to the surface and as-
sembles the terminal components C6-9 into a membrane
attack complex which is freely permeable to solutes and
can lead to osmotic lysis.

¢ (C5a is a potent chemotactic agent for neutrophils and
greatly increases capillary permeability.

* C3a and C5a act on mast cells causing the release of
further mediators, such as histamine, leukotriene B, and
tumor necrosis factor (TNF), with effects on capillary per-
meability and adhesiveness, and neutrophil chemotaxis;
they also activate neutrophils.

The complement-mediated acute inflammatory reaction

 Following the activation of complement with the ensu-
ingattractionand stimulation of neutrophils, the activated
phagocytes bind to the C3b-coated microbes by their sur-

face C3b receptors and may then ingest them. The influx
of polymorphs and the increase in vascular permeability
constitute the potentantimicrobial acute inflammatory re-
sponse (figure 2.18).

e Inflammation can also be initiated by tissue
macrophages which subserve a similar role to the mast
cell, since signaling by bacterial toxins, C5a or iC3b-coated
bacteria adhering to surface complement receptors causes
release of neutrophil chemotactic and activating factors.

Humoral mechanisms provide a second defensive strategy

¢ In addition to lysozyme, peptide defensins and the
complement system, other humoral defenses involve the
acute phase proteins, such as C-reactive and mannose-
binding proteins, whose synthesis is greatly augmented
by infection. Mannose-binding protein is a member of the
collectin family including conglutinin and surfactants
SP-A and SP-D, notable for their ability to distinguish
microbial from ‘self’ surface carbohydrate groups by their
pattern recognition molecules.

* Recovery from viral infections can be effected by the in-
terferons which block viral replication.

Extracellular Killing

¢ Virallyinfected cells canbekilled by large granular lym-
phocytes with NK activity through a perforin/granzyme
and a separate Fas-mediated pathway, leading to pro-
gramed cell death (apoptosis) mediated by activation of
the caspase protease cascade which fragments the nuclear
DNA.

¢ Extracellular killing by C3b-bound eosinophils may be
responsible for the failure of many large parasites to estab-
lish a foothold in potential hosts.

See the accompanying website (www.roitt.com)
for multiple choice questions.
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INTRODUCTION

Qur microbial adversaries have tremendous op-
portunities through mutation to evolve strategies
which evade our innate immune defenses. For ex-
ample, most of the successful parasites activate the
alternative complement pathway and bind C3b,
yet eosinophils which adhere are somehow not
triggered into offensive action. The same holds
true for many bacteria, while some may so shape
their exteriors as to avoid complement activation
completely. The body obviously needed to ‘devise’
defense mechanisms which could be dovetailed
individually to each of these organisms no matter
how many there were. In other words a very large
number of specificimmune defenses needed to be
atthebody’s disposal. Quite a tall order!

ANTIBODY —THE SPECIFIC ADAPTOR

Evolutionary processes came up with what can only be
described as a brilliant solution. This was to fashion an
adaptor molecule which was intrinsically capable not
only of activating the complement system and of stim-
ulating phagocytic cells, but also of sticking to the
offending microbe. The adaptor thus had three main
regions, two concerned with communicating with
complement and the phagocytes (the biological func-
tions) and one devoted to binding to an individual
microorganism (the external recognition function). In

most biological systems like hormones and receptors,
and enzymes and substrates, recognition usually oc-
curs through fairly accurate complementarity in shape
allowing the ligands to approach so close to each other
as to permit the normal intermolecular forces to be-
come relatively strong. In the present case, each adap-
tor would have a recognition portion complementary
in shape to some microorganism to which it could then
bind reasonably firmly. The part of the adaptor with
biological function would be constant, but for each
of hundreds of thousands of different organisms, a
special recognition portion would be needed.

Thus the body has to make hundreds of thousands,
or even millions, of adaptors with different recogni-
tion sites. The adaptor is of course the molecule we
know affectionately as antibody (figure 2.1).

Antibody initiates a new complement
pathway (‘classical”)

Antibody, when bound to a microbe, will link to
the first molecule in the so-called classical comple-
ment sequence, Clq, and trigger the latent proteolytic
activity of the Cl1 complex (figure 2.2). This then
dutifully plays its role in the amplifying cascade by
acting on components C4 and C2 to generate many
molecules of C4b2a, a new C3-splitting enzyme
(figure 2.3).

The molecular events responsible for this seem to be
rather clear. Clqis polyvalent with respect to antibody
binding and consists of a central collagen-like stem
branching into six peptide chains each tipped by an
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Figure 2.1. The antibody adaptor molecule. The constant part with
biological function (BIOL) activates complement and the phagocyte.
The portion with the recognition unit for the foreign microbe (REC)
varies from one antibody to another.

Figure 2.3. Comparison of the alternative and classical comple-
ment pathways. The classical pathway is activated by antibody
whereas the alternative pathway is not. The molecular units with
protease activity are highlighted, the enzymic domains showing
considerable homology. Beware confusion with nomenclature; the
large C2 fragment which forms the C3 convertase is designated as
C2a, but to be consistent with C4b, C3b and C5b, it would have been
more logical to call it C2b. Note that C-reactive protein (p. 16), on
binding to microbial phosphorylcholine, can trigger the classical
pathway. Mannose-binding lectin, when combined with microbial
surface carbohydrate, associates with the serine proteases MASP-1
and 2 (p. 17) which activate the classical pathway; under these
conditions, MASP-1 cleaves C3 directly and MASP-2 splits
C4and C2.

CLASSICAL e ALTERNATIVE
| | MICROBIAL

ANTIBODY-

MICROBE = oy
1 l COMPLEX C4b2a T C3bBb
! £ 2 e e S
5 Clars _é. Clgs Factor D

: |
| Cab2 C3bB
S B L |
c4 R — Cab 1 c2 C3b . Factor B

Ab BINDING SITE

i |
:-2:2:55

C1 COMPLEX

Figure 2.2. Activation of the classical complement pathway. Clis
composed of Clqassociated with the flexible rod-like Ca-dependent
complex, Clr,~Cls, (E=DC=0@=0C—=3) s and r indicate po-
tential serine protease active sites), which interdigitates with the six
arms of Clgq, either as indicated or as ‘"W’ shapes on the outer side of
these arms. The Cl-inhibitor normally prevents spontaneous activa-
tion of Clr,~Cls,,. If the complex of a microbe or antigen with anti-
bodies attaches two or more of the globular Ab-binding sitesonClq,
the molecule presumably undergoes conformational change which
releases the C1-Inh and activates Clr,~Cls,.
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antibody-binding subunit (resembling theblooms ona
bouquet of flowers). Clqis associated with two further
subunits, Cl1r and Cls, in a Ca?*-stabilized trimolecu-
lar complex (figure 2.2). Both these molecules contain
repeats of a 60-amino acid unit folded as a globular do-
main and referred to as a complement control protein
(CCP) repeat since it is a characteristic structural
feature of several proteins involved in control of the
complement system. Changes in Clq consequent
upon binding the antigen-antibody complex bring
about the sequential activation of proteolytic activity
in Clrand then Cls.

The next component in the chain, C4 (unfortunately
components were numbered before the sequence was
established), now binds to C1 through these CCPs and
is cleaved enzymically by Cls. As expected in a mul-
tienzyme cascade, several molecules of C4 undergo
cleavage, each releasing a small C4a fragment and re-
vealing a nascent labile internal thiolester bond in the
residual C4b like that in C3 (cf. figure 1.11) which may
then bind either to the antibody—C1 complex or the
surface of the microbe itself. Note that C4a, like C5a
and C3a, has anaphylatoxin activity, although feeble,
and C4b resembles C3b in its opsonic activity. In the
presence of Mg?*, C2 can complex with the C4b to be-
come a new substrate for the Cls, the resulting prod-
uct C4b2a now has the vital C3 convertase activity
required to cleave C3.

This classical pathway C3 convertase has the same
specificity as the C3bBb generated by the alternative
pathway, likewise producing the same C3a and C3b
fragments. Activation of a single C1 complex canbring
about the proteolysis of literally thousands of C3
molecules. From then on things march along exactly in
parallel to the post-C3 pathway with one molecule of
C3b added to the C4b2a to make it into a C5-splitting
enzyme with eventual production of the membrane
attack complex (figures 1.13 and 2.4). Just as the
alternative pathway C3 convertase is controlled by
factors H and I, so the breakdown of C4b2a is brought
about by either a C4-binding protein (C4bp) or a
cell surface C3b receptor (CR1) in the presence of
factorI.

The similarities between the two pathways are set
out in figure 2.3 and show how antibody can supple-
ment and even improve on the ability of the innate im-
mune system to initiate acute inflammatory reactions.
Antibody provides yet a further bonus in this respect;
the class known as immunoglobulin E (see legend to
figure 2.4) can sensitize mast cells through binding to
their surface so that combination with antigen triggers
mediator release independently of C3a or C5a, adding
yet more flexibility to our defenses.

Complexed antibody activates phagocytic cells

We drew attention to the fact that some C3b-coated or-
ganisms may adhere to phagocytic cells and yet avoid
provoking their uptake. If small amounts of antibody
are added the phagocyte springs into action. It does
so through the recognition of two or more antibody
molecules bound to the microbe, using specialized
receptors on the cell surface.

A single antibody molecule complexed to the mi-
croorganism is not enough because it cannot cause the
cross-linking of antibody receptors in the phagocyte
surface membrane which is required to activate the
cell. There is a further consideration connected with
what is often called the bonus effect of multivalency;
for thermodynamic reasons, which will be touched on
in Chapter 5, the association constant of ligands, which
use several rather than a single bond to react with
receptors, is increased geometrically rather than
arithmetically. For example, three antibodies bound
close together on a bacterium could be attracted to a
macrophage a thousand times more strongly than a
single antibody molecule (figure 2.5).

Figure 2.4. Multiplelesions in cell wall of Escherichia colibacteri-
um caused by interaction with IgM antibody and complement.
(Human antibodies are divided into five main classes: immunoglob-
ulin M (shortened to IgM), IgG, IgA, IgE and IgD, which differ in the
specialization of their ‘rear ends’ for different biological functions
such as complement activation or mast cell sensitization.) Each le-
sionis caused by a single IgM molecule and shows as a ‘dark pit’ due
to penetration by the ‘negative stain’. This is somewhat of an illusion
since in reality these ‘pits’ are like volcano craters standing proud of
the surface, and are each single ‘membrane attack’ complexes. Com-
parable results may be obtained in the absence of antibody since the
cell wall endotoxin can activate the alternative pathway in the
presence of higher concentration of serum (x400000). (Courtesy of
Drs R. Dourmashkin and J.H. Humphrey.)
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CELLULAR BASIS OF ANTIBODY
PRODUCTION

Antibodies are made by lymphocytes

The majority of resting lymphocytes are small cells
with a darkly staining nucleus due to condensed chro-
matin and relatively little cytoplasm containing the
odd mitochondrion required for basic energy pro-
vision. Figures 2.6 and 2.7 compare the morphology of
these cells with that of the minority population of large
granular lymphocytes which includes the natural
killer (NK) set referred to in Chapter 1.

The central role of the small lymphocyte in the pro-
duction of antibody was established largely by the
work of Gowans. He depleted rats of their lympho-
cytes by chronic drainage of lymph from the thoracic
duct by an indwelling cannula, and showed that they
had a grossly impaired ability to mount an antibody
response to microbial challenge. The ability to form
antibody could be restored by injecting thoracic duct
lymphocytes obtained from another rat. The same ef-
fect could be obtained if, before injection, the thoracic
duct cells were first incubated at 37°C for 24hours
under conditions which kill off large- and medium-
sized cells and leave only the small lymphocytes. This
shows that the small lymphocyte is necessary for the
- antibody response.

The small lymphocytes can be labeled if the donor
rat is previously injected with tritiated thymidine; it
then becomes possible to follow the fate of these lym-
phocytes when transferred to another rat of the same

Trigger phagocytosis

Figure 2.5. Binding of bacterium to
phagocyte by multiple antibodies gives
strong association forces and triggers
phagocytosis by cross-linking the surface
receptors for antibody.

strain which is then injected with microorganisms to
producean antibody response (figure 2.8). It transpires
that after contact with the injected microbes, some
of the transferred labeled lymphocytes develop into
plasma cells (figures 2.6d and 2.9) which can be shown
to contain (figure 2.6e) and secrete antibody.

Antigen selects the lymphocytes which
make antibody

The molecules in the microorganisms which evoke
and react with antibodjes are called antigens (gener-
ates antibodies). We now know that antibodies are
formed before antigen is ever seen and that they are
selected for by antigen.

It works in the following way. Each lymphocyte of a
subset called the B-lymphocytes, because they differ-
entiate in the bone marrow, is programed to make one,
and only one, antibody and it places this antibody on
its outer surface to act as a receptor. This can be detect-
ed by using fluorescent probes and, in figure 2.6¢, one
can see the molecules of antibody on the surface of a
human B-lymphocyte stained with a fluorescent rabbit
antiserum raised against a preparation of human anti-
bodies. Each lymphocyte has of the order of 10° identi-
cal antibody molecules onits surface.

When an antigen enters the body, it is confronted by
a dazzling array of lymphocytes all bearing different
antibodies each with its own individual recognition
site. The antigen will only bind to those receptors with
which it makes a good fit. Lymphocytes whose recep-
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(@) (b)

Figure 2.6. Cells involved in the acquired immune response. (a)
Small lymphocytes. Condensed chromatin gives rise to heavy stain-
ing of the nucleus. The cell on the bottom is a typical resting agranu-
lar T-cell with a thin rim of cytoplasm. The upper nucleated cell is
alarge granular lymphocyte; it has more cytoplasm and azurophilic
granules are evident. Isolated platelets are visible. B-lymphocytes
range from small to intermediate in size and lack granules. Giemsa
stain. (b) Transformed T-lymphocytes (lymphoblasts) following
stimulation of lymphocytes in culture with a polyclonal activator,
such as the lectins phytohemagglutinin, concanavalin A and
pokeweed mitogen which stimulate a wide range of cells indepen-
dently of their specificity for antigen. The large lymphoblasts with
their relatively high ratio of cytoplasm to nucleus may be
compared in size with the isolated small lymphocyte. One cell is
in mitosis. May-Griinwald-Giemsa. (¢) Immunofluorescent stain-
ing of B-lymphocyte surface immunoglobulin using fluorescein-
conjugated () anti-Ig. Provided the reaction is carried out in the
cold to prevent pinocytosis, the labeled antibody cannot penetrate to

torshavebound antigenreceivea triggering signaland
develop into antibody-forming plasma cells and, since
thelymphocytes are programed to make only one anti-
body, that secreted by the plasma cell will be identical
with that originally acting as the lymphocyte receptor,
i.e. it will bind well to the antigen. In this way, antigen
selects for the antibodies which recognize it effectively
(figure 2.10).
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the interior of the viable lymphocytes and reacts only with surface
components. Patches of aggregated surface Ig are seen which are
beginning to form a cap in the right-hand lymphocyte. During cap
formation, submembranous myosin becomes redistributed in
association with the surface Ig and induces locomotion of the previ-
ously sessile cell in a direction away from the cap. (d) Plasma cells.
The nucleus is eccentric. The cytoplasm is strongly basophilic due to
high RNA content. The juxtanuclear lightly stained zone corre-
sponds with the Golgi region. May-Griinwald-Giemsa. (e) Plasma
cells stained to show intracellular immunoglobulin using a fluores-
cein-labeled anti-IgG (green) and a rhodamine-conjugated anti-IgM
(red). (f) Langerhans’ cells in human epidermis in leprosy, increased
in the subepidermal zone, possibly as a consequence of the disease
process. Stained by the immunoperoxidase method with 5-100 anti-
bodies. (Material for (a) was kindly supplied by Mr M. Watts of the
Department of Haematology, Middlesex Hospital Medical School;
(b) and (c) by Professor P. Lydyard; (d) and (e) by Professor C. Grossi;
and (f) by Dr Marian Ridley.)

The need for clonal expansion means humoral
immunity must be acquired

Because we can make hundreds of thousands, maybe
even millions, of different antibody molecules, it is
not feasible for us to have too many lymphocytes pro-
ducing each type of antibody; there just would not be
enough room in the body to accommodate them. To
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Figure 2.7. Lymphocyte ultrastructure. (a) Small agranular T-
lymphocyte. Indented nucleus with condensed chromatin, sparse
cytoplasm: single mitochondrion shown and many free ribosomes
butotherwise few organelles (x 13 000). B-lymphocytes are essential-
ly similar with slightly more cytoplasm and occasional elements of
rough-surfaced endoplasmic reticulum. (b) Large granular lympho-
cyte (x7500). The more abundant cytoplasm contains several mito-
chondria (M), free ribosomes (R) with some minor elements of
rough-surfaced endoplasmic reticulum (ER), prominent Golgi ap-
paratus (Go) and characteristic membrane-bound electron-dense
granules (Gr). The nuclear chromatin is less condensed than that
of the agranular T-cell. (Courtesy of Professors A. Zicca and C.E.
Grossi.)
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compensate for this, lymphocytes which are triggered
by contact with antigen undergo successive waves of
proliferation (figure 2.6b) to build up a large clone of
plasma cells which will be making antibody of the kind
for which the parent lymphocyte was programed. By
this system of clonal selection, large enough con-
centrations of antibody can be produced to combat
infection effectively (Milestone 2.1; figure 2.11).

The importance of proliferation for the develop-
ment of a significant antibody response is high-

PLASMA CELL

INTRACELLULAR Figure 2.8. Labeled small lymphocytes

become antibody-forming plasma cells
when transferred to a recipient rat which is
immunized with a bacterium. Transferred
cell with radioactive nucleus shown by
autoradiography. Intracellular antibody
revealed by staining with fluorescent

| probes (cf. figure 2.6e).

lighted by the ability of antimitotic drugs to abolish
antibody production to a given antigen stimulus
completely.

Because it takes time for the proliferating clone to
build up its numbers sufficiently, it is usually several
days before antibodies are detectable in the serum
following primary contact with antigen. The newly
formed antibodies are a consequence of antigen ex-
posure and it is for this reason that we speak of the
acquired immune response.

T £ ®
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Figure 2.9. Plasma cell (x10000). Prominent rough-surfaced endo- Figure 2.10. Antigen activates those B-cells whose surface anti-
plasmic reticulum associated with the synthesis and secretion of Ig. body receptors it can combine with firmly.
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Figure 2.11. The cellular basis for the hymphocyts
generation of effector and memory cells by

clonal selection after primary contact with

antigen. The cell selected by antigen
undergoes many divisions during the
clonal proliferation and the progeny mature
to give an expanded population of
antibody-forming cells. The antibody
response is particularly vulnerable to
antimitotic agents at the proliferation stage.
A fraction of the progeny of the original
antigen-reactive lymphocytes become
nondividing memory cells and others the
effector cells of either humoral, i.e.
antibody-mediated, or, as we shall see

Glonal
proliferation

subsequently, cell-mediated immunity.
Memory cells require fewer cycles before
they develop into effectors and this shortens
the reaction time for the secondary
response. The expanded clone of cells with
memory for the original antigen provides
the basis for the greater secondary relative
to the primary immune response. Priming
with low doses of antigen can often

Maturation

stimulate effective memory without

producing very adequate antibody

synthesis. EFFECTOR CELLS GIVING IMMUNE RESPONSE MEMORY CELLS
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Milestone 2.1 —Clonal Selection Theory

Antibody production according to Ehrlich

In 1894, well in advance of his time as usual, the remark-
able Paul Ehrlich proposed the side-chain theory of anti-
body production. Each cell would make a large variety of
surface receptors which bound foreign antigens by com-
plementary shape ‘lock and key” fit. Exposure to antigen
would provoke overproduction of receptors (antibodies)
which would then be shed into the circulation (figure
M2.1.1).

Template theories

Ehrlich’s hypothesis implied that antibodies were pre-
formed prior to antigen exposure. However, this view was
difficult to accept when later work showed thatantibodies
could be formed to almost any organic structure synthe-
sized in the chemist’s laboratory (e.g. azobenzene arson-
ate; figure 5.1) despite the fact that such molecules would
never be encountered in the natural environment. Thus
was born the idea that antibodies were synthesized by
using the antigen as a template. Twenty years passed be-
fore this idea was ‘blown out of the water’ by the observa-
tion that, after an antibody molecule is unfolded by
guanidinium salts in the absence of antigen, it sponta-
neously refolds to regenerate its original specificity. It be-
came clear that each antibody has a different amino acid
sequence which governs its final folded shape and hence
its ability to recognize antigen.

Selection theories

The wheel turns full circle and we once more live with the
idea that, since different antibodies must be encoded by
separate genes, the information for making these antibod-
ies must pre-exist in the host DNA. In 1955, Nils Jerne per-
ceived that this could form the basis for a selective theory
of antibody production. He suggested that the complete
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antibody repertoire is expressed at a low level and that,
when antigen enters the body, it selects its complementary
antibody to form a complex which in some way provokes
further synthesis of that particular antibody. But how?

Mac Burnet now brilliantly conceived of a cellular basis
for this selection process. Let each lymphocyte be pro-
gramed to make its own singular antibody which is insert-
ed like an Ehrlich ‘side-chain’ into its surface membrane.
Antigen willnow form the complex envisaged by Jerne, on
the surface of the lymphocyte, and by triggering its activa-
tion and clonal proliferation, large amounts of the specific
antibody will be synthesized (figure 2.11). Bow graciously
to that soothsayer Ehrlich —he came so close in 1894!

Figure M2.1.1. Ehrlich’s side-chain theory of Ab production.
(Reproduced from Proceedings of the Royal Society B (1900), 66, 424.)

ACQUIRED MEMORY

When we make an antibody response to a given infec-
tious agent, by definition that microorganism must
exist in our environment and we are likely to meet it
again. It would make sense then for the immune mech-
anisms alerted by the first contact with antigen to leave
behind some memory system which would enable the
response to any subsequent exposure to be faster and
greater in magnitude.

Our experience of many common infections tells us

that this must be so. We rarely suffer twice from such
diseases as measles, mumps, chickenpox, whooping
cough and so forth. The first contact clearly imprints
some information, imparts some memory, so that
the body is effectively prepared to repel any later
invasion by that organism and a state of immunity is
established.

Secondary antibody responses are better

By following the production of antibody on the first
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and second contacts with antigen, we can see the basis
for the development of immunity. For example, when
weinjectabacterial productsuch as tetanus toxoid into
a rabbit, for the reasons already discussed, several
days elapse before antibodies can be detected in the
blood; these reach a peak and then fall (figure 2.12). If
wenow allow the animal torestand then give a second
injection of toxoid, the course of events is dramatically
altered. Within 2-3 days the antibody level in the blood
rises steeply to reach much higher values than were
observed in the primary response. This secondary re-
sponse then is characterized by amore rapid and more
abundant production of antibody resulting from
the ‘tuning up’ or priming of the antibody-forming
system.

With our knowledge of lymphocyte function, it is
perhaps notsurprising to realize that these are the cells
which provide memory. This can be demonstrated by
adoptive transfer of lymphocytes to another animal,
an experimental system frequently employed in
immunology (cf. figure 2.8). In the present case, the
immunologic potential of the transferred cells is
expressed in a recipient treated with X-rays which
destroy its own lymphocyte population; thus any im-
mune response will be of donor not recipient origin. In
the experiment described in figure 2.13, small lympho-
cytes are taken from an animal given a primary injec-
tion of tetanus toxoid and transferred to an irradiated
host which is then boosted with the antigen; a rapid,
intense production of antibody characteristic of a sec-
ondary response is seen. To exclude the possibility
that the first antigen injection might exert a nonspecific
stimulatory effect on the lymphocytes, the boosting
injection includes influenza hemagglutinin as a

Transfer small
lymphocytes fo

Ist injection of anfigen .
irradiated recipient

TETANUS TOXOID
v

|

control antigen. Furthermore, a ‘criss-cross’ control
group primed with influenza hemagglutinin must
also be included to ensure that this antigen is capable
of giving a secondary booster response. We have ex-
plained the design of the experiment at some length
to call attention to the need for careful selection of
controls.

The higher response given by a primed lymphocyte
population can be ascribed mainly to an expansion of
the numbers of cells capable of being stimulated by the
antigen (figure 2.11), although we shall see later that
there are some qualitative differences in these memory
cellsas well (pp. 195-197).
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Figure 2.12. Primary and secondary response. A rabbit is injected
on two separate occasions with tetanus toxoid. The antibody
response on the second contact with antigen is more rapid and more
intense.
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Figure 2.13. Memory for a primary response can be transferred by
small lymphocytes. Recipients are treated with a dose of X-rays
which directly kill lymphocytes (highly sensitive to radiation) but
only affect other body cells when they divide; the recipient thus
functions as a living ‘“test-tube’” which permits the function of the

donor cells to be followed. The reasons for the design of the experi-
ment are given in the text. In practice, because of the possibility of in-
terference between the two antigens, it would be wiser to split each
of the primary antigen-injected groups into two, giving a separate
boosting antigen to each to avoid using a mixture.
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Figure 2.14. The basis of vaccination illustrated by the response to
tetanus toxoid. Treatment of the bacterial toxin with formaldehyde
destroys its toxicity (associated with 41) but retains antigenicity.
Exposure to toxin in a subsequent natural infection boosts the mem-
ory cells, producing high levels of neutralizing antibody which are
protective.

ACQUIRED IMMUNITY HAS ANTIGEN
SPECIFICITY

Discrimination between different antigens

The establishment of memory or immunity by one or-
ganism does not confer protection against another
unrelated organism. After an attack of measles we
are immune to further infection but are susceptible to
other agents such as the polio or mumps viruses. Ac-
quired immunity then shows specificity and the im-
mune system can differentiate specifically between the
two organisms. A more formal experimental demon-
stration of this discriminatory power was seen in fig-
ure 2.13 where priming with tetanus toxoid evoked
memory for that antigen but not for influenza and
vice versa.

The basis for this lies of course in the ability of the
recognition sites of the antibody molecules to distin-
guish between antigens; antibodies which react with
the toxoid do notbind to influenza and, mutatis mutan-
dis as they say, anti-influenza is not particularly smit-
ten with the toxoid.

Discrimination between self and nonself

This ability to recognize one antigen and distinguish it
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from another goes even further. The individual must
also recognize what is foreign, i.e. what is ‘nonself".
The failure to discriminate between self and nonself
could lead to the synthesis of antibodies directed
against components of the subject’s own body (auto-
antibodies), which in principle could prove to be
highly embarrassing. On purely theoretical grounds
it seemed to Burnet and Fenner that the body must
develop some mechanism whereby ‘self”and ‘nonself’
could be distinguished, and they postulated that those
circulating body components which were able to reach
the developing lymphoid system in the perinatal peri-
od could in some way be ‘learnt’ as ‘self’. A permanent
unresponsiveness or tolerance would then be created
so that as immunologic maturity was reached there
would normally be an inability to respond to ‘self’
components. At this stage it is salutory to note that
Burnet had the sagacity to realize that his clonal selec-
tion theory could readily provide the cellular basis for
such a mechanism to operate. He argued that if each
lymphocyte were preoccupied with making its own
individual antibody, those cells programed to express
antibodies reacting with circulating self components
could be rendered unresponsive without affecting
those lymphocytes specific for foreign antigens. In
other words, self-reacting lymphocytes could be selec-
tively suppressed or tolerized without undermining
the ability of the host to respond immunologically to
infectious agents. As we shall see in Chapter 12, these
predictions have been amply verified, although we
will learn that, as new lymphocytes differentiate
throughout life, they will all go through this self-
tolerizing screening process. However, self tolerance is
not absolute and normally innocuous but potentially
harmful anti-self lymphocytes exist in all of us.

VACCINATION DEPENDS ON
ACQUIRED MEMORY

Some 200 years ago, Edward Jenner carried out the
remarkable studies which mark the beginning of im-
munology as a systematic subject. Noting the pretty
pox-free skin of the milkmaids, he reasoned that delib-
erate exposure to the pox virus of the cow, which is
not virulent for the human, might confer protection
against the related human smallpox organism. Ac-
cordingly, he inoculated a small boy with cowpox and
was delighted —and presumably breathed a sigh of
relief—to observe that the boy was now protected
against a subsequent exposure to smallpox (what
would today’s ethical committees have said about
that?!). By injecting a harmless form of a disease organ-
ism, Jenner had utilized the specificity and memory of
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the acquired immune response to lay the foundations
for modern vaccination (Latin vacca, cow).

The essential strategy is to prepare an innocuous
form of the infectious organism or its toxins which
still substantially retains the antigens responsible for
establishing protective immunity. This has been done
by using killed or live attenuated organisms, purified
microbial components or chemically modified anti-
gens (figure 2.14).

CELL-MEDIATED IMMUNITY PROTECTS
AGAINST INTRACELLULAR ORGANISMS

Many microorganisms live inside host cells where it is
impossible for humoral antibody to reach them. Oblig-
ate intracellular parasites like viruses have to replicate
inside cells; facultative intracellular parasites like
Muycobacteria and Leishmania can replicate within cells,
particularly macrophages, but donothave to; they like
theintracellularlifebecause of the protectionitaffords.
A totally separate acquired immunity system has
evolved to deal with this situation based on a distinct
lymphocyte subpopulation made up of T-cells, desig-
nated thus because, unlike the B-lymphocytes, they
differentiate within the milieu of the thymus gland.
Because they are specialized to operate against cells
bearing intracellular organisms, T-cells only recognize
antigen when it is on the surface of abody cell. Accord-
ingly, the T-cell surface receptors, which are different
from the antibody molecules used by B-lymphocytes,
recognize antigen plus a surface marker which in-
forms the T-lymphocyte that it is making contact with
another cell. These cell markers belong to animportant
group of molecules known as the major histocompati-

Figure 2.15. Intracellularkilling of
microorganisms by macrophages. (1)
Surface antigen ($) derived from the
intracellular microbes is complexed with
class TMHC molecules ( [1]). (2) The
primed T-helper cell binds to this surface
complex and is triggered to release the
cytokine y-interferon (IFNY). This activates
microbicidal mechanisms in the
macrophage. (3) The infectious agent meets
atimely death.

Infection by
infracellular facultative organisms

bility complex (MHC), identified originally through
their ability to evoke powerful transplantation reac-
tions in other members of the same species. Now naive
or virgin T-cells must be introduced to the antigen and
MHC by a special dendritic antigen-presenting cell
(figures 2.6f and 8.13) before they can be initiated into
therites of a primary response. However, once primed,
they are activated by antigen and MHC present on the
surface of other cell types such as macrophages as we
shall now see.

Cytokine-producing T-cells help macrophages to
kill intracellular parasites

These organisms only survive inside macrophages
through their ability to subvert the innate killing mech-
anisms of these cells. Nonetheless, they cannot prevent
the macrophage from processing small antigenic
fragments (possibly of organisms which have sponta-
neously died) and placing them on the host cell
surface. A subpopulation of T-lymphocytes called T-
helper cells, if primed to that antigen, will recognize
and bind to the combination of antigen with so-called
class II MHC molecules on the macrophage surface
and produce a variety of soluble factors termed cy-
tokines which include the interleukins IL-2, etc. (p.
177). Different cytokines can be made by various cell
typesand generally actata short range onneighboring
cells. Some T-cell cytokines help B-cells to make anti-
bodies, while others such as y-interferon (IFNYy) act as
macrophage activating factors which switch on the
previously subverted microbicidal mechanisms of
the macrophage and bring about the death of the in-
tracellular microorganisms (figure 2.15).

MHC II

Death of infracellular microbes

Macrophoge activation
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Virally infected cells can be killed by cytotoxic
T-cells and ADCC

Wehave already discussed the advantage to the host of
killing virally infected cells before the virus begins to
replicate and have seen that large granular lympho-
cytes with NK activity (p. 18) can subserve a cytotoxic
function. However, NK cells have a limited range of
specificities and, in order to improve their efficacy, this
range needs to be expanded.

One way in which this can be achieved is by coating
the target cell with antibodies specific for the virally
coded surface antigens because NK cells have recep-
tors for the constant part of the antibody molecule,
rather like phagocytic cells. Thus antibodies will bring
the NK cell very close to the target by forming a bridge,
and the NK cell being activated by the complexed anti-
body molecules is able tokill the virally infected cell by
its extracellular mechanisms (figure 2.16). This system,
termed antibody-dependent cellular cytotoxicity
(ADCQ), is very impressive when studied in vitro but
it has proved difficult to establish to what extent it
operates within the body.

On the other hand, a subset of T-cells with cytotoxic
potential has evolved for which there s clear evidence

@.
@ e

A Y

. MHCI

Nonspecific killing “

VIRUS
INFECTED -
@ CELL

\ Specific T-cell cytotoxicity

ANTIBODY

Figure 2.16. Killing virally infected cells. The nonspecific killing
mechanism of the NK cell can be focused on the target by antibody to
produce antibody-dependent cellular cytotoxicity (ADCC). The
cytotoxic T-cell homes onto its target specifically through receptor
recognition of surface antigen in association with MHC class I
molecules.

of in vivo activity. Like the T-helpers, these cells have
a very wide range of antigen specificities because
they clonally express a large number of different
surface receptors similar to, but not identical with,
the surface antibody receptors on the B-lymphocytes.
Again, each lymphocyte is programed to make only
one receptor and, again like the T-helper cell, recog-
nizes antigen only in association with a cell marker,
in this case the class I MHC molecule (figure 2.16).
Through this recognition of surface antigen, the cyto-
toxic cell comes into intimate contact with its target
and administers the ‘kiss of apoptotic death’. It also
releases IFNYwhich would help to reduce the spread
of virus to adjacent cells, particularly in cases where
the virus itself may prove to be a weak inducer of
IFNo or B.

In an entirely analogous fashion to the B-cell, T-cells
are selected and activated by combination with anti-
gen, expanded by clonal proliferation and mature to
give T-helpers and cytotoxic T-effectors, together with
an enlarged population of memory cells. Thus both T-
and B-cells provide specificacquired immunity witha
variety of mechanisms, which in most cases operate to
extend the range of effectiveness of innate immunity
and confer the valuable advantage that a first infection
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Figure 2.17. Inappropriate immune responses can produce dam-
aging reactions such as the hypersensitivity response to inhaled
otherwise innocuous allergens, the destruction of self tissue by
autoimmune attack, the rejection of tissue transplants, and the sus-
ceptibility to infection inimmunodeficient individuals.
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prepares us to withstand further contact with the same
microorganism.

IMMUNOPATHOLOGY

The immune system is clearly ‘a good thing’, but
like mercenary armies, it can turn to bite the hand
that feeds it, and cause damage to the host (figure
2.17).

Thus where there is an especially heightened re-
sponse or persistent exposure to exogenous antigens,
tissue damaging or hypersensitivity reactions may
result. Examples are allergy to grass pollens, blood
dyscrasias associated with certain drugs, immune
complex glomerulonephritis occurring after strepto-
coccal infection, and chronic granulomas produced
during tuberculosis or schistosomiasis.

In other cases, hypersensitivity to autoantigens may
arise through a breakdown in the mechanisms which
control self tolerance, and a wide variety of autoim-
mune diseases, such as insulin-dependent diabetes
and multiple sclerosis and many of the rheumatologic
disorders, have now been recognized.

Another immunopathologic reaction of some conse-
quence is transplant rejection, where the MHC anti-
gens on the donor graft may well provoke a fierce
reaction. Lastly, one should consider the by no means
infrequent occurrence of inadequate functioning of the
immune system —immunodeficiency. We would like
to think that at this stage the reader would have no dif-
ficulty in predicting that the major problems in this
condition relate to persistent infection, the type of in-
fection being related to the elements of the immune
system which are defective.

Antibody —the specific adaptor
* The antibody molecule evolved as a specific adaptor to
attach to microorganisms which either fail to activate

the alternative complement pathway or preventactivation
of the phagocytic cells.
| » Theantibody fixes to the antigen by its specific recogni-
tionsiteand its constant structure regions activate comple-

ment through the classical pathway (binding C1 and gen-
erating a C4b2a convertase to split C3) and phagocytes
through their antibody receptors.

* This supplementary route into the acute inflammatory
reaction is enhanced by antibodies which sensitize mast
cells and by immune complexes which stimulate mediator
release from tissue macrophages (figure 2.18).
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Cellular basis of antibody production

* Antibodies are made by plasma cells derived from B-
lymphocytes, each of which is programed to make anti-
body of a single specificity which is placed on the cell
surface as areceptor.

* Antigen binds to the cell with a complementary anti-
body, activates itand causes clonal proliferation and final-
ly maturation to antibody-forming cells and memory cells.
Thus the antigen brings about clonal selection of the cells
making antibody to itself.

Acquired memory and vaccination

¢ The increase in memory cells after priming means that
the acquired secondary response is faster and greater, pro-
viding the basis for vaccination using a harmless form of
the infective agent for the initial injection.

Acquired immunity has antigen specificity

* Antibodies differentiate between antigens because
recognition isbased on molecular shape complementarity.
Thus memory induced by one antigen will not extend to
another unrelated antigen.

* The immune system differentiates self components
from foreign antigens by making immature self-reacting
lymphocytes unresponsive through contact with host
molecules;lymphocytes reacting with foreign antigens are
unaffected since they only make contact after reaching
maturity.

Cell-mediated immunity protects against

intracellular organisms

» Another class of lymphocyte, the T-cell, is concerned
with control of intracellular infections. Like the B-cell, each

T-cell has its individual antigen receptor (although it
differs structurally from antibody) which recognizes anti-
gen and the cell then undergoes clonal expansion to form
effector and memory cells providing specific acquired
immunity.

* The T-cell recognizes cell surface antigens in association
with molecules of the MHC. Naive T-cells are only stimu- |
lated to undergo a primary response by specialized den-
dritic antigen-presenting cells.

* Primed T-helper cells, which see antigen with class IT |
MHC on the surface of macrophages, release cytokines
which in some cases can help B-cells to make antibody and
in others activate macrophages and enable them to kill in-
tracellular parasites.

* Cytotoxic T-cells have the ability to recognize specific |
antigen plus class | MHC on the surface of virally infected
cells which are killed before the virus replicates. They also
release y-interferon which can make surrounding cells re-
sistant to viral spread (figure 2.19). ‘
» NKcells have lectin-like ‘nonspecific’ receptors for cells
infected by viruses but do not have antigen-specific recep-
tors; however, they can recognize antibody-coated virally
infected cells through their Feyreceptors and kill the target
by antibody-dependent cellular cytotoxicity (ADCC). |
¢ Although the innate mechanisms do not improve with ‘
repeated exposure to infection as do the acquired, they
play a vital role since they are intimately linked to the ac-
quired systems by two different pathways which all but
encapsulate the whole of immunology. Antibody, com-
plement and polymorphs give protection against most
extracellular organisms, while T-cells, soluble cytokines,
macrophages and NK cells deal with intracellular infec-
tions (figure 2.20).
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important for T-cell recognition of
surface antigen. The T-helper cells (Th)
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Immunopathology

* Immunopathologically mediated tissue damage to the

host can occur as a result of:

inappropriate hypersensitivity reactions to exogenous
antigens;

loss of tolerance to self giving rise to autoimmune
disease;

reaction to foreign grafts.
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Table 2.1. The major immunologic journals and their impact

factors.
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Immunology 26
Immunopharmacology 1.4
Infection and Immunity 4.2
International Archives of Allergy and Applied Immunology 1.9
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The major journals of interest and their impact factors are noted in
table2.1.
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INTRODUCTION

The antibody molecule is made up of two identical
heavy and two identical light chains held together
by interchain disulfide bonds (figure M3.1.1).
These chains can be separated by reduction of the
S-S bonds and acidification. In the most abundant
type of antibody in the circulation, immunoglobu-
lin G, the exposed hinge region is extended in
structure due to the high proline content and is
therefore vulnerable to proteolytic attack; thus the
molecule can be easily split in the laboratory using
papain to yield two identical Fab fragments, each
with asingle combiningsite for antigen, and a third
fragment, Fc, which lacks the ability to bind anti-
gen. Pepsin strikes at a different point and cleaves
the Fc from the remainder of the molecule to leave
a large 55 fragment which is designated F(ab’),
sinceitisstill divalent with respect to antigen bind-
ingjust like the parent antibody (Milestone 3.1).

ANTIBODIES HAVE DISCREET SITES FOR
BINDING ANTIGEN

The location of the antigen combining sites was ele-
gantly demonstrated by a study of purified antibodies
to the dinitrophenyl (DNP) group mixed with the
compound:

| DNP ‘

| DNP |
N0, ~4)- NH —— CH,CH, CH,CH, CH, CH, CH, CH, —— NH )~ No,
NO, NO,

The two DNP groups are far enough apart not to
interfere with each other’s combination with antibody
so that they can bring the antigen combining sites on
two different antibodies together end to end. When
viewed by negative staining in the electron micro-
scope, a series of geometric forms is observed which
represents the different structures to be expected if a
flexible Y-shaped hinged molecule with a combining
site at the end of each of the two arms of the Y were
to complex with this divalent antigen. Triangular
trimers, square tetramers and pentagonal pentamers
may be readily discerned (figure 3.1). The way in
which these polymeric forms arise is indicated in
figure 3.2. The position of the Fc fragment and its lack
of involvement in the combination with antigen are
apparent from the shape of the polymers formed using
the pepsin F(ab"), fragment (figure 3.1C).

AMINO ACID SEQUENCES REVEAL
VARIATIONS IN IMMUNOGLOBULIN
STRUCTURE

For good reasons, the antibody population in any
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Milestone 3.1 —Four-polypeptide Structure of Immunoglobulin Monomers

Early studies showed the bulk of the antibody activity in
serum to be in the slow electrophoretic fraction termed y-
| globulin (subsequently immunoglobulin). The most
abundant antibodies were divalent, i.e. had two combin-
ing sites for antigen and could thus form a precipitating
complex (cf. figure 6.2).

To Rodney Porter and Gerald Edelman must
go the credit for unlocking the secrets of the basic structure
of the immunoglobulin molecule. If the internal disulfide
bondsarereduced, the componentpolypeptide chains still
hang together by strong noncovalent attractions. Howev-
er, if the reduced molecule is held under acid conditions,
these attractive forces are lost as the chains become posi-
tively charged and can now be separated by gel filtration
into larger so-called heavy chains of approximately 55000
Da (for IgG, IgA and IgD) or 70000 Da (for IgM and IgE)
and smaller light chains of about 24 000 Da.

The clues to how the chains are assembled to form the
antibody molecule came from selective cleavage using
proteolytic enzymes. Papain destroyed the precipitating
power of the intact molecule but produced two univalent
Fab fragments still capable of binding to antigen (Fab =
fragment antigen binding); the remaining fragment had no
affinity for antigen and was termed Fc by Porter (fragmient
crystallizable). After digestion with pepsin a molecule
called F(ab’), was isolated; it still precipitated antigen and
so retained both binding sites, but the Fc portion was
further degraded. The structural basis for these observa-
tionsis clearly evident from figure M3.1.1. In essence, with
minor changes, all immunoglobulin molecules are con-
structed from one or more of the basic four-chain
monomer units.
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' Figure M3.1.1. The antibody basic unit, consisting of two iden-
‘ tical heavy and two identical light chains held together by inter-

chain disulfide bonds, can be broken down into its constituent
: polypeptide chains and to proteolytic fragments, the pepsin
‘ F(ab’), retaining two binding sites for antigen and the papain Fab

with one. After pepsin digestion the pFc’ fragment representing
the C-terminal half of the Fc region is formed and is held together
by noncovalent bonds. The portion of the heavy chain in the Fab
fragmentis given the symbol Fd. The N-terminal residue is on the
left for each chain.




Figure 3.1. (A) and (B) Electron micrograph (x1000000) of com-
plexes formed on mixing the divalent DNP hapten with rabbit
anti-DNP antibodies. The ‘negative stain’ phosphotungstic
acid is an electron-dense solution which penetrates into the spaces
between the protein molecules. Thus the protein stands out as a
‘light’ structure in the electron beam. The hapten links together the
Y-shaped antibody molecules to form trimers (A) and pentamers (B)
(cf. figure 3.2). The flexibility of the molecule at the hinge region is
evident from the variation in angle of the arms of the “Y". (C) As in
(A); but the trimers were formed using the F(ab’), antibody frag-
ment from which the Fc structures have been digested by pepsin (x
500000). The trimers can be seen to lack the Fc projections ateach cor-
ner evidentin (A). (After Valentine R.C. & Green N.M. (1967) Journal
of Molecular Biology 27, 615; courtesy of Dr Green and with the per-
mission of Academic Press, New York.)

Figure 3.2. Three DNP antibody molecules held together as a
trimer by the divalent antigen (@——®). Compare figure 3.1A.
When theFc fragments are first removed by pepsin, the corner pieces
areno longer visible (figure 3.1C).
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given individual is just incredibly heterogeneous, and
this has meant that the determination of amino acid se-
quences was utterly useless until it proved possible to
obtain the homogeneous product of a single clone. The
opportunity to do this first came from the study of
myeloma proteins.

In the human disease known as multiple myeloma,
one cell making one particular individual im-
munoglobulin divides over and over again in the un-
controlled way a cancer cell does, without regard for
the overall requirement of the host. The patient then
possesses enormousnumbers of identical cells derived
as a clone from the original cell and they all synthe-
size the same immunoglobulin—the myeloma or M-
protein—which appears in the serum, sometimes in
very high concentrations. By purification of the myelo-
ma protein we can obtain a preparation of an im-
munoglobulinhaving a unique structure. Monoclonal
antibodies can also be obtained by fusing individ-
ual antibody-forming cells with a B-cell tumor to
produce a constantly dividing clone of cells dedi-
cated to making the one antibody (cf. figures 2.11 and
6.20).

The sequencing of a number of such proteins has
revealed that the N-terminal portions of both heavy
and light chains show considerable variability, where-
as the remaining parts of the chains are relatively
constant, being grouped into a restricted number
of structures. It is conventional to speak of variable
and constant regions of both heavy and light chains
(figure 3.3).

Certain sequences in the variable regions show
quite remarkable diversity and systematic analysis
localizes these hypervariable sequences to three seg-
ments on the light chain (figure 3.4) and three on the
heavy chain.

IMMUNOGLOBULIN GENES

Immunoglobulins are encoded by multiple
gene segments

Clusters of genes on three different chromosomes code
for x light chains, A light chains and for heavy chains,
respectively. Since a wide range of antibodies with
differing amino acid sequences can be produced,
there must be corresponding nucleotide sequences to
encode them. However, the complete gene encoding
each heavy and light chain is not present as such in the
inherited (germ-line) DNA, butis created during early
development of the B-cell by the joining together of
minisegments of the gene. Take the human klight chain
forexample; the variable region is made up of two gene
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Figure3.3. Aminoacid sequence variability in the antibody mole-
cule. The terms “V region’ and ‘C region’ are used to designate the
variable and constant regions, respectively; ‘V,” and ‘C,” are generic
terms for these regions on the light chain and ‘V,;” and ‘C,/ specify
variable and constant regions on the heavy chain. Certain segments
of the variable region are hypervariable but adjacent framework re-
gions are more conserved. As stressed previously, each pair of heavy
chains is identical, as is each pair of light chains.

segments, a large V. and a small ], while a single gene
encodes the constant region (figure 3.5). Thereis a clus-
ter of ~40 V. genes and just five functional ] genes. In
the immature B-cell, a translocation event leads to the
joining of one of the V_ genes to one of the | _ segments.
Each V segment has its own leader sequence and a
number of upstream promoter sites, including a char-
acteristic octamer sequence, to which transcription
factors bind (figure 3.6). When the Ig gene is tran-
scribed, splicing of the nuclear RNA brings the V.
sequence into contiguity with the constant region C,
sequence, the whole being read off as a continuous x
chain polypeptide within the endoplasmicreticulum.

The same general principles apply to the arrange-
ment of A light chain and the heavy chain genes,
although the latter constellation shows additional
features: the different constant region genes forma sin-
gle cluster and there is a group of around 25 highly
variable D segments located between the V and | re-
gions (figure 3.7). The D segment together with its
junctions to the V and | segments encodes almost the
entire third hypervariable region, the first two hyper-
variable regions being encoded entirely within the V
sequence.
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Figure 3.4, Wuand Kabat plotof amino acid variability in the vari-
able region of immunoglobulin heavy and light chains. The se-
quences of chains from a large number of myeloma monoclonal
proteins are compared and the variability at each position is com-
puted as the number of different amino acids found divided by the
frequency of the most common amino acid. Obviously, the higher
the number the greater the variability; for a residue at which all
20 amino acids occur randomly, the number will be 400 (20+0.05),
and at a completely invariant residue, the figure willbe 1 (1+1). The
three hypervariable regions (blue) in the (a) heavy and (b) light
chains, usually referred to as complementarity determining
regions (CDRs), are clearly defined. The intervening peptide
sequences (gray) are termed framework regions (Fri—4). (Courtesy
of Professor E.A. Kabat.)

A special mechanism effects VDJrecombination

In essence, the translocation involves the mutual
recognition of conserved heptamer-spacer-nonamer
recombination signal sequences which flank each
germ-line V, D and | segment (figure 3.8). The products
of the recombination activating genes RAG-1 and
RAG-2 catalyse the introduction of double-strand
breaks between the elements to be joined and their re-
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spective flanking sequences. At this stage, nucleotides
may either be deleted or inserted between the VD,
DJ or V] joining elements before they are ultimately
ligated.
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Figure 3.5. Genetic basis for synthesis of human x chains. The V,,
genes are arranged in a series of families or sets of a closely related
sequence. Each V, gene has its own leader sequence (L). As the cell
becomes immunocompetent, the variable region is formed by the
random combinationof one outof the 40 V, genes withone of the five
joining segments ], a gene rearrangement process facilitated by base
sequencesin the intron following the 3’ end of the V, segment pairing
up with sequences in the intron 5" to J. The final joining occurs when
theintervening intron sequencebetween Jand C, is spliced out of the
RNA transcript. By convention, the genes are represented in italics
and the antigens they encode in normal type.
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Figure 3.6. Genes controlling immunoglobulin heavy chain tran-
scription. Each VD] segment encoding the variable region is associ-
ated with aleader sequence. Closely upstream is the TATA box of the
promoter which binds RNA polymerase II and the octamer motif
which is one of a number of short sequences which bind transacting
regulatory transcription factors. The V-region promoters are rela-
tively inactive and only association with enhancers, which are also
composites of short sequence motifs capable of binding nuclear pro-
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STRUCTURAL VARIANTS OF THE BASIC
IMMUNOGLOBULIN MOLECULE

Isofypes

Based upon the structure of their heavy chain constant
regions, immunoglobulins are classed into major
groups termed classes which may be further subdivid-
ed into subclasses. In the human, for example, there
are five classes: immunoglobulin G (IgG), IgA, IgM,
IgD and IgE. They may be differentiated not only by
their sequences but also by the antigenic structures to
which these sequences give rise. Thus, by injecting a
human IgG myeloma protein into arabbit, itis possible
to raise an antiserum which can be absorbed by
mixtures of myelomas of other classes to remove cross-
reacting antibodies and which will then be capable
of reacting with IgG, but not IgA, IgM, IgD or IgE
(figure3.9).

Since all the heavy chain constant region (Cy) struc-
tures which give rise to classes and subclasses are ex-
pressed together in the serum of anormal subject, they
are termed isotypic variants (table 3.1). Likewise, the
light chain constant regions (C; ) exist in isotypic forms
known as k and A which are associated with all heavy
chainisotypes. Because the light chains in a given anti-
body are identical, immunoglobulins are either x or A
butnever mixed. Thus IgG exists as IgGx or IgGA, IgM
as IgMxor IgMA, and so on.

Allotypes

This type of variation depends upon the existence of al-
lelic forms (encoded by alleles or alternative genes ata
single locus) which therefore provide genetic markers
(table3.1).Insomewhat the same way as thered cells in
genetically different individuals can differ in terms of
theblood group antigen system A, B, O, so theIgheavy
chains differ in the expression of their allotypic groups.
Typical allotypes are the Gm specificities on IgG

ENHANCER swicH  [igCONSTANT REGION

teins, will increase the transcription rate to levels typical of actively
secreting B-cells. The enhancers are near to the regions which control
switching from one Ig class constant region to another, e.g. IgM to
1gG. Primary transcripts are initiated 20 nucleotides downstream of
the TATA box and extend beyond the end of the constant region.
Thesearespliced, cleaved at the 3’ end and polyadenylated to gener-
ate the translatable mRNA.
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Figure 3.7. Human V-region genes
shuffled by gene rearrangement to

generate the single heavy chain specificity

characteristic of each B-cell. The V,, genes
canbe grouped into seven different families

(V,41-V,7) based upon sequence homology
of >80%, with V,,3being by far the largest
family. Individual members of a family are
interspersed throughout thelocus, i.e. there

HUMAN H CHAIN GENES

VARIABLE REGION | CONSTANT REGION
GERM-LINE
GENES 1 —-'——“" 50 1-—-25 —0F

Translocation \ ‘/‘/ — /
j Example of gene encoding an
[B)f,u\ELL eg— Vi “— 1gG2 heavy chain with
: specificity defined by the

variable region sequence

isno significant grouping together of V,
family genes. Note the additional D

Vas D3 J; segment minigenes that are present in the
— heavy chainlocus.
Table 3.1. Summary of immunoglobulin variants.
[IDIOTYPE ISOTYPE i ISOTYPE
ST ==
Hypervariable ALLOTYPE
(Ag combining site)
| TYPE OF \.-'ARIATION ' DISTRIBUTION VARIANT LOCATION B(AMPLES
| 1sOTYPIC All variants present Closses C, IgM, IgE
in serum of @ normal Subclasses C, IgA1, IgA2
individual Types C, Kb
Subgroups C, 20z, A0z
Families ViV, Va Ve Van
HI “HII "Rl
ALLOTYPIC Alternative forms: Allotypes Mainly C,,/C, Gm groups (human)
genefically conirolled sometimes b4, b5, b6, b9 (rabbit light chains)
s0 not present in all ViV, Igh-1°, Igh-1° (mouse ¥,, heavy chains) |
| individuals |
~ I
IDIOTYPIC | Individually specific Idiotypes \ariable One or more hypervariable regions forming
to each immuno- regions the antigen-combining site

globulin molecule

(Gm = marker on IgG). Allotypic differences at a given
Gm locus usually involve one or two amino acids in
the peptide chain. Take, for example, the Glm(a)
locus on IgGl (table 3.1). An individual with this
allotype would have the peptide sequence
Asp.Glu.Leu.Thr.Lys on each of his or her IgG1 mole-
cules. An individual possessing the a-negative allo-
type would have the sequence Glu.Glu.Met.Thr.Lys,
i.e. two amino acids different. To date, 20 Gm groups
have been found on the y heavy chains and a further
three (the Km—previously Inv groups) on the x
constant region.

As in other allelic systems, individuals may be ho-
mozygous or heterozygous for the genes encoding
the markers; these are expressed codominantly and
are inherited in simple Mendelian fashion. Take, for

example, the b4, b5 allotypes on rabbit light chains: an
animal of b*b* genotype would express the b4 allotype,
whereas a rabbit of b*° genotype derived from b%b*
and b°b° parents would express the b4 marker on one
fraction and b5 on another fraction of its immunoglob-
ulin molecules.

Idiotypes

We have seen that it is possible to obtain antibodies
that recognize isotypic and allotypic variants; one can
also raise antiserums which are specific for individual
antibody molecules and discriminate between one
monoclonal antibody and another independently of
isotypic or allotypic structures (figure 3.9). Such anti-
serums define the individual determinants character-
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Figure 3.8. The joining of V, D and J segments. Joining is master-
minded by the recombination activating genes RAG-1 and RAG-2,
the products of which cleave the DNA at the signal ends. RAG-1 and
RAG-2 together produce several thousand times more efficient VDJ
recombination than either alone. The introns adjoining the V, D and
] gene segments contain specialized recombination signal se-
quences (RSSs) which include conserved heptamers and nonamers
separated by spacers of either 12 or 23 base pairs. The two joining
segments, in thisexample V, and ,, arebrought into proximity by in-
teraction between their respective RSSs mediated by the DNAbend-
ing and looping high mobility group-1 and -2 proteins (HMG-1 and
HMG-2). RAG-1 and RAG-2 cleave the DNA to produce double-
strand breaks at the border of the RSS. The excised signal sequences
are ligated to form the signal joint resulting in a piece of circular
DNA containing the excised sequences. This is probably maintained
in the cell for a period of time before eventually being lost from the
cell. The double strands of each coding segment form ‘hairpin’ ends.

istic of each antibody, collectively termed the idiotype
(Kunkel & Oudin). Not surprisingly, it turns out that
the idiotypic determinants are located in the variable
part of the antibody associated with the hypervariable
regions (figure 3.10).

The enzyme Ku (a dimer of Ku70 and Ku86) binds to the DNA ends
and stimulates DNA-dependent protein kinase (DNA-PK, mutation
of which gives rise to mice with severe combined immunodeficiency
(SCID)) which facilitates the opening of the hairpin. Terminal de-
oxynucleotidyl transferase (TdT) adds nucleotides to the ends of the
DNA strands in order to generate N-region diversity. Unlike the pre-
cision of the signal joint, the coding joint is variable because it can in-
volve the addition of base pairs resulting from both the resolution of
the hairpin loop (P-elements) and the TdT-mediated N-regiondiver-
sity. Nucleases remove any excess nucleotides and polymerases fill

inany gaps before the DNAligase IV and XRCC4 enzymes carry out

ligation of the two sequences. Since the coding elements arejoined at
random with respect to the reading frames, two out of three events
have two coding elements out of frame. Although apparently waste-
ful, thisis evolutionarily tolerated because it confers so much benefit
in the form of antigen receptor diversity. VD] recombination prod-
ucts define the major antigen-binding domains.

Anti-idiotypes which react with one antibody and
no other are said to recognize private idiotypes and
provide further support for theidea thateachantibody
has a unique structure. Frequently, antibody mole-
cules of closely similar amino acid structure may, inad-



44

CHAPTER 3 —Antibodies

HUMAN IgG MYELOMA > Immunize

> RABBIT ANTISERUM » ABSORBED BY IgA MYELOMA  »  SPECIFIC ANTIBODIES

&
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G specific ANTI-Id

Figure 3.9. How to use monoclonal myeloma proteins to produce
antibodies specific for different Ig structures. The rabbit makes an-
tibodies directed to different parts of the humanIgG myeloma. Anti-
bodies to those parts which are common to other Ig classes can be
absorbed out with myelomas of those classes leaving other antibod-
ies reacting with class-specific G and variable region-specific (idio-
type=Id) structures on the original molecule. By the same token,
further absorption with other IgG myelomas will remove the com-
mon IgG-specific antibodies leaving an antiserum directed to theid-

dition, shareidiotypes (e.g. M104 and HDEX 2 in figure
3.10) and we then speak of public or cross-reacting
idiotypes.

Anti-idiotypic serums provide useful reagents for

7Y

L1 %{ij

ANTI-COMMON
ANTI-Id ANTI-G

iotypic determinants alone. (In an attempt to simplify, we have ig-
nored subclasses and allotypes, but the same principles can be ex-
tended to the generation of antisera specific for these variants.) The
rabbit produces a mixture of polyclonal antibodies directed against
each structural site on the antigen, i.e. they are produced by clones
derived from a variety of antigen-specific parent cells which each
react stereochemically in a slightly different way with the same
structure (cf. p. 62).

ANTI-G

demonstrating the same V region on different heavy
chains and on different cells, for identification of
specific immune complexes in patients’ serums, for
recognition of V| type amyloid in subjects excreting

V,, REGION v D J | IDIOTYPE REACTIONS
Sequential :
4 0
numbering 2 0 — 6 | 60 & | Idl Idl
CDR1 CDR2 | | CDR3 ldX (J558) || (M104)
J558 ———— W [RY! ++ HE [ =
HDEX 9 I NN+ R H-N-F 1 RY + +- ] =
HDEX 31 | NN — RY | 4 Ll ‘ -
HDEX1 - - NN I NY | ++ + =
HDEX 2 1NN+ —LNY | ++ + -
HDEX 3 e (NN — D~ ++ || - -
HDEX 4 - — NN —— KD———— ++ = "
HDEX5 —— {NN — S SN +4+ - -
HDEX6 —— — NN SH ++ = 1. =
M104 e !NN —wl——o ++ - ++
HDEX 8 T V-HP T{SN G ~YD ——— + - ++
HDEX 11 —— - NN YD} ++ g ++
HDEX 7 - - NN+ D —— ++ | s tx
HDEX 14 : : —KK {YD—— = || [ +4
HDEX 10 R KK — N e - | -
| i |
| ldX Idiotype correlations Idi

Figure 3.10. Structural correlates of idiotopes (individual deter-
minants on an idiotype) on antidextran antibodies. Amino acid se-
quences of variable heavy chain regions of mouse monoclonal
antidextran antibodies are shown. All antibodies have A, L chains.
Horizontal lines indicate identity to the sequence of the first protein,
]558; letters (Dayhoff code) show differences or regions correlated
with idiotopes (central boxed areas). The cross-reacting idiotope
(IdX) is associated with the second complementarity determining
region (CDR2) structures, while the private idiotopes (IdI) are fea-

tures of the CDR3 region in these antibodies. The presence of the
idiotopes on each antibody molecule is assessed by reaction with
antisera specific for IdX, J558 IdIl and M104 IdI (on the right). Cross-
reacting idiotopes may also be associated with the CDR3 region in
other systems. The hatched boxes either side of the D segment repre-
sent N-region diversity and P-elements. (Reproduced from Davie
J.M. et al. (1986) Annual Review of Immunology 4, 147 with permission.
©by Annual Reviews Inc.)
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Bence-Jones proteins, for detection of residual mono-
clonal protein after therapy and perhaps for selecting
lymphocytes with certain surface receptors. The read-
er will (or should) be startled to learn that it is possible
toraise autoanti-idiotypicserasince this means thatin-
dividuals can make antibodies to their own idiotypes.
This has quite momentous consequences, as will be-
come apparent when we discuss the Jerne network
theory in Chapter 11.

IMMUNOGLOBULINS ARE FOLDED INTO
GLOBULAR DOMAINS WHICH SUBSERVE
DIFFERENT FUNCTIONS

Immunoglobulin domains have a
characteristic structure

In addition to the interchain disulfide bonds shown by
Edelman to link the heavy and light chains, there are
internalintrachain disulfidebonds which stabilize each
of the globular immunoglobulin domains (figure
3.11). Each domain has a characteristic B-pleated
sheet structure and comprises approximately 110
amino acids, of which 65-70 are between the two
cysteines which form the intrachain disulfide bond
of each domain (see figure 3.13a). Significantly, the
hypervariable sequences appear at one end of the
variable domain where they form parts of the B-turn
loops and are clustered close to each other in space.

The variable domain binds antigen

The clustering of the hypervariable loops at the tips of
the variable regions where the antigen-binding site is
localized makes them the obvious candidates to sub-
serve the function of antigen recognition (figures 3.11
and 3.12). That this is indeed the case was confirmed
when X-ray crystallographic analysis of complexes
formed between the Fab fragments of monoclonal an-
tibodies and their respective antigens was carried out.
Indeed, the antigen specificity of a mouse monoclonal
antibody can be conferred on a human immunoglobu-
lin molecule by replacing the human hypervariable se-
quences with those of the mouse (cf. figure 6.21). The
sequence heterogeneity of the three heavy and three
light chain hypervariable loops ensures tremendous
diversity in combining specificity for antigen through
variation in the shape and nature of the surface they
create. Thus each hypervariable region may be looked
upon as an independent structure contributing to the
complementarity of the binding site for antigen and
one speaks of complementarity determining regions
(CDRs).

That these variable regions of heavy and light chains
both contribute to antibody specificity is suggested by
experiments in which isolated chains were examined
for their antigen combining power. In general, varying
degrees of residual activity were associated with the
heavy chains but relatively little with the light chains;
on recombination, however, there was always a sig-
nificant increase in antigen-binding capacity. Interest-
ingly though, the majority of immunoglobulins in
camels and llamas lack light chains, although this does
not seem to leave them unduly inconvenienced.

Constant region domains determine secondary
biological function

The classes of antibody differ from each other in many
respects: in their half-life, their distribution through-
out the body, their ability to fix complement and their
binding to cell surface Fc receptors. Since the classes all
have the same xand A light chains, and heavy and light
variable region domains, these differences must lie in
the heavy chain constant regions.

These biological activities (effector functions)
were originally localized to the various heavy chain
domains by using myeloma proteins which have
spontaneous domain deletions, or enzymic fragments
produced by papain (which generates Fab and Fc
fragments) or pepsin (which gives F(ab’), and pFc’,
the C-terminal portion of Fc). More recently, the
critical amino acids involved in individual functions
have in many cases been identified using site-specific
mutagenesis.

A model of the IgG molecule is presented in
figure 3.13b which indicates the spatial disposition
and interaction of the domains in IgG, while figure
3.13c ascribes the various biological functions to the
relevant structures. In principle, the V-region domains
form the recognition unit (cf. figure 2.1) and constant
region domains mediate the secondary biological
functions.

To enable the Fab arms to have the freedom to move
and twist so that they can align their hypervariable re-
gions with the antigenic sites on large immobile carri-
ers, and to permit the Fc structures to adjust spatially in
order to trigger their effector functions, it is desirable
for IgG to have a high degree of flexibility. And it has
just that (figure 3.13d). Structural analysis shows that
the Fab can ‘elbow-bend” at its V-C junction and twist
about the hinge, which itself can more properly be de-
scribed as a loose tether, allowing the Fab and the Fc to
drift relative to each other with remarkable suppleness
(cf. figure 3.1). It could be said that movements like that
make it a very sexy molecule!
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Figure 3.11. Igdomain structure. (a)
Structure of the globular domains of a light
chain (from X-ray crystallographic studies
of a Bence-Jones protein by Schiffler et al.
(1973) Biochemistry 12,4620). One surface
of each domain is composed essentially of
four strands (light blue arrows) arranged
inan antiparallel B-pleated sheet structure
stabilized by interstrand Hbonds between
the amide CO- and NH: groups running
along the peptide backbone, and the other
surface of a second B-pleated sheet of three
strands (darker blue arrows); the black bar

represents the intrachain disulfide bond.
This structure is characteristic of all
immunoglobulin domains. Of particular
interest is the location of the hypervariable
regions ( )in three separate loops
which are closely disposed relative to each
other and form the light chain contribution
to the antigen-binding site (cf. figure 3.12).
One numbered residue from each
complementarity determining region is
identified. To generate a Fab fragment (cf.
left side of figure 3.13d), imaginea V,~Cy1
segmentjust like the V,~C, in the diagram,
rotate it 180° around the axis of the arrow
on theright of the figure and lay it on top of
the V-C, segment (Dr A. Feinstein). (b)
Schematic view of folding pattern of
constant and variable light chain domains
showing the -strands (A-G). The exira
sequence C’C” in the variable structure

includes the CDR2 region and, insome
variable region sequences, Hbonding
patterns occur which produce two extra -

strands, giving a five-stranded B-pleated

IMMUNOGLOBULIN CLASSES AND
SUBCLASSES

The physical and biological characteristics of the five
major immunoglobulin classes in the human are sum-
marized in tables 3.2 and 3.3. The following comments
are intended to supplement this information.

sheet instead of a three-stranded one.
Lettering and colorsasin (a).

Immunoglobulin G has major but varied roles in
extracellular defenses

Its relative abundance in the circulation and in
most tissues, its ability to develop high affinity
binding for antigen and its wide spectrum of sec-
ondary biological properties make IgG the prime
workhorse of the Ig stable. IgG, together with IgA,
is the major immunoglobulin to be synthesized
during the secondary response. Because IgG diffuses
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Figure3.12. Thebindingsite. (a) Idealized two-dimensional repre-
sentation of an antigen-binding site formed by spatial apposition of
polypeptide loops containing the hypervariable regions onlightand
heavy chains. Numbers refer to amino acid residues. In the heavy
chain CDR1 is composed of amino acids 31-35, CDR2 50~65 and
CDR3 95-102. For the light chain CDR1 is found at position 24-34,
CDR?2 at 50-56 and CDR3 at 87-97. Glycine residues are nearly al-
ways present at certain positions in or around the CDRs, allowing
peptide chains to fold back and form B-pleated sheet structures
which enable the hypervariable regions to lie close to each other (fig-
ure 3.11a ). Wu and Kabat have suggested that the flexibility of the
bond angle in this amino acid contributes to the effective formation
of a binding site. By using different combinations of hypervariable
regions and different residues within each of these regions, each

more readily than the other immunoglobulins into
the extravascular body spaces, it is the predominant
species in nonmucosal tissues, where it carries
the major burden of neutralizing bacterial toxins
and of binding to microorganisms to enhance their
phagocytosis.

Activation of the classical complement pathway

Complexes of bacteria with IgG antibody trigger the
C1 complex when a minimum of two Fcyregions in the
complex bind Clq (see figure 2.2). As shown by site-
specific mutagenesis of the Cy2 domain, the common
core motif for binding to Clq is Glu.318-X-Lys.320-X-
Lys.322 where X, the residue separating these charged
amino acids, can vary. In keeping with this analysis, it
is comforting to note that synthetic peptides with this
structure can block Clq binding to IgG. Activation of
the next component, C4, tends to produce attachment
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i
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FR2
CDR2
FR3
CDR3
‘ FR4

Anfigen

antibody molecule may be able to form a complex with a variety of
antigenic determinants (with a comparable variety of affinities). (b)
A simulated combining site for a hapten formed by apposing the
three middle fingers of each hand, each finger representing a hyper-
variable loop. With protein epitopes the area of contact is usually
greater and tends to involve more superficial residues (cf. figure 5.5).
There appears to be a small repertoire of main chain conformations
for atleast five of the six CDRs, the particular configuration adopted
being determined by a few key conserved residues (Chothia C. et al.
(1989) Nature 342, 877). (Photograph by B.N.A. Rice; inspired by A.
Munro!) {c) An idealized space-filling model indicating the relative
locations of the six CDR loops (taken from Silverman G.J. (1994) The
Immunologist 2,52, with permission.)

of C4b to the Cyl domain. Thereafter, one observes C3
convertase formation, covalent coupling of C3b to the
bacteria and release of C3a and Cba leading to the
chemotactic attraction of our friendly polymorpho-
nuclear phagocytic cells (cf. p. 2). These adhere to the
bacteria through surface receptors for complement
and the Fc portion of IgG (Fcy) and then ingest the mi-
croorganisms through phagocytosis. In a similar way,
the extracellular killing of target cells coated with IgG
antibody is mediated largely through recognition of
the surface Feyby NK (natural killer) cells bearing the
appropriate receptors (cf. p. 18). The thesis that the bio-
logical individuality of different immunoglobulin
classes is dependent on the heavy chain constant re-
gions, particularly the Fc, is amply borne out in rela-
tionship to activities such as transplacental passage,
complement fixation and binding to various cell types,
where function has been shown to be mediated by the
Fe part of the molecule.



48 CHAPTER 3 —Antibodies

= : = S
| | Antigen binding H

C1q fixation
Control catabolic rate

Figure 3.13. The disposition, interaction and biological proper-
ties of the Ig domains in IgG. (a) Stylized representation of IgG in-
dicating typical positions of the intrachain and interchain disulfide
bonds and the location of the hinge region. The number of inter-
heavy chain disulfide bonds varies with the subclass of IgG; al-
though for simplicity only one is shown, there are actually two in
IgGl and IgG4, four in IgG2 and a massive 11 in IgG3. (b)
Computer-generated model of IgG. One heavy chain is depicted in
light blue, the other in darker blue and the light chains in gray. Car-
bohydrate bound to and separating the Cy2 domains is in red. The
molecule analysed was a mutant with a truncated hinge region since
the flexibility associated with the hinge (see (d) below) makes the
X-ray pictures fuzzy and difficult to interpret. (The structure was
determined by Silverton E.W., Navia M.A. & Davies J.R. (1977)
Proceedings of the National Academy of Sciences of the LISA 74, 5140, and
the figure generated by computer graphics using R.J. Feldmann’s
system (National Institute of Health).) (c) Diagram based on the
model indicating domain location of biological function. The com-

Fc wagging

bined Cy2 and Cy3 domains bind to Fc receptors on phagocytic cells,
NK cells and placental syncytiotrophoblast; also to staphylococcal
protein A. (Note the IgG heavy chain is designated yand the constant
region domains Cyl, Cy2 and Cy3.) (d) Diagram indicating IgG
flexibility (cf. Brekke O.H. et al. (1995) Immunology Today 16, 85) and
showing apposing domains making contact through hydrophobic
regions (after Dr A, Feinstein). The structures of these contact frame-
works are highly conserved, an essential feature if different V; and
V, domains are to associate in order to generate a wide variety of an-
tibody specificities. These hydrophobic regions on the two comple-
ment-fixing C;2 (Cy2) domains are partly masked by carbohydrate
and remain independent, so allowing the formation of a hinge re-
gion which is extremely flexible both with respect to variation in the
angle of the Fab fragments (waving) and their rotation about the
hinge peptide chain. This flexibility enables combining sites in IgG
to be readily adapted to spatial variations in the presentation of the
antigenic epitopes; Fc ‘wagging’ permits optimal orientation to re-
ceptors on effector cells.
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Table 3.2. Physical properties of major

human immunoglobulin classes. DESIGNATION g6 I L2 | IgM 90 —l IgE ‘
Sedimentation 7S 75,95115* 19S 78 8s
| coefficient
Molecular weight 150 000 160 000 and 970 000 175 000 190 000
dimer
Number of basic 1 1.2* 5 1 1
four-peptide units
Heavy chains ¥ o u d €
' Light chains KOr A Kora Kora Kor i KOor
| Molecular formulat YoKo ¥oho (0K9)1.2 (1 5%5)5 8%, £5Kg. €9
' (G2h) 2 (Mah2)s 8,47
CASY SN
(0hp)pS*
Valency for 2 2,4 5(10) 2 2
| antigen binding
Concentration range | 8-16 mg/ml  1.4-4 mg/ml  0.5-2 mg/ml  0.003-0.04 17-450 ng/mlti
in normal serum mg/mi
% Total 75 15 5-10 0-1 0.002 |
- immunoglobin |
| % Carbohydrate 3 8 12 9 12 |
| confent
*7S monomer, 95 dimer, and 115 dimer in external secretions which carries secretory compo-
nent (S).
tIgAdimer and IgM containJ chain.
tng=10"7g.
Table 3.3. Biological properties of major
immunoglobulin classes in the human. Ig6 1A igM 'gd I
Major Most abundant  Major Ig in Very effective Mostly Protection of
characteristics Ig of internal SEromucous agglutinator; present on external body
body fiuids secrefions produced early lymphocyte  surfaces.
particularty where it in immune surface Recruits anti-
extrovasculor  defends response — microbial
where it external body  effective first- agents.
combats micro-  surfaces line defence Raised in
organisms and against parasitic
their foxins bacteremia infections.
Responsible for
symptoms of
atopic allergy
Complement
fixation
Classical ++ - +++ - -
Alternative = + - - -
Cross placenta ++ - - = =
Sensitizes
mast cells - - - - +++
and basophils
Binding fo
macrophages +++ + - - +
and polymorphs

nomena (figure 3.14). But first let us reiterate a point
made earlier in figure 2.5 (p. 24). Simple occupancy of
the receptor by its IgG ligand does not activate the cell;
cellular activation is only triggered when the receptors
are cross-linked by immune complexes containing
more than one IgG molecule.

The diversity of Fcyreceptors

Since a wide variety of interactions between IgG com-
plexes and different effector cells have been identified,
we really should spend a little time looking at the
membrane receptors for Fcy which mediate these phe-
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_ Leukocyte receptors for the Fc region of Ig6

Figure 3.14: The structures and characteristics of leukocyte sur-
face receptors for IgG Fc regions. bars= disulfide bridge; i=
inducible. Although three separate genes and several different tran~
scripts have been described for the high affinity FcyRI, only one of
these, the FcyRIA transcript, has been convincingly demonstrated to
produce an FeyRI protein. This possesses three immunoglobulin-
like domains, and provides a higher affinity binding for IgG than the
other types of FcyR which have only two immunoglobulin-like do-
mains. Recent evidence suggests that FcyRImay also bind C-reactive
protein. There are also three separate genes for the low affinity
FcyRIL These all encode proteins and, due to splice variants, collec-
tively produce a total of six expressed isoforms of FcyRIL They each
possess two immunoglobulin-like domains but have diverse cyto-
plasmic domains which contain signaling motifs. The FcyRIIA
isoform additionally exhibits genetic polymorphism, with either a
histidine or arginine at position 131, which influences the affinity of
the receptor for the different IgG subclasses. The His 131 variant is
the only FcR on leukocytes which is capable of interacting with IgG2
and, perhaps because of this, polymorphisms of FcyRIIA appear to
be risk factors for certain infectious and autoimmune diseases. The

Specific Fc receptors may exist for all the classes
of antibody, although receptors for IgD and IgM are
not particularly well characterized. For IgG a quite ex-
tensive family of Fc receptors has emerged, the nine
known genes encoding four major groups of receptors
FcyRl, FcyRIl, FeyRIII and FcyRn (or, more simply,
FcRn). Within these groups there are anumber of splice
variants and inherited polymorphic forms. All the
Fcy receptors display immunoglobulin-like domains
(p- 45) on the extracellular surface and the leukocyte

Fc'}R!EA FeyRIIB1 FeyRIIB2 ‘ Fc'yﬁllc FeyRINA FeyRIIB
| || |
o ° \ é X
WOP'DS""!C 72 phosp%%osilol
| peptide tail ; o T2 anchor
Affinity (w) hilo® lo<10’ lo<10’ lo<10’ lo<10’ med 3 x 107 lo<10’
Bind monomeric IgG ++ - - - - - -
| Bind aggregated IgG +++ ++ ++ ++ ++ ++ | L o o
' Present on:
Monocytes + + - 4+ - i -
Macrophages + + - + - + ‘ -
| Dendritic cells + + - + - + -
Neutrophils i + - + - + +
Eosinophils i & - + - + _
NK celis - - - ~ - + _
B-cells - - - + _
Mast cells | - = + + - + _

FcyRII family members have signaling motifs in their cytoplasmic
tails which undergo phosphorylation by tyrosine kinases, either a
stimulatory ITAM (immunoreceptor fyrosine-based activation
motif; @) in the case of FcyRIIA and FeyRIIC, or an inhibitory ITIM
(immunoreceptor tyrosine-based inhibitory motif; @) in the cyto-
plasmic tails of the FcyRIIB molecules. The other Fey receptors lack
signaling motifs of their own and, in the case of FcyRI and FcyRIIIA,
are therefore associated with the ysignaling homodimer which bears
the necessary ITAMs. FcyRIITA in NK cells can alternatively associ-
ate with the ITAM-containing { chain signaling molecule also used
by the T-cell receptor (TCR). Homologous ITAMs are present in the
cytoplasmic regions of the Ig 0./ heterodimer (see figure 4.3), the
CD3 v, 8, € molecules and in the B chain of one of the versions of
thehigh affinity IgE receptor. Itis not known how FcyRIIIB transmits
signals into the cell, but this GPI anchored molecule may associate
with so-called cell membrane ‘rafts” which contain signaling mole-
cules. Genetically inherited polymorphisms of both FeyRIIIA and
FcyRIIIB may be associated with the autoimmune disease systemic
lupus erythematosus (SLE) (cf. p. 425).

Fey receptors (FcyRI, FcyRII, FcyRIII) utilize these
for binding Ig Fc regions, just as other molecules of
related structure (the immunoglobulin ‘superfamily’,
p- 245) are mutually attracted through domain
interactions.

FcyRI (CD64) is constitutively present on mono-
cytes, macrophages and dendritic cells, and is induced
on neutrophils following their activation by IFNyand
G-CSF (granulocyte colony-stimulating factor). Con-
versely, FcyRI can be downregulated in response to IL-
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4andIL-13. Structurally, it consists of an IgG-binding o
chain which lacks cytoplasmic signaling domains and
a y chain homodimer containing immunoreceptor
tyrosine-based activation motifs (ITAMs) used to
transmit an activation signal into the cell. It binds
monomeric IgG avidly to the surface of the cell thus
sensitizing it for subsequent encounter with antigen.
Its main roles are probably in facilitating phagocytosis,
antigen presentation and in mediating extracellular
killing of target cells coated with IgG antibody, a
process referred to as antibody-dependent cellular cy-
totoxicity (ADCC; p. 332). It might also be concerned
with the overall regulation of IgG levels in the body,
since the catabolic rate appears to depend directly upon
the total IgG concentration and one might speculate
that endocytosis of IgG attached to FcyRI, the only
leukocyte Fc receptor to have a high affinity for
monomeric IgG, could contribute significantly to this
degradation. On the other hand, synthesis is largely
governed by antigen stimulation, so that in germ-free
animals, for example, IgG levels are extremely low but
rise rapidly on transfer to a normal environment.
Unlike the single isoform of FcyRI, there are six ex-
pressed isoforms of FeyRII (CD32) which collectively
are present on the surface of most types of leukocyte
(figure 3.14). Binding of monomeric IgG to these recep-
tors is insignificant. This lends itself to a cheeky play of
outstanding simplicity for the uptake of immune com-
plexes: because of the geometric increase in binding
strength of polymeric vs monomeric ligands (cf. the
‘bonus effect of multivalency’, p. 87), complexes bind
really well to these receptors and are selectively ad-
sorbed to the cell surface in the face of competition
from the dauntingly high concentrations of monomer-
icIgGin the body fluids. Furthermore, because of their
fixed spatial relationship within the immune complex,
the bound IgG molecules bring about the cross-linking
of Fc receptors mandatory for cell signaling. Thus the
binding of IgG complexes triggers phagocytic cells
and may provoke thrombosis through their reaction
with platelets. The FcyRIIA mediates phagocytosis and
ADCC whilst the FcyRIIB2 (and FeyRIII) efficiently me-
diates endocytosis leading to antigen presentation.
FcyRIIB1 on B-cells does not endocytose immune com-
plexes and therefore B-cells principally present only
their cognate antigen following ligation and
endocytosis of the B-cell receptor (BCR). In fact, the
FcyRIIB molecules have cytoplasmic domains which
contain immunoreceptor tyrosine-based inhibitory
motifs (ITIMs) and their occupation leads to downregu-
lation of cellular responsiveness. In the case of the
B-cell this mediates the negative-feedback effect of

IgG on antibody production (cf. p. 201). Thus, whereas
the isoforms on phagocytic cells are associated
with ligand internalization, that on the B-cell fails to
internalize but concentrates instead on lymphocyte
regulation.

The two FeyRIII (CD16) genes encode the isoforms
FcyRIMTA and FeyRIIIB which have a medium and
low affinity for IgG, respectively. FcyRIIIA is found on
most types of leukocyte, whereas FcyRIIIB is restricted
mainly to neutrophils and is unique amongst the Fc
receptors in being attached to the cell membrane by
a glycosylphosphatidylinositol (GPI) anchor rather
than a transmembrane segment. FcyRIIIA is known
to be associated with the y chain signaling dimer
on monocytes and macrophages, and with either {
and/or 7y chain signaling molecules in NK cells,
and its expression is upregulated by transform-
ing growth factor f (TGFB) and downregulated by
IL-4. With respect to their functions, FcyRIIIAis largely
responsible for mediating ADCC by NK cells and
the clearance of immune complexes from the circula-
tion by macrophages. For example, the clearance of
IgG-coated erythrocytes from the blood of chim-
panzees was essentially inhibited by the monovalent
Fab fragment of a monoclonal anti-FcyIIl (work out
why the Fab fragment was used). FcyRIIIB cross-
linking stimulates the production of superoxide by
neutrophils.

The fourth major type of FcyR is not present on
leukocytes but instead is found on epithelial cells. It is
referred to as FcRn due to its original description as a
neonatal receptor, although it is now known to be pre-
sent also in the adult. This molecule has a major histo-
compatibility complex (MHC)-like structure and its o
chain associates with B,-microglobulin. It acts as an in-
tracellular trafficking receptor and at least four major
activities have been proposed for this molecule. It is
fairly well established that it transfers maternal circu-
lating IgG across the placenta to the fetus (figure 3.15a)
and, at least in rodents, colostral and maternal milk
IgG from the intestine to the circulation of the neonate
(figure 3.15b). IgG is alone amongst the Ig classes in its
ability to cross the human placenta, thereby providing
amajor life-line of defense not only for the fetus in utero
but also for the first few weeks of the newborn baby’s
life. Transfer of IgG across the gut mucosa in the
neonate may further reinforce this protection. FcRn
may additionally be involved in maintaining steady
state levels of circulating IgG and in the bidirectional
transport of IgG across the adult intestinal epithelium
and possibly across mucosal surfaces at other sites in
the body. Binding of IgG to FcRn is regulated by pH,
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Figure 3.15. The epithelial cell surface receptor for IgG Fcregions.
(2) The FcRn receptor is present in the placenta where it fulfils theim-
portant task of transferring maternal IgG to the fetal circulation. This
will provide important protection prior to the generation of im-
munocompetence in the fetus. Furthermore, it is self-evident that
any infectious agent which might reach the fetus in utero will have
had to have passed through the mother first, and the fetus will rely
upon the mother’s immune system to have produced IgG with ap-
propriate binding specificities. This maternal IgG also provides pro-
tection for the neonate, because it takes some weeks following birth
before the transferred IgG is eventually all catabolized. (b) It has
been clearly demonstrated in rodents, although remains speculative
in humans, that there is epithelial transport of IgG from maternal
milk across the intestinal cells of the newborn. IgG binds to FcRn at
pH 6.0, is taken into the cell within a clathrin-coated vesicle and re-
leased at the pH of the basal surface. The directional movement of
IgG is achieved by the asymmetric pH effect on Ig-receptor interac-

with high affinity binding at acidic pHbut very little at
neutral or alkali pH. Unlike the transcytosis across ep-
ithelial cells mediated by the pIgA-R (seebelow), FcRn
does not undergo proteolytic cleavage and therefore
has the potential for generating bidirectional traffic
(figure 3.15c¢).

Nonprecipitating ‘univalent’ antibodies

IgG has two combining sites for antigen. However,
5-15% of the IgG in all antiserums appears to consist of
nonprecipitating asymmetric molecules with a single
effective binding site. The other site is blocked stereo-
chemically by a mannose-rich carbohydrate in the Fab
region.

Immunoglobulin A guards the mucosal surfaces

IgA appears selectively in the seromucous secretions,
such as saliva, tears, nasal fluids, sweat, colostrum,
and secretions of the lung, genitourinary and gastroin-
testinal tracts, where it clearly has the job of defending
the exposed external surfaces of the body against at-

Actdlc endosome
IgG
Antigen
— — & —> & —l-
Released Released
milk |mmune

loG complex

tion. FcRn has homology to MHC class I molecules and contains 3,-
microglobulin (cf. p. 70). Knockout mice lacking FcRn are incapable
of acquiring maternal Ig as neonates. Furthermore, they have a
grossly shortened IgG half-life, suggesting that FcRn may also serve
a role as a protective receptor which prevents degradation of IgG
and then recycles it to the circulation. The IgG half-life is unusually
long compared with that of IgA and IgM and this enables the re-
sponse to antigen to be sustained for many months following infec-
tion. (¢) Anadditional, and still to be proven, role of FcRnmaybeas a
bidirectional shuttle receptor. IgG binding on the nonluminal side of
the epithelial cell may occur, following endocytosis, within the more
favorable pH of acidic endosomes. This receptor may thus provide a
mechanism for mucosal immunosurveillance, traveling back and
forth across the epithelial cell, delivering IgG to the intestinal lumen
and then returning the same antibodies in the form of immune com-
plexes for the stimulation of B-cells by follicular dendritic cells.

tack by microorganisms. This responsibility is clearly
taken seriously since approximately 40 mg of secretory
IgA/kg body weight is transported daily through the
human intestinal crypt epithelium to the mucosal sur-
face as compared with a fotal daily production of IgG of
30mg/kg.

The IgA is synthesized locally by plasma cells and
dimerized intracellularly together with a cysteine-rich
polypeptide called J chain, of molecular weight 15000.
The dimeric moleculeis effectively tetravalent and will
have a much higher binding avidity for polymeric
antigens than the monomeric form due to the bonus
effect of multivalency (cf. p. 87). If dimerization
occurred randomly after secretion, dimers of mixed
specificity would be formed which would be no
more effective in combining with antigen than the
monomers. The dimericIgAbinds strongly throughits
J chain to a receptor for polymeric Ig (poly-Ig receptor,
pIgR, which also binds polymeric IgM) present in the
membrane of mucosal epithelial cells. The complex
is then actively endocytosed, transported across the
cytoplasm and secreted into the external body fluids
after cleavage of the pIgR peptide chain. The fragment
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Figure 3.16. Secretory IgA. (a) The mechanism of IgA secretion at
the mucosal surface. The mucosal cell synthesizes a receptor for
polymeric Ig (pIgR) which is inserted into the basal membrane.
DimericIgAbinds to this receptor and is transported via anendocyt-
ic vacuole to the apical surface. Cleavage of the receptor releases se-
cretory IgAstill attached to part of the receptor termed the secretory
piece. Note how the receptor cleavage introduces an asymmetry

of the receptor remaining bound to the IgA is termed
secretory component and the whole molecule, secre-
tory IgA (figure 3.16). The reader is strongly recom-
mended to turn to figure 8.9 (p. 156) for a dramatic
demonstration of secretory IgA held in the surface
mucus of intestinal mucosal epithelial cells.

The function of the secretory piece may be to protect
the IgA hinge from bacterial proteases. It would also
be nice to think that it acted as a molecular Teflon to
endow the IgA dimer with ‘nonstick’ potential, since
IgA antibodies function by inhibiting the adherence of
coated microorganisms to the surface of mucosal cells,
thereby preventing entry into the body tissues. They
will also combine with the myriad soluble antigens
of dietary and microbial origin to block their access
to the body. Aggregated IgA binds to polymorphs
and can also activate the alternative (figure 2.3), as
distinct from the classical, complement pathway,
largely through its abundant carbohydrate groups.
This may account for reports of a synergism between
IgA, complement and lysozymein the killing of certain

which drives the transport of IgA dimers to the mucosal surface (in
quite the opposite direction to the transcytosis of milk IgG in figure
3.15). (b) Schematic view of the structure of secreted IgA. TheJ chain,
which is an integral part of secreted polymeric Ig (IgA and IgM),
forms disulfide bonds with the penultimate residue of the Ca3 do-
main which is a cysteine (Cys 495). Covalent linkage of the J chain
seems tobe critical for the initial binding to the polymericIg receptor.

coliform organisms, where it is supposed that com-
plement-induced disruption of the outer surface
permits access of the enzyme to the peptidoglycan
wall.

Plasma IgA is predominantly monomeric and, since
this form is a relatively poor activator of complement,
it seems likely that the body uses it for the direct
neutralization of any antigens which breach the
epithelial barrier to enter the circulation in appreci-
able quantities. However, it has additional functions
which are mediated through the FcoR (CD89) for
IgA present on monocytes, macrophages, neutrophils
and subpopulations of both T- and B-lymphocytes.
Structurally, this receptor most closely resembles
FcyRIIIA in that it has two immunoglobulin domains
and associates with a y chain signaling homodimer.
Following cross-linking, the receptor can activate
endocytosis, phagocytosis, inflammatory mediator
release and ADCC. Expression of the FcoR on
monocytes is strongly upregulated by bacterial
lipopolysaccharide.
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C__ODOMAIN @ DISULFIDE BOND

Figure 3.17. The structure of IgM. (a) The arrangement of domains
in one of the five subunits showing how the pentamer is built up
through the disulfide linkages between the Cys 414 in the Cu3 do-
mains and between the Cys 575, the penultimate C-terminal residue
in the 19-amino acid tailpiece which follows Cp4 (after Hilschman &
Feinstein). Without too much aggravation, we hope the reader will
appreciate that the hinge region in IgG (cf. figure 3.13) isreplaced by
arigid pair of extra domains (Cu2), while Cp3 and Cp4 domains in
IgM are structurally equivalent to the Cy2 and Cy3 regions, respec-
tively, in IgG. (b) The structure as shown by electron microscopy of a
human Waldenstrém’s macroglobulin in free solution adopting a

Immunoglobulin M provides a defense
against bacteremia

In the past referred to as the macroglobulin antibodies
because of their high molecular weight, IgM molecules
are polymers of five four-peptide subunits each bear-
ing an extra Cy; domain. As withIgA, asingle J chainis
incorporated into the pentamer which has the struc-
ture shown in figure 3.17a. Under negative staining in
the electron microscope, the free molecule in solution
assumes a ‘star’ shape but, when combined as an anti-
body with an antigenic surface membrane, it canadopt
a‘crab-like’ configuration (figure 3.17b and c) in which
multiple Fc regions are now accessible to Clq which is
bound most firmly. A small proportion of circulating
IgM exists in a hexameric form which lacks ] chain
but is up to 20 times more effective in activating
complement-mediated lysis than the pentamer. Circu-
lating monomeric IgM (i.e. a single four-peptide unit)
is present during chronic infections but is unable to ac-
tivate complement. The theoretical combining valency
of the pentamer is of course 10 but this is only observed
oninteraction with small haptens; withlarger antigens
the effective valency falls to 5 and this must be attrib-
uted to some form of steric restriction due to lack of
flexibility in the molecule. IgM antibodies tend to be of
relatively low affinity as measured against single de-

‘star’-shaped configuration. (c) The structure as revealed in an elec-
tron microscope preparation of specific sheep IgM antibody bound
to Salmonella paratyphi flagellum where the immunoglobulin has as-
sumed a “crab-like’ conformation in establishing its links with anti-
gen. With the F(ab’), arms bent out of the plane of the central Fc,
region, the Cu3 complement binding domains are now readily ac-
cessible to the first component of complement (cf. p. 22). The Fc, con-
stellation obtained by papain cleavage can activate complement
directly. (Electron micrographs are negatively stained preparations
of magnification x2 000000, i.e. 1 mm represents 0.5nm; kindly pro-
vided by Dr A. Feinstein and Dr E.A. Munn.)

terminants (haptens) but, because of their high valen-
cy, they bind with quite respectable avidity to antigens
with multiple epitopes (bonus effect of multivalency,
p- 87). For the same reason, these antibodies are ex-
tremely efficient agglutinating and cytolytic agents
and, since they appear early in the response to infec-
tion and are largely confined to the bloodstream, it is
likely that they play a role of particular importance in
cases of bacteremia. The isochemagglutinins (anti-A,
anti-B) and many of the ‘natural’ antibodies to mi-
croorganisms are usually IgM; antibodies to the ty-
phoid ‘O’ antigen (endotoxin) and the ‘WR’” antibodies
in syphilis are also found in this class. IgM would ap-
pear to precede IgG in the phylogeny of the immune
response in vertebrates.

Monomeric IgM, with a hydrophobic sequence
stitched into the C-terminal end of the heavy chain to
anchor the molecule in the cell membrane, is the major
antibody receptor used by B-lymphocytes torecognize
antigen (cf. figure 2.10).

Immunoglobulin D is a cell surface receptor

This class was recognized through the discovery of a
myeloma protein which did not have the antigenic
specificity of IgG, Aor M, although it reacted with anti-
bodies to immunoglobulin light chains and had the
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Figure 3.18. Domain structure of IgE. Note the general similarity in
structure to the IgM basic unit in figure 3.17 with the IgG hinge re-
placed by the extra Ce2 paired domains, but also the lack of associa-
tion of the penultimate C-terminal domains (in this case Ce3) which
is a consistent feature of all Ig classes. The o.chain of the high affinity
mast cell receptor for IgE (FceRI) binds very avidly to a single site lo-
cated in positions 301-304 of the Ce3 domain. The low affinity FceRII
on inflammatory cells and B-lymphocytes requires the presence of
both Ce3 domains for significant binding to IgE. ‘Knockout’ mice
lacking the FceRI o chain do not express the receptor and cannot pro-
duce anaphylactic reactions; conclusion, the low affinity FceRII
receptor which is expressed does not contribute significantly to
IgE/mast cell-mediated anaphylaxis.

basic four-peptide structure. The hinge region is par-
ticularly extended and, although protected to some
degree by carbohydrate, it may be this feature which
makes IgD, among the different immunoglobulin
classes, uniquely susceptible to proteolytic degrada-
tion, and account for its short half-life in plasma (2.8
days). Nearly all the IgD is present, together with IgM,
on the surface of a proportion of B-lymphocytes where
itseemslikely that they may operate as mutually inter-
acting antigen receptors for the control of lymphocyte
activation and suppression.

Immunoglobulin E triggers inflammatory
reactions

Only very low concentrations of IgE are present in
serum and only a very small proportion of the plasma
cells in the body are synthesizing this immunoglobu-

lin. Tt is not surprising, therefore, that so far only a
handful of IgE myelomas have been recognized com-
pared with tens of thousands of IgG paraproteinemias.
IgE antibodies (figure 3.18) remain firmly fixed for an
extended period when injected into human skin,
bound to the high affinity FceRI receptor on mast cells
(figure 3.19). Contact with antigen leads to degranula-
tion of the mast cells with release of preformed vaso-
active amines and cytokines, and the synthesis of a
variety of inflammatory mediators derived from
arachidonic acid (cf. figure 1.15). This process is re-
sponsible for the symptoms of hay fever and of extrin-
sicasthma when patients with atopic allergy come into
contact with the allergen, e.g. grass pollen.

The main physiological role of IgE would appear tobe
protection of anatomic sites susceptible to trauma and
pathogen entry by local recruitment of plasma factors
and effector cells through the triggering of an acute in-
flammatory reaction. Infectious agents penetrating
the IgA defenses would combine with specific IgE on
the mast cell surface and trigger the release of vaso-
activeagents and factors chemotactic for granulocytes,
so leading to an influx of plasma IgG, complement,
neutrophils and eosinophils (cf. p. 272). In such a con-
text, the ability of eosinophils to damage IgG-coated
helminths and the generous IgE response to such para-
sites would constitute an effective defense.

The low affinity FceRII receptor, CD23, is present
on many different types of hematopoietic cells (figure
3.19¢). Its primary function appears to be in the regula-
tion of IgE synthesis by B-cells, with a stimulatory role
at low concentrations of IgE and an inhibitory role at
high concentrations. It can also facilitate phagocytosis
of IgE opsonized antigens.

Immunoglobulins are further subdivided
into subclasses

Antigenic analysis of IgG myelomas revealed further
variation and showed that they could be grouped
into four isotypic subclasses termed IgG1, IgG2, IgG3
and IgG4. The differences all lie in the heavy chains
which have been labeled v1, y2, ¥3 and 4, respectively.
These heavy chains show considerable homology and
have certain structures in common with each other—
the ones which react with specific anti-IgG antisera—
but each has one or more additional structures
characteristic of its own subclass arising from differ-
ences in primary amino acid composition and in inter-
chain disulfide bridging. These give rise to differences
in biological behavior which are summarized in
table 3.4.
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Figure 3.19. The structures and char-
acteristics of surface receptors for IgE
Fc regions. Bars signify disulfide bridges.

= B T The high affinity receptor for IgE, FceRI, is
y T \ found only on basophils and mast cells (and
& / ol A some non-T-, non-B-lymphocytes) in the
2 // //" mouse. However, humans also express a
e - = ] ————  version of FceRI that lacks an associated
] FeeRlafy, i FeeRloty, . FeeRIIA (CD23_} il FceRIB (CD23) | four-transmembrane region § chain, and
Affinity (1) v.hi 1010 v.hi 10° lo<107 lo<107 this receptor is expressed, albeit at lower lev-
Bind monomeric 16 _ _ _ _ els than on mast cells, on a number of differ-
) g ent cell types. More recently acquired data
Bind aggregated 196 = = = = on FceRI structure are presented in Figure
Bind monomeric IgE ++ ++ + . 16.1. The high affinity binding site for IgE on
Present on: these receptors involves a hydrophobic
patch of four tryptophans at the top of the
Monocytes ' * = + ‘ molecule. The low affinity receptor for IgE,
Macrophages - + - 4 FceRII (CD23), differs from most other types
Denditic cells 5 _ o = + of Fcreceptors in that it utilizes C-type lectin
. domains rather than Ig-type domains. It is
Neutrophils B - il X present on the cell surface as a trimer, but
Eosinophils - . + + + the details of how it transduces signals into
NK cells B _ _ ? the cell are incompletely understood. There
are two versions of FceRII which differ by
T-cells - - - + . iy . ;
seven amino acids in their cytoplasmic
B-cells - | = + + tails. Whilst FceRIIA is essentially restricted
Mast cells ++ | ++ | - ? I to B-cells and eosinophils, FceRIIB shows a
g - - much broader distribution.
161 1062 1963 1964 I Table 3.4. Comparison of human IgG sub-
5 T classes. *The very poor complement-fixing
Serum concentration (mg/mi) 9 8 ' 05 | ability of IgG4 cannot be ascribed to its rigid
% Total IgG in normal serum 67 22 7 4 hinge region since substitution of serine 331
- T T S B with proline (as in IgG1 and IgG3) endows
SeiINERE 00y — = - 8 23 the molecule with excellent Clg-binding
Complement activation (classical . % - + o g 2 + and complement-mediated lytic capability.
pathway)* | Intriguingly, substitution of proline 331
Binding to monocyte/macrophage Fc 4 + +++ + with serine in IgG1 maintains Clq-binding
| feceptors ability but grossly diminishes lyticactivity, a
Ability to cross placenta +++ + +++ +++ puzzlestill to be resolved.
Spontaneous aggregation = - +++ '
Binding fo staphyloccal protein A . +++ +++ + +++
Binding to staphyloccal protein G +++ +++ +++ +4++
Gm allotypes 0,21x n b0,b1,b3, 4a,4b
g.s.t, elc.
Twosubclasses of IgAhavealsobeen found, of which tweenheavy and light chains. Class and subclass varia-
IgA1 constitutes 80-90% of the total. The IgA2 subclass tion is not restricted to human immunoglobulins butis
exists in two allotypic forms, one of which (IgA2m(1)) a feature of all the mammals so far studied: monkey,

isunusualin thatit lacks interchain disulfide bonds be- sheep, rabbit, guinea-pig, ratand mouse.
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SUMMARY

The basic structure is a four-peptide unit

* Immunoglobulins (Ig) have a basic four-peptide struc-
ture of two identical heavy and two identical light chains
joined by interchain disulfide links.

* Papain splits the molecule at the exposed flexible hinge
region to give two identical univalent antigen-binding
fragments (Fab) and a further fragment (Fc). Pepsin
proteolysis gives a divalent antigen-binding fragment
F(ab’), lacking the Fc.

Amino acid sequences reveal variations in

immunoglobulin structure

* There are perhaps 10° or more different Ig molecules in
normal serum.

* Analysis of myeloma proteins, which are homogeneous
Ig produced by single clones of malignant plasma cells,
has shown the N-terminal region of heavy and light chains
to have a variable amino acid structure and the remainder
to be relatively constant in structure.

Immunoglobulin genes

* Clusters of genes on three different chromosomes en-
code k, A and heavy Ig chains, respectively. In each cluster
in humans there are approximately 30-50 functional
variable region (V) genes and around four to six small |
minisegments. Heavy chain clusters in addition contain of
the order of 25 D minigenes. There is a single gene encod-
ing each of the nine different class and subclass constant
regions.

* A special splicing mechanism involving mutual recog-
nition of 5’ and 3 flanking sequences, catalysed by recom-
binase enzymes, effects the DJ, VD and V] translocations.

Structural variants of the basic Ig molecule

* Isotypes are Ig variants based on different heavy chain
constant structures, all of which are present in each indi-
vidual; examples are the Ig classes IgG, IgA, etc.

* Allotypes are heavy chain variants encoded by allelic
(alternative) genes at single loci and are therefore geneti-
cally distributed; examples are Gm groups.

* Anidiotype is the collection of antigenic determinants
on an antibody, usually associated with the hypervariable
regions, recognized by other antigen-specific receptors,
either antibody (the anti-idiotype) or T-cell receptors.

¢ The variable region domains bind antigen, and three
hypervariable loops (termed complementarity determin-

ing regions) on the heavy chain and three on the light chain
form the antigen-binding site.

* The constant region domains of the heavy chain (par-
ticularly the Fc) carry out a secondary biological function
after the binding of antigen, e.g. complement fixation and
macrophage binding,.

Immunoglobulin classes and subclasses

* In the human there are five major types of heavy chain
giving five classes of Ig. IgG is the most abundant Ig in the
extravascular fluids where it neutralizes toxins and com-
bats microorganisms by fixing complement via the C1
pathway and facilitating the binding to phagocyticcellsby
receptors for C3b and Fcy. It crosses the placenta in late
pregnancy and the intestine in the neonate.

* Various Fcy receptors are specialized for different
functions such as phagocytosis, antibody-dependent cel-

lular cytotoxicity, placental transport and B-lymphocyte |

regulation.

¢ IgA exists mainly as a monomer (basic four-
polypeptide unit) in plasma, but in the seromucous secre-
tions, where it is the major Ig concerned in the defense of
the external body surfaces, itis presentas a dimer linked to
asecretory component.

¢ IgMismostcommonly a pentameric molecule although
aminor fraction is hexameric. Itis essentially intravascular
and is produced early in the immune response. Because of
its high valency it is a very effective bacterial agglutinator
and mediator of complement-dependent cytolysis and is
therefore a powerful first-line defense against bacteremia.
* IgDislargely present on the lymphocyte and functions
together with IgM as the antigen receptor on naive B-cells.
¢ IgE binds firmly to mast cells and contact with antigen
leads to local recruitment of antimicrobial agents through
degranulation of the mast cells and release of inflammato-
ry mediators. IgE is of importance in certain parasitic in-
fections and is responsible for the symptoms of atopic
allergy.

* Further diversity of function is possible through the
subdivision of classes into subclasses based on structural
differences in heavy chains all present in each normal
individual.

| See the accompanying website (www.roitt.com)
for mulfiple choice questions.
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INTRODUCTION

The interaction of lymphocytes with antigen takes
place through binding to specialized cell surface
antigen-specific receptors functioning as recogni-
tion units. Since B- and T-cells use quite distinct
receptors to bind antigen, they will have to be dis-
cussed separately.

THE B-CELL SURFACE RECEPTOR FOR
ANTIGEN (BCR)

The B-cell inserts a transmembrane
immunoglobulin into its surface

In Chapter 2 we discussed the cunning system by
which an antigen can be led inexorably to its doom by
selecting the lymphocytes capable of making anti-
bodies complementary in shape to itself through its
ability to combine with a copy of the antibody mole-
cule on the lymphocyte surface. It will be recalled that
combination with the surface receptor can activate the
cell to proliferate before maturing into a clone of plas-
ma cells secreting antibody specific for the inciting
antigen (cf. figure 2.11).

Immunofluorescent staining of live B-cells with la-
beled anti-immunoglobulin (anti-Ig) (e.g. figure 2.6¢c)

reveals the earliest membrane Ig to be of the IgM class.
The cell is committed to the production of just one anti-
body specificity and so transcribes its individual re-
arranged V]Ck(or A) and VD]JCpu genes. The solution to
the problem of secreting antibody with the same speci-
ficity as that present on the cell surface as a membrane
Ig is found in a differential splicing mechanism. The
initial nuclear p chain RNA transcript includes se-
quences coding for hydrophobic transmembrane
regions which enable the IgM to sit in the membrane
where it acts as the B-cell receptor (BCR), but if these
are spliced out, the antibody molecules can be secreted
inasoluble form (figure 4.1).

As the B-cell matures, it coexpresses a BCR utiliz-
ing surface IgD of the same specificity. This surface
IgM +surface IgD B-cell phenotype is abundant in the
mantle zone lymphocytes of secondary lymphoid
follicles (cf. figure 8.7f) and is achieved by differential
splicing of a single transcript containing VD], Cu
and C§ segments producing either membrane IgM
or IgD (figure 4.2). As the B-cell matures further, other
isotypes such as IgG may be utilized in the BCR
(cf.p.238).

The surface immunoglobulin is complexed with
associated membrane proteins

The cytoplasmic tail of the surface IgM is a miserable
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three amino acidslong. Inno way could this accommo-
date the structural motifs required for interaction with
intracellular protein tyrosine kinases which mediate
the activation of signal transduction cascades. With
some difficulty, it should be said, it eventually proved
possible to isolate a disulfide-linked heterodimer
which copurifies with the membrane Ig. This consists
of two glycoprotein chains called Ig-o. (CD79a) and
Ig-B (CD79b) (figure 4.3). Both Ig-o and Ig-B have
an extracellular immunoglobulin-type domain, but it
is their C-terminal cytoplasmic domains which are
obligatory for signaling and which become phospho-
rylated on cell activation by antigen-induced cross-
linking of the BCR, an event also associated with rapid
Ca?* mobilization. Tyrosine-containing structural mo-
tifs (immunoreceptor tyrosine-based activation motifs,

EEDOSS ™

Figure4.2. Surface membrane IgM and
IgD receptors of identical specificity appear
on the same cell through differential
splicing of the composite primary RNA
transcript (leader sequences again omitted
for simplicity).

ITAMs) are present in the cytoplasmic domains of the
Ig-o./B heterodimer (figure 4.3) and it is these that
undergo phosphorylation by tyrosine kinases.

THE T-CELL SURFACE RECEPTOR FOR
ANTIGEN (TCR)

The receptor for antigen is a fransmembrane
heterodimer

When it was eventually tracked down (Milestone 4.1),
the antigen-specific T-cell receptor was identified as
a membrane-bound molecule composed of two
disulfide-linked chains, o and B. Each chain folds into
two Ig-like domains, one having a relatively invariant
structure and the other exhibiting a high degree of
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Milestone 4.1—The T-cell Receptor

Since T-lymphocytes respond by activation and prolifera-
tion when they contact antigen presented by cells such as
macrophages, it seemed reasonable to postulate that they
do so by receptors on their surface. Inany case, it would be
difficult to fit T-cells into the clonal selection club if they
lacked such receptors. Guided by Ockam'’s razor (the Law
of Parsimony, which contends that it is the aim of science
to present the facts of nature in the simplest and most
economical conceptual formulations), most investigators
plumped for the hypothesis thatnature would not indulge
in the extravagance of evolving two utterly separate mole-
cularrecognitionspecies for B-and T-cells, and many fruit-
less years were spent looking for the Holy Grail of the
T-cell receptor with anti-immunoglobulin serums or
monoclonal antibodies (cf. p. 120). Success only came
when a monoclonal antibody directed to the idiotype
of a T-cell was used to block the response to antigen. This
was identified by its ability to block one individual T-cell
clone out of a large number, and it was correctly assumed

T-cells with differing
specificity

v
¥

Fuse with T-cell fumor
to produce
hybridoma clones

by monocional anti- | -
o dope

+4+4+ -

Ab fo T-cell receptor immunoprecipitates 2 chains

= L
s N Ppt with
1 anti-id,
Run on SDS-
Is;lb:?:: PAGE ' Unreduced

T-hybridoma >

Figure M4.1.1. Ab to T-cell receptor (anti-idiotype) blocks Ag
recognition. Based on Haskins K., Kubo R., White]., Pigeon M.,
Kappler J. & Marack P. (1983) Journal of Experimental Medicine 157,
1149. (Simplified a little.)

that the structure permitting this selectivity would be
the combining site for antigen on the T-cell receptor.
Immunoprecipitation with this antibody brought down
a disulfide-linked heterodimer composed of 40-44kDa
subunits (figure M4.1.1).

The other approach went directly for the genes, arguing
as follows. The T-cell receptor should be an integral mem-
brane protein not present in B-cells. Hence, T-cell poly-
somal mRNA from the endoplasmic reticulum, which
should provide an abundant source of the appropriate
transcript, was used to prepare cDNA from which genes
common to B- and T-cells were subtracted by hybridiza-
tion to B-cell nRNA. The resulting T-specific clones were
used to probe for a T-cell gene which is rearranged in all
functionally mature T-cells but is in its germ-line configu-
ration in all other cell types (figure M4.1.2). In such a
way were the genes encoding the B-subunit of the T-cell
receptor uncovered.

T-cell genes isolated by B-cell subtraction
T-specific T-non-specific
MRNA i MRNA
v v
[ om |
v
Remove with
r Hybridize 1
DNA: Liver |
B-cell
Southern blot
T-clone 1
T-clone 2

Figure M4.1.2. Isolation of T-cell receptor genes. Different
sized DNA fragments produced by a restriction enzyme are
separated by electrophoresis and probed with the T-cell gene.
The T-cells show rearrangement of one of the two germ-line
genes found inliver or B-cells. Based on Hendrick .M., Cohen
D.L, Nielsen E.A. & Davis M.M. (1984) Nature 308, 149.
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Figure 4.3. Model of B-cell receptor (BCR) complex. The Ig-o./
Ig-B heterodimer is encoded by the B-cell-specific genes mb-1
and B29, respectively. Two of these heterodimers are shown with
the Ig-a associating with the membrane-spanning region of the
IgM p.chain. The Ig-like extracellular domains are colored blue. Each
tyrosine (Y)-containing box possesses a sequence of general struc-
ture Tyr.X,.Leu.X,. Tyr. X, Ile (Where X is not a conserved residue), re-
ferred to as the immunoreceptor tyrosine-based activation motif
(ITAM). On activation of the B-cell, these ITAM sequences act as
signal transducers through their ability to associate with and be
phosphorylated by a series of tyrosine kinases. Note that whilst a x
light chain is illustrated for the surface IgM, some B-cells utilize a A
light chain.

variability, so that the aff TCR has a structure really
quite closely resembling an Ig Fab fragment. This
analogy stretches even further—each of the two
variable regions has three hypervariable regions
which X-ray diffraction data have defined as incor-
porating the amino acids which make contact with
the peptide-major histocompatibility complex
(MHC) ligand.

Both o and f chains are required for antigen speci-
ficity as shown by transfection of the T-receptor genes
from a cytotoxic T-cell clone specific for fluorescein
to another clone of different specificity; when it ex-
pressed the new o and B genes, the transfected clone
acquired the ability to lyse the fluoresceinated target
cells. Another type of experiment utilized T-cell hy-
bridomas formed by fusing single antigen-specific
T-cells with T-cell tumors to achieve ‘immortality’.
One hybridoma recognizing chicken ovalbumin, pre-
sented by a macrophage, gave rise spontaneously
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to two variants, one of which lost the chromosome
encoding the a chain, and the other, the B chain.
Neither variant recognized antigen but, when they
were physically fused together, each supplied the
complementary receptor chain and reactivity with
antigen was restored.

There are two classes of T-cell receptors

Not long after the breakthrough in identifying the of3
T-cell receptor, came reports of the existence of a sec-
ond type of receptor composed of yand & chains. Since
itappears earlier in thymic ontogeny, the yd receptor is
sometimes referred to as TCR1 and the of receptor as
TCR2 (cf. p.227).

In the human, 3 cells make up only 0.5-15% of the
T-cells in peripheral blood but they show greater
dominance in the intestinal epithelium and in skin. In
contrast, between 30% and 80% of blood T-cells in ru-
minants are Y9, reflecting a somewhat different physio-
logical life-style, but it does make the point that these
cells can play an important role in immune responses.
In general, y0 T-cells seem to be strongly biased to-
wards the recognition of certain types of microbial
antigens, a number of which are components of my-
cobacteria, including lipid and glycolipid molecules
and heat-shock proteins.

The encoding of T-cell receptors is similar to
that of immunoglobulins

The gene segments encoding the T-cell receptor 8
chains follow a broadly similar arrangement of V, D, |
and constant segments to that described for the im-
munoglobulins (figure 4.4). In a parallel fashion, as an
immunocompetent T-cell is formed, rearrangement
of V, D and | genes occurs to form a continuous VD]
sequence. The firmest evidence that B- and T-cells
use similar recombination mechanisms comes from
mice with severe combined immunodeficiency (SCID)
which have a single autosomal recessive defect pre-
venting successful recombination of V, D and | seg-
ments (cf. p. 42). Homozygous mutants fail to develop
immunocompetent B- and T-cells and identical se-
quence defects in VD] joint formation are seen in both
pre-B-and pre-T-cell lines.

Looking firstat the B chain cluster, one of the two Df8
genes rearranges next to one of the [ genes. Note that,
because of the way the genes are organized, the first D8
gene, D, can utilize any of the 13 JBgenes, but Df3, can
only choose from the seven ] 3, genes (figure 4.4). Next
one of the 50 or so V3 genes is rearranged to the pre-
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Figure 4.4. Genes encoding o and ¥d T-cell receptors. Genes en-
coding the & chains lie between the Va and Ja clusters and some V
segments in this region can be used in either 8 or « chains, i.e. as
either Vocor V3. TCR genes rearrange in a manner analogous to that
seen with immunoglobulin genes, including N-region diversity at
the V(D)] junctions (cf. figures 3.8 and 3.10). One of the V& genes
is found downstream (3") of the Cé gene and rearranges by an
inversional mechanism.

formed DpJB segment. Variability in junction forma-
tion and the random insertion of nucleotides to create
N-region diversity either side of the D segment mirror
the same phenomenon seen with Ig gene rearrange-
ments. Sequence analysis emphasizes the analogy
with the antibody molecule; each V segment contains
two hypervariable regions, while the DJ junctional se-
quence provides the very hypervariable CDR3 struc-
ture, making a total of six potential complementarity
determining regions for antigen binding in each TCR
(figure 4.5). As in the synthesis of antibody, the intron
between VD] and C is spliced out of the mRNA
before translation with the restriction that rearrange-
ments involving genes in the Df,Jf, cluster can only
link to CB,.

All the other chains of the TCRs are encoded by
genes formed through similar translocations. The o
chain gene pool lacks D segments but possesses a
prodigious number of | segments. The number of Vy
and Vd genes is small in comparison with Verand VB.
Like the archain pool, the ychain cluster hasno D seg-
ments. The awkward location of the §locus embedded
within the o gene cluster results in T-cells which have
undergone Vo] combination having no § genes on
the rearranged chromosome; in other words, the &
genes are completely excised.

The CD3 complex is an integral part of
the T-cell receptor

The T-cell antigen recognition complex and its B-cell
counterpart can be likened to specialized army pla-
toons whose job is to send out a signal when the enemy
hasbeensighted. When the TCR “sights the enemy’, i.e.
ligates antigen, it relays a signal through an associated
complex of transmembrane polypeptides (CD3) to the
interior of the T-lymphocyte, instructing it to awaken
from its slumbering GO state and do something
useful —like becoming an effector cell. In all immuno-
competent T-cells, the antigen receptor is noncoval-
ently but still intimately linked with CD3 in a complex
which, as current wisdom has it, may contain two
heterodimeric TCR of or ¥d recognition units closely
apposed toonemoleculeof theinvariant CD3 polypep-
tide chains y and 6, two molecules of CD3g, plus the
disulfide-linked {-C dimer. The total complex there-
fore has the structure TCR,-CD3yde,-C, (figure 4.5b).
The ITAM tyrosine motifs (cf. legend figure 4.3) associ-
ate with protein tyrosine kinases thereby transducing
signals generated by ligand binding to the TCR. In
mice, either or both of the { chains can be replaced by a
splice variant from the { gene termed . The { chain
also associates with the FcyRIITA receptor in natural
killer (NK) cells where it functions as part of the signal
transductionmechanismin that contextalso.

THE GENERATION OF DIVERSITY FOR
ANTIGEN RECOGNITION

We know that the immune system has to be capable of
recognizing virtually any pathogen that has arisen
or might arise. The awesome genetic solution to this
problem of anticipating an unpredictable future
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Figure 4.5. The T-cell receptor/CD3 complex. The TCR resembles
the immunoglobulin Fab antigen-binding fragment in structure.
The variable and constant segments of the TCR o and  chains
(VoCo./VBCR), and of the corresponding v and & chains of the y§
TCR, belong structurally to the immunoglobulin-type domain
family. (a) In the model the o chain CDRs are colored magenta
(CDR1), purple (CDR2) and yellow (CDR3), whilst the f chain CDRs
are cyan (CDR1), navy blue (CDR2) and green (CDR3). The fourth
hypervariable region of the B chain (CDR4), which constitutes part
of the binding site for some superantigens (cf. p. 103), is colored
orange. (Reproduced from Garcia, K. et al. (1998) Science 279, 1166,
with permission.) The TCR o and B CDR3 loops encoded by (D)]

involves the generation of millions of different spe-
cific antigen receptors, probably vastly more than the
lifetime needs of the individual. Since this greatly ex-
ceeds the estimated number of 31 000 or so genes in the
body, there must be some clever ways to generate all
this diversity, particularly since the total number of V,
D, ] and C genes in an individual human coding for
antibodies and T-cell receptors is only around 400.
Well, of course there are, and we cannow profitably ex-
amine themechanisms whichhaveevolved togenerate
tremendous diversity fromsuchlimited gene pools.

genes are both short; the TCR y CDR3 is also short with a narrow
length distribution, but the §loop is long with a broad length distrib-
ution, resembling the Ig light and heavy chain CDR3s, respectively.
(b) The TCRs may be expressed in pairs linked to the CD3 complex.
Negative charges on transmembrane segments of the invariant
chains of the CD3 complex contact the opposite charges on the TCR
Ca and CP chains conceivably as depicted. (c) The cytoplasmic do-
mains of the CD3 peptide chains contain immunoreceptor tyrosine-
based activation motifs (ITAM; cf. B-cell receptor, figure 4.3) which
contact src protein tyrosine kinases. Try not to confuse the TCR v8
and the CD3¥8 chains.

Intrachain amplification of diversity

Random VD] combination increases
diversity geometrically

Just as we can use a relatively small number of differ-
ent building units in a child’s construction set such as
Lego to create a rich variety of architectural master-
pieces, so the individual receptor gene segments can
be viewed as building blocks to fashion a multiplicity
of antigen-specific receptors for both B- and T-cells.
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The light chain variable regions are created from V and
J segments, and the heavy chain variable regions from
V, D and ] segments. As already described in the previ-
ous chapter, the enzymes RAG-1 and RAG-2 recognize
recombination signal sequences (RSSs) adjacent to the
coding sequences of these gene segments. The RSSs
consist of conserved heptamers and nonamers sepa-
rated by spacers of either 12 or 23 base pairs (cf. p. 43)
and are found at the 3’ of each V segment, on both the 5
and 3’ sides of each D segment, and at the 5" of each |
segment (see figure 4.8). Those associated with the Vi,
and J; segments have 23 base pair spacers; those flank-
ing the Dy; segments have 12 base pair spacers. An
RSS with a 23 base pair spacer can only recombine
with an RSS containing a 12 base pair spacer, the
so-called “12/23 rule’. Thus the arrangement of the
RSSs of the immunoglobulin heavy chain genes
ensures that a D segment is always included in the
rearrangement; V; cannot join directly to ], as they
both have 23 base pair spacers. A comparable enforce-
ment exists for the V, D and | segments of the TCR
chain.

To see how sequence diversity is generated, let us
take the immunoglobulin heavy chain genes as an ex-
ample (table 4.1). Although the precise number of gene
segments varies from one individual to another, there
are typically around 25 D and six | functional seg-
ments. If there were entirely random joining of any
one D to any one ] segment (cf. figure 3.8), we would in
this individual have the possibility of generating
150 DJ combinations (25x6). Let us go to the next

stage. Since each of these 150 DJ segments could
join with any one of the approximately 50 V}; func-
tional sequences, the net potential repertoire of
VD] genes encoding the heavy chain variable region
would be 50x150=7500. In other words, just taking
the V, D and | genes, which in this example add up
arithmetically to 81, we have produced a range of
some 7500 different variable regions by geometric
recombination of the basic elements. But that is only
the beginning.

Playing with the junctions

Another ploy to squeeze more variation out of the
germ-line repertoire involves variable boundary re-
combinations of V, D and | to produce different junc-
tional sequences (figure 4.6).

As discussed earlier, further diversity results from
the generation of palindromic sequences (P-elements,
figure 4.7a) arising from the formation of hairpin struc-
tures during the recombination process and from the
insertion of nucleotides at the N region between the V,
Dand ] segments, a process associated with the expres-
sion of terminal deoxynucleotidyl transferase (figure
4.7b). Whilst these mechanisms add nucleotides to the
sequence, yet more diversity can be created by nucle-
ases chewing away at the exposed strand ends to re-
move nucleotides. These maneuvers greatly increase
the repertoire, especially important for the T-cell re-
ceptoryand d genes which are otherwise rather limited
in number.

Table 4.1. Calculations of human V gene diversity. It is known that the precise number of gene segments varies from one individual to
another, perhaps between 40 and 70 in the case of the V), genes for example, so that these calculations represent ‘typical’ numbers. The number of
specificities generated by straightforward random combination of germ-line segments is calculated. These will be increased by the further
mechanisms listed: *minimal assumption of approximately 10 variants for chains lacking D segments and 100 for chains with D segments. The
calculation for the T-cell receptor p chain requires further explanation. The first of the two D segments, D, can combine with 50 V genes and with
all 13 JB, and ] B, genes. D, behaves similarly but can only combine with the seven downstream ], genes.

v8TCR (TCR1)
¥ &
V gene segments 12 _ ~8
D gene segments - 3
J gene segments 3.2 3
Random Combinatorial joining VxJ VxDxJ
(without junctional diversity) 12x5 8x3x3
Total 60 72
Combinatorial heterodimers 60x 72
Total (rounded) 43x10°
Other mechanisms: D's in 3 reading frames,

43x10°

junctional diversity, N region insertion;* x 10°

Somatic mutation

oSTCR (TCR2) Ig
o B & - <
oyt I 7
75 50 50 40 30
1,1 25 -
60 6,7 6 5 4
VxJ VxDxJ VxDxJ VxJ VxJ
75x60 50(13+7) 50x25x6 40x5 30x4
4500 1000 7500 200 120
4500 x 1000 7500 x 200 7500 x 120
45x%10° 1.5x 108 09x10°
45x10° 1.5x 10° 0.9x10°

- bt N
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Figure 4.6. Junctional diversity between two germ-line segments
producing three variant protein sequences. The nucleotide triplet
which is spliced out is colored the darker blue.

Additional mechanisms relate specifically to the D-
region sequence: particularly in the case of the TCR
genes, where the D segment can be read in three differ-
ent reading frames and two D segments can join to-
gether, such DD combinations produce a longer third
complementarity determining region (CDR3) than is
found in other TCR or antibody molecules.

Since the CDR3 in the various receptor chains is es-
sentially composed of the regions between the V(D)]
segments, where junctional diversity mechanisms can
introduce a very high degree of amino acid variability,
one can see why it is that this hypervariable loop
usually contributes the most to determining the fine
antigen-binding specificity of these molecules.

Receptor editing

Recent observations have established that lympho-
cytes are not necessarily stuck with the antigen recep-
tor they initially make; if they don’t like it they can
change it. The replacement of an undesired receptor
with one which has more acceptable characteristics
is referred to as receptor editing. This process has
been described for both immunoglobulins and for
TCR, allowing the replacement of either nonfunctional
rearrangements or autoreactive specificities. Further-
more, receptor editing in the periphery may rescuelow
affinity B-cells from apoptotic cell death by replacing a
low affinity receptor with a selectable one of higher
affinity. That this does indeed occur in the periphery is
strongly supported by the finding that mature B-cells
in germinal centers can express RAG-1 and RAG-2
which mediate the rearrangement process.

Buthow does this receptor editing work? Well, in the
case of the receptor chains which lack D gene seg-
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Figure 4.7. P-elements and N-region diversity. In addition to junc-
tional diversity (cf. figure 4.6), additional nucleotides can be incor-
porated into the final sequence. (a) This can occur when hairpinloop
structures are created between the two strands of the DN A following
cleavage at the RSS, and a subsequent cleavage of one strand creates
anoverhang which acts as a template for the addition of nucleotides,
creating a Palindromicsequence (P-element, here GATC/CTAGand
TA / AT, with the newly added sequence inbold). (b) Nucleotides can
be added in a Nontemplated fashion (N-region diversity, indicated
by the red nucleotides) by the enzyme terminal deoxynucleotidyl
transferase (TdT).

ments, namely the immunoglobulin light chain and
the TCR o chain, a secondary rearrangement may
occur by a V gene segment upstream of the previously
rearranged V] segment recombining to a 3’ | gene
sequence, both of these segments having intact RSSs
that are compatible (figure 4.8a). However, for im-
munoglobulin heavy chains and TCR B chains the
process of VD] rearrangement deletes all of the D
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Figure 4.8. Receptor editing. (a) Forimmunoglobulinlight chain or
TCR o chain the recombination signal sequences (RSSs; heptamer-
nonamer motifs) at the 3’ of each variable (V) segment and the 5" of
each joining (J) segment are compatible with each other and there-
fore an entirely new rearrangement can potentially occur as shown.
This would result in a receptor with a different light chain variable
sequence (in this example V;,Jx, replacing Vigo/x;) together with
the original heavy chain. (b) With respect to the immunoglobulin
heavy chain or TCR B chain the organization of the heptamer—-non-
amer sequences in the RSS precludes a V segment directly recombin-
ing with the ] segment. This is the so-called 12/23 rule whereby the

segment-associated RSSs (figure 4.8b). Because V,;and
Ji both have 23 base pair spacers in their RSSs, they
cannot recombine: that would break the 12/23 rule.
This apparent obstacle to receptor editing of these
chains may be overcome by the presence of a sequence

heptamer—nonamer sequences associated with a 23 base pair spacer
(colored violet) can only base pair with heptamer—nonamer se-
quences containing a 12 base pair spacer (colored red). The heavy
chain V and ] both have an RSS with a 23 base pair spacer and so this
is a nonstarter. Furthermore, all the unrearranged D segments have
been deleted so that there are no 12 base pair spacers remaining. This
apparent bar to secondary rearrangement is probably overcome by
the presence of an RSS-like sequence near the 3’ end of the V
gene coding sequences, so that only the V gene segment is replaced
(in the example shown, the sequence V,,.Dp.J,, replaces

VHSOD HSI HZ)'

near the 3’ end of the V coding sequences that can func-
tion as a surrogate RSS, such that the new V segment
would simply replace the previously rearranged V,
maintaining the same D and ] sequence (figure 4.8b).
This is probably a relatively inefficient process and
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Figure 4.9. Mutations in a germ-line gene. The amino acid se-
quences of the V; regions of five IgM and five IgG monoclonal phos-
phorylcholine antibodies generated during an antipneumococcal
response in a single mouse are compared with the primary structure
of the T15 germ-line sequence. A line indicates identity with the T15
prototype and an orange circle a single amino acid difference. Muta-
tions have only occurred in the IgG molecules and are seen in both
hypervariable and framework segments. (After Gearhart PJ. (1982)
Immunology Today 3, 107.) Whilst in some other studies somatic hy-
permutation has been seen in IgM antibodies, the amount of muta-
tion usually greatly increases following class switching.

receptor editing may therefore occur more readily
in immunoglobulin light chains and TCR « chains
than in immunoglobulin heavy chains and TCR
B chains. Indeed, it has been suggested that the
TCR o chain may undergo a series of rearrange-
ments, continuously deleting previously functionally
rearranged V] segments until a selectable TCR is
produced.

Interchain amplification

The immune system took an ingenious step forward
when two different types of chain were utilized for the
recognition molecules because the combination pro-
duces not only alarger combining site with potentially
greater affinity, but also new variability. Heavy-light
chain pairing amongst immunoglobulins appears to
be largely random and therefore two B-cells can em-
ploy the same heavy chain but different light chains.
This route to producing antibodies of differing speci-
ficity is easily seen in vitro where shuffling different re-
combinant light chains against the same heavy chain
can be used to either fine tune or sometimes even alter
the specificity of the final antibody. In general, the
available evidence suggests that in vivo the major con-
tribution to diversity and specificity comes from the
heavy chain, perhaps not unrelated to the fact that the
heavy chain CDR3 gets off to ahead start in the race for
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diversity being, as it is, encoded by the junctions
between three gene segments: V, Dand J.

This random association between TCR v and 6
chains, TCR o and B chains, and Ig heavy and light
chains yields a further geometric increase in diversity.
From table 4.1 it can be seen that approximately
230 functional T-cell receptor and 160 functional Ig
germ-line segments can give rise to 4.5 million
and 2.4 million different combinations, respectively,
by straightforward associations without taking into ac-
count all of the fancy junctional mechanisms described
above. Hats off to evolution!

Somatic hypermutation

Thereisinescapable evidence thatimmunoglobulin V-
region genes can undergo significant somatic hyper-
mutation. Analysis of 18 murine A myelomas revealed
12 with identical structure, four showing just one
amino acid change, one with two changes and one
with four changes, all within the hypervariable re-
gions and indicative of somatic hypermutation of the
single mouse A germ-line gene. In another study, fol-
lowing immunization with pneumococcal antigen, a
single germ-line T'15 V; gene gave rise by mutation to
several different V}; genes all encoding phosphoryl-
choline antibodies (figure 4.9).

Anumber of features of this somatic diversification
phenomenon deserve a mention. The mutations are
the result of single nucleotide substitutions, they are
restricted to the variable as distinct from the constant
region and occur in both framework and hypervari-
able regions. The mutation rate is remarkably high,
approximately 10-107 per base pair per generation,
which is approximately a million times higher than for
other mammalian genes. In addition, the mutational
mechanism is bound up in some way with class switch
since hypermutation is more frequent in IgG and IgA
than in IgM antibodies, affecting both heavy (figure
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4.9) and light chains. However, V; genes are on aver-
age more mutated than V; genes. This might be a con-
sequence of receptor editing acting more frequently on
light chains, as this would have the effect of wiping the
slate clean with respect to light chain V gene mutations
whilst maintaining already accumulated heavy chain
V gene point mutations.

Somatic hypermutation does not appear to add sig-
nificantly to the repertoire available in the early phases
of the primary response, but occurs during the genera-
tion of memory and is probably responsible for tuning
the response towards higher affinity. The mechanism
behind the greatly enhanced mutation frequency in
immunoglobulin genes is unknown, but, intriguingly,
it has recently been shown that the bcl-6 proto-
oncogene also undergoes somatic hypermutation in
around one-third of normal germinal center B-cells
and memory B-cells. The rate of mutation is only
around 10% of that seen in the immunoglobulin genes,
but nonetheless is way above that seen in other genes
in the B-cell. Furthermore, the types of mutation are ex-
tremely similar to those seen in the immunoglobulin V
genes, suggesting a common mechanism. The present
favored idea is that somatic hypermutation is associat-
ed with an error-prone DNA polymerase which is
coupled to RNA transcription.

Recently data have been put forward suggesting
that there is yet another mechanism for creating fur-
ther diversity. This involves the insertion or deletion of
short stretches of nucleotides within the immunoglob-
ulin V gene sequence of both heavy and light chains.
This mechanism would have an intermediate effect on
antigen recognition, being more dramatic than single
point mutation, but considerably more subtle than re-
ceptor editing. In one study, a reverse franscriptase-
polymerase chain reaction (RT-PCR) was employed to
amplify the expressed V;; and V| genes from 365 IgG*
B-cells and it was shown that 6.5% of the cells con-
tained nucleotide insertions or deletions. The tran-
scripts were left in-frame and no stop codons were
introduced by these modifications. The percentage of
cells containing these alterations is likely to be an un-
derestimate. All the insertions and deletions were in,
or near to, CDR1 and/or CDR2. N-region diversity of
the CDR3 meant that it was not possible to analyse the
third hypervariable region for insertions/deletions of
this type and therefore these would be missed in the
analysis. The fact that the alterations were associated
with CDRs does suggest that the B-cells had been sub-
jected to selection by antigen. It was also notable that
the insertions/deletions occurred at known hot spots
for somatic point mutation, and the same error-prone
DNA polymerase responsible for somatic hypermuta-

tion may also be involved here. The sequences were
often a duplication of an adjacent sequence in the case
of insertions or a deletion of a known repeated se-
quence. This type of modification may, like receptor
editing, play a major role in eliminating autoreactivity
and also in enhancing antibody affinity.

T-cell receptor genes, on the other hand, donot gen-
erally undergo somatichypermutation. Ithasbeenar-
gued that this would be a useful safety measure since
T-cells are positively selected in the thymus for weak
reactions with self MHC (cf. p. 226), so that mutations
could readily lead to the emergence of high affinity
autoreactive receptors and autoimmunity.

One may ask how it is that this array of germ-line
genes is protected from genetic drift. With a library of
390 or so functional V, D and ] genes, selection would
act only weakly on any single gene which had been
functionally crippled by mutation and this implies
thata major part of the library could be lost before evo-
lutionary forces operated. One idea is that each sub-
family of related V genes contains a prototype coding
for an antibody indispensable for protection against
some common pathogen, so that mutation in this gene
would put the host at a disadvantage and would there-
forebe selected against. If any of the other closely relat-
ed genes in its set became defective through mutation,
this indispensable gene could repair them by gene con-
version, a mechanism in which it will be remembered
that two genes interact in such a way that the nu-
cleotide sequence of part or all of one becomes identi-
cal to that of the other. Although gene conversion has
been invoked to account for the diversification of
MHC genes, it can also act on other families of genes to
maintain a degree of sequence homogeneity. Certainly
itisused extensively by, for example, chickens and rab-
bits, in order to generate immunoglobulin diversity.
In the rabbit only a single germ-line V; gene is re-
arranged in the majority of B-cells; this then becomes a
substrate for gene conversion by one of the large num-
ber of V; pseudogenes. There are also large numbers of
Vy pseudogenes and orphan genes (genes located out-
side the gene locus, often on a completely different
chromosome) in humans which actually outnumber
the functional genes, although there is no evidence to
date that these are used in gene conversion processes.

NK RECEPTORS

One of the main functions of natural killer (NK) cells is
to patrol the body looking for cells which have lost ex-
pression of the normally ubiquitously present MHC
class I molecules. Such abnormal cells are usually ei-
ther malignant or infected with a microorganism that
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interferes with class I expression. The NK cells carry
out their task using two sets of receptors, activating re-
ceptors that recognize molecules collectively present
on all cell surfaces and inhibitory receptors that recog-
nize MHC class Imolecules. Uponligation, the activat-
ing receptors signal the NK cell to kill the target cell
and/or to secrete cytokines. This potentially anarchic
situation in which the NK cells would attack all cells in
the body is normally prevented due to the recognition
of MHC class I by the inhibitory receptors (figure
4.10). Any nucleated cell lacking MHC class I will
not engage the inhibitory receptors and will only
trigger the activating receptors, resulting in its execu-
tion by the NK cell.

A second mode of killing which NK cells enjoy is
antibody-dependent cellular cytotoxicity (ADCC,
cf. p. 32) for which they are equipped with FcyRIII re-
ceptors in order to recognize antibody-coated target
cells (figure 4.10).

THE MAJOR HISTOCOMPATIBILITY
COMPLEX (MHC)

Molecules within this complex were originally defined
by their ability to provoke vigorous rejection of grafts
exchanged between different members of a species
(Milestone 4.2). In Chapter 2, brief mention was
made of the necessity for antigens to be associated
with class I or class Il MHC molecules in order that
they may be recognized by T-lymphocytes. The inten-
tionnow is to give more insight into the nature of these
molecules.

Class | and class Il molecules are
membrane-bound heterodimers

MHC classI

Class I molecules consist of a heavy polypeptide
chain of 44kDa noncovalently linked to a smaller
12kDa polypeptide called B,-microglobulin. The
largest part of the heavy chain is organized into
three globular domains (o, o, and o; figure 4.11)
which protrude from the cell surface; a hydrophobic
section anchors the molecule in the membrane and a
shorthydrophilic sequence carries the C-terminus into
the cytoplasm.

X-ray analysis of crystals of a human class Imolecule
provided an exciting leap forwards in our understand-
ing of MHC function. Both B,-microglobulinand the a,
region resemble classic Ig domains in their folding pat-
tern (cf. figure 4.11c). However, the o, and o, domains,
which are most distal to the membrane, form two

(a) AcTi\.rmina (b) -
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cell lacking MHC
closs |
MHC class | Activating ligand
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Figure 4.10. Natural killer (NK) cells. NK cells possess both acti-
vating and inhibitory receptors. Engagement of an activating recep-
tor by its ligand sends a stimulatory signal into the NK cell but this is
normally subverted by a signal transmitted upon recognition of
MHC class I molecules by an inhibitory receptor (a). Any nucleated
celllacking class I is deemed abnormal and is killed following unim-
peded transmission of the activation signal (b). Many NK receptors
belong to either the killer cell immunoglobulin-like receptor (KIR)
family or the C-type lectin domain family. Both families contain
some members that are activating and others that are inhibitory.
The inhibitory receptors bear immunoreceptor tyrosine-based
inhibition motifs (ITIMs) in their cytoplasmic domain. Activating
receptors lack ITIMs and possess a charged residue in their
transmembrane sequence which permits their association with im-
munoreceptor tyrosine-based activation motif (ITAM)-containing
adaptor proteinssuch as DAP12, CD3 { chain or FcR y-chain. Withre-
spect to the KIR family, isoforms with a long cytoplasmic domain
(KIR2DL and KIR3DL, depending on whether they possess 2 or 3Ig-
type extracellular domains) bear ITIMs and are therefore inhibitory,
whilst those with a short cytoplasmic domain (KIR2DS and KIR3DS)
lack ITIMs, associate with DAP12, and are therefore activating. In-
hibitory KIRs recognize HLA-A, -B and -C irrespective of the pep-
tidebound, whilst some of the inhibitory C-type lectin NK receptors
interact with HLA-E presenting signal sequence peptides derived
from other HLA class I molecules. C-type lectin family members
which are inhibitory include CD94/NKG2A and, in the mouse,
NKR-P1B and Ly-49C, whilst those that are activating include
CD94/NKG2C, CD94/NKG2D, and the murine Ly-49D. The stress-
inducible nonclassical MHC molecule MICA is a major ligand for
NKG2D. NK cells usually possess several different inhibitory and
activating receptors and itis the balance of signals from these that de-
termines whether the cell becomes activated. Like several other cell
types, NK cells can utilize their Fcy receptors to mediate ADCC on
target cells coated with antibody (c).



CHAPTER 4—Membrane receptors for antigen n

Milestone 4.2 —The Major Histocompatibility Complex

Peter Gorer raised rabbit antiserums to erythrocytes from
pure strain mice (resulting from >20 brother-sister mat-
ings) and, by careful cross-absorption with red cells from
differentstrains, heidentified the strain-specificantigenII,
now known as H-2 (table M4.2.1).

Henextshowed that the rejection of an albino (A) tumor
by black (C57) mice was closely linked to the presence of
the antigen Il (table M4.2.2) and that tumor rejection was
associated with the development of antibodies to this
antigen.

Subsequently, George Snell introduced the term histo-
compatibility (H) antigen to describe antigens provoking
graftrejection and demonstrated that, of all the potential H
antigens, differences at the H-2 (i.e. antigen II) locus pro-
voked the strongest graft rejection seen between various
mouse strains. Poco a poco, the painstaking studies gradu-
ally uncovered a remarkably complicated situation. Far

Table M4.2.1. Identification of H-2 (antigen II).

from representing a single gene locus, H-2 proved to be a
large complex of multiple genes, many of which were
highly polymorphic, hence the term major histocompati-
bility complex (MHC). The major components of the
current genetic maps of the human HLA and mouse
H-2 MHC are drawn in figure M4.2.1 to give the reader
an overall grasp of the complex make-up of this important
region (to immunologists we mean!—presumably all
highly transcribed regions are important to the host in
some way).

Table M4.2.2. Relationship of antigen Il to tumor rejection.

Rejection of tumor inoculum (A strain) by:

Antigen Il
phenotype of *Pure strain **(A x C57) F1 backcross to C57
recipient strain

- + - +
Ag Il +ve () 39 0 17(19.3) 17 (19.5)
Ag Il -ve (C57) 0 45 0 44 (39)

*A tumor inoculum derived from A strain bearing antigen I1 is re-

Anfigens defected on Albi jected by the C57 host (+ = rejection; — = acceptance).
Rabbit antiserum to: il il “Offspring of A x C57 mating were backcrossed to the C57 parent
I 1 il and the resulting progeny tested for antigen II (Ag II) and their
Albino (A) + +++ ++ ability to reject the tumor. The figures in brackets = number ex-
= pected if tumor growth is influenced by two dominant genes, one
SRHERD) 2 il of which determines the presence of antigen II.
MAIN GENETIC REGIONS OF THE MAJOR HISTOCOMPATIBILITY COMPLEX
HUMAN MHC CLASS Il i CHROMOSOME
HUA ? | 0 | ® | ¢ | we | W[ e 6
SIOUE MHC CLASS I I il : --. | CHROMOSOME
W2 K A e c | we | v | o [EESEE 17

Figure M4.2.1. Main genetic regions of the major histocompatibility complex.

extended a-helices above a floor created by strands
held together in a B-pleated sheet, the whole forming
anundeniable groove (figure 4.11b and c). The appear-
ance of these domains is so striking, we doubt whether
the reader needs the help of gastronomic analogies
such as ‘two sausages on a barbecue’ to prevent any

class I structural amnesia. Another curious feature
emerged. The groove was occupied by a linear mole-
cule, now known to be a peptide, which had cocrystal-
lized with the class I protein. The significance of these
unique findings for T-cell recognition of antigen will be
revealed in the following chapter.
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B,-MICROGLOBULIN

COOH

c

PEPTIDE BINDING CLEFT

Figure 4.11. Class I and class II MHC molecules. (a) Diagram
showing domains and transmembrane segments; the o-helices and
B-sheets are viewed end on. (b) Schematic bird’s eye representation
of the top surface of human class I molecule (HLA-A2) based on the
X-ray crystallographic structure. The strands making the f-pleated
sheet are shown as thick gray arrows in the amino to carboxy direc-
tion; o-helices are represented as dark red helical ribbons. The

inside-facing surfaces of the two helices and the upper surface of the
B-sheet form a cleft. The two black spheres represent an intrachain
disulfide bond. (c) Side view of the same molecule clearly showing
the anatomy of the cleft and the typical Ig-type folding of the ;- and
B,-microglobulin domains (four antiparallel B-strands on one face
and three on the other). (Reproduced from Bjorkman PJ. et al. (1987)
Nature 329, 506, with permission.)
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Figure 4.12. Genes encoding human HLA-DRo chain (darker
blue) and their controlling elements (regulatory sequences in
lightblue and TATA box promoterin yellow). o, / o, encode the two
extracellular domains; TM and CYT encode the transmembrane and
cytoplasmic segments, respectively. 3" UT represents the 3" untrans-
lated sequence. Octamer motifs are also found in virtually all heavy
and light chain immunoglobulin V gene promoters (cf. figure 3.6)
and in the promoters of other B-cell-specific genes such as B29 and
CD20.

MHC classII

Class I MHC molecules are also transmembrane gly-
coproteins, in this case consisting of o and B polypep-
tide chains of molecular weight 34kDa and 29kDa,
respectively.

There is considerable sequence homology with class
I and structural studies have shown that the o, and f3,
domains, the ones nearest to the cell membrane, as-
sume the characteristic Ig fold, while the o, and B, do-
mains mimic the class I o, and o, in forming a groove
bounded by two a-helices and a -pleated sheet floor
(figure4.11a).

The organization of the genes encoding the o chain
of the human class II molecule HLA-DR and the main
regulatory sequences which control their transcription
are shownin figure 4.12.

Several immune response-related genes
coniribute to the remaining class lil
region of the MHC

A variety of other genes which congregate within
the MHC chromosome region are grouped under
the heading of class III. Broadly, one could say
that many are directly or indirectly related to

immune defense functions. A notable cluster
involves four genes coding for complement com-
ponents, two of which are for the C4 isotypes
C4A and C4B and the other two for C2 and factor
B. The cytokines, tumor necrosis factor (TNEF,
sometimes referred to as TNFa) and lympho-
toxin (LTa. and LTP), are encoded under the class
III umbrella as are three members of the human
70kDa heat-shock proteins. As ever, things don’t
quite fit into the nice little boxes we would like to
put them in. Even if it were crystal clear where one
region of the MHC ends and another begins (and it
isn’t), some genes located in the middle of the ‘classi-
cal’ (cf. figure 4.13) class I or II regions should more
correctly be classified as part of the class III cohort.
For example, the LMP and TAP genes concerned
with the intracellular processing and transport of
T-cell epitope peptides are found in the class II
region (see below), but do not have the classical
class II structure nor are they expressed on the cell
surface.

Gene map of the MHC

The complete sequence of a human MHC was pub-
lished at the very end of the last millennium after a
gargantuan collaborative effort involving groups in
England, France, Japan and the USA. The entire se-
quence, which represents a composite of different
MHC haplotypes, comprises 224 gene loci. Of the 128
of these genes which are predicted tobe expressed, itis
estimated that about 40% of them have functions relat-
ed to the immune system. The region between class II
and class I in the human contains 60 or so class III
genes. An overall view of the main clusters of class I, IT
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Figure 4.13. MHC class I gene map. The ‘classical’ polymorphic
class I genes, HLA-A, -B, -C in humans and H-2K, -D, -L in mice, are
highlighted with orange shading and encode peptide chains which,
together with B,-microglobulin, form the complete class Imolecules
originally identified in earlier studies as antigens by the antibodies
they evoked on grafting into another member of the same species.
Note that only some strains of mice possess an H-2L gene. The genes
expressed most abundantly are HLA-A and -B in the human and H-
2K and -D in the mouse. The other class I genes (‘class Ib") are termed
‘nonclassical’ or ‘class I chain-related’. They are oligo- rather than

polymorphic or sometimes invariant, and many are silent or
pseudogenes. In the mouse there are approximately 15 Q (also re-
ferred to as Qu) genes, 25 T (also referred to as TL or Tla) genes and 10
M genes. MICA and MICB are ligands for NK cell receptors. Tapasin
is involved in peptide transport (cf. p. 94). The gene encoding this
molecule is at the centromeric end of the MHC region and therefore
is shown in this gene map with respect to the mouse, but in figure
4.14, the class IT gene map with respect to the human —look at figure
M4.2.1 to see why.
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Figure 4.14. MHC class II gene map with ‘classical’ HLA-DP, -DQ,
-DRin the human and H-2A (I-A) and H-2E (I-E) in mice more heav-
ily shaded. Both o.and B chains of the class Il heterodimer are tran-
scribed from closely located genes. There are usually two expressed
DRB genes, DRB1 and one of either DRB3, DRB4 or DRB5. A similar
situation of a single o chain pairing with different 8 chains is found in
the mouse I-E molecule. The LMP2 and LMP7 genes encode part of
the proteasome complex which cleaves cytosolic proteins into small
peptides which are transported by the TAP gene products into the
endoplasmic reticulum. HLA-DMA and -DMB (mouse H-2DMa,
-DMb1 and -DMb2) encode the DM o heterodimer which removes

and III genes in the MHC of the mouse and human
may be gained from figure M4.2.1 in Milestone 4.2.
More detailed maps of each region are provided in
figures 4.13-4.15. A number of pseudogenes have
been omitted from these gene maps in the interest of
simplicity.

The cell surface class I molecule based on a trans-
membrane chain with three extracellular domains as-
sociated with B,-microglobulin has clearly proved to
be an advantageous model for evolution to mould as
evidenced by the variety of molecular species which
utilize this structure. It is helpful to subdivide them,
firstinto the classical class I molecules (sometimes re-
ferred to as class Ia), HLA-A, -B and -C in the human

classII-associated invariant chain peptide (CLIP) from classical class
IT molecules to permit the binding of high affinity peptides. The
mouse H-2DM molecules are often referred to as H-2M1 and H-2M2,
although this is a horribly confusing designation because the term
H-2M is also used for a completely different set of genes which lie
distal to the H-2T region and encode members of the class Ib family
(cf. figure 4.13). The HLA-DOA (alternatively called HLA-DNA) and
-DOB genes (H-20a and -Ob in the mouse) also encode an of het-
erodimer which may play a role in peptide selection or exchange
with classical class Il molecules.

and H-2K, -D and -L in the mouse. These were defined
serologically by the antibodies arising in grafted indi-
viduals using methods developed from Gorer’s
pioneering studies (Milestone 4.2). Other molecules,
sometimes referred to as class Ib, have related struc-
tures and are either encoded within the MHC locus it-
self (‘nonclassical’ MHC molecules, for example the
human HLA-E, -F and -G, HFE, MICA and MICB, the
murine H-2T, -Q and -M), or elsewhere in the genome
(‘class I chain-related’, including the CD1 family and
FcRn). Nonclassical MHC genes are far less polymor-
phic than the classical MHC, are often invariant, and
many are pseudogenes.
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Figure 4.15. MHC class III gene map. This region is something of a
‘rag bag’. Aside from immunologically ‘respectable’ products like
C2, C4, factor B (encoded by the BF gene), tumor necrosis factor
(TNF), lymphotoxin-o. and lymphotoxin-B (encoded by LTA and
LTB, respectively) and three 70kDa heat-shock proteins (the
HSPA1A, HSPA1B and HSPA1L genes in humans, HSP70-1, HSP70-3
and Hsc70t genes in mice), genes not shown in this figure but
nonetheless present in this locus include those encoding valyl tRNA
synthetase (G7a2), NOTCH4, which has anumber of regulatory activ-

The genes of the MHC display remarkable
polymorphism

Unlike the immunoglobulin system where, as we have
seen, variability is achieved in each individual by a
multigenic system, the MHC has evolved in terms of
variability between individuals with a highly poly-
morphic (literally ‘many shaped’) system based on
multiple alleles (i.e. alternative genes at each locus).
The class Iand class II genes are the most polymorphic
genes in the human genome; for some of these genes
over 200 allelic variants have been identified. Class
I HLA-A, -B and -C molecules are highly poly-
morphic and so are the class II B chains (HLA-DRpB
most, -DPB next and -DQ third) and, albeit to a lesser
extent than the P chains, the o chains of -DP and
-DQ. HLA-DRa and B,-microglobulin are invariant
in structure. The amino acid changes responsible for
this polymorphism are restricted to the a;, and a,
domains of class I and to the o, and B; domains of
class II. It is of enormous significance that they
occur essentially in the B-sheet floor and on the inner
surfaces of the o-helices which line the central cavity
(figure 4.11a) and also on the upper surfaces of the
helices.

The MHC region represents an outstanding hotspot
with mutation rates two orders of magnitude higher
than non-MHC loci. These multiple allelic forms can
be generated by a variety of mechanisms: point muta-
tions, recombination, homologous but unequal cross-
ing over and gene conversion.

The degree of sequence homology and an increased
occurrence of the dinucleotide motif 5-cytosine-
guanine-3’ (to produce what are referred to as CpG
islands) seem to be important for gene conversion,
and it has been suggested that this might involve a
DNA-nicking activity which targets CpG-rich DNA
sequences. MHC genes that lack these sequences,
for example H-2Ead and HLA-DRA, do not appear
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ities, and tenascin, an extracellular matrix protein. Of course many
genes may have drifted to this location during the long passage of
evolutionary time without necessarily having to act in concert with
their neighbors to subserve some integrated defensive function. The
21-hydroxylases (210HA and B, encoded by CYP21A and CYP21B,
respectively) are concerned with the hydroxylation of steroids such
as cortisone. Slp (sex-limited protein) encodes a murine allele of C4,
expressed under the influence of testosterone.

to undergo gene conversion, whereas those that
possess CpG islands act as either donors (e.g. H-2Eb®,
H-2Q2%, H-2Q10), acceptors (e.g. H-2AP) or both
(e.g. H-2KX, HLA-DQBI1). The large number of
pseudogenes within the MHC may represent a stock-
pile of genetic information for the generation of poly-
morphic diversity in the ‘working’ class I and class II
molecules.

Nomenclature

Since much of the experimental work relating to the
MHC is based on experiments in our little laboratory
friend, the mouse, it may be helpful to explain the
nomenclature used to describe the allelic genes and
their products. If someone says to you in an obscure
language ‘we are having free elections’, you fail to un-
derstand, not because the idea is complicated but be-
cause you do not comprehend the language. Itis much
the same with the shorthand used to describe the H-2
system which looks unnecessarily frightening to the
uninitiated. In order to identify and compare allelic
genes within the H-2 complex in different strains, it is
usual to start with certain pure homozygous inbred
strains, obtained by successive brother-sister matings,
to provide the prototypes. The collection of genes in
the H-2 complex s called the haplotype and the haplo-
type of each prototypic inbred strain will be allotted a
given superscript. For example, the DBA sirain haplo-
type is designated H-2 and the genes constituting the
complex are therefore H-2K%, H-2Aa%, H-2Ab, H-2D?
and so on; their products will be H-2K9, H-2Ad and H-
2D4 and so forth (figure 4.16). When new strains are
derived from these by genetic recombination during
breeding, they are assigned new haplotypes, but the
individual genes are designated by the haplotype of
the prototype strain from which they were derived.
Thus the A/] strain produced by genetic cross-over
during interbreeding between (H-2¥xH-2¢) F1 mice
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| Strain | Hapiotype | MHC Designation 1 I 11 I
C578L b H-2° Ko Ab® Ag® | Te* | ¥ | e e | D° efc
CBA k H-2! s Ab* Aakiie|=iEDS Ea* c4* | o D* efc

Figure 4.16. How the definition of H-2 haplotype works. Pure
strain mice homozygous for the whole H-2 region through pro-
longed brother-sister mating for at least 20 generations are each ar-
bitrarily assigned a haplotype designated by a superscript. Thus the
particular set of alleles which happens to occur in the strain named
C57BL s assigned the haplotype H-2? and the particular nucleotide

sequence of each allele in its MHC is labeled as gene?, e.g. H-2K?, etc:
It is obviously more convenient to describe a given allele by the hap-
lotype than to trot out its whole nucleotide sequence, and it is easier
to follow the reactions of cells of known H-2 make-up by using the
haplotype terminology —see, for example, the interpretation of the
experimentin figure 4.17.

DBA/2

STRAIN  CBA F, HYBRID
Y
H-2
GENOTYPE
v
LYMPHOCYTES

K
(H-2 PHENOTYPE)

ANTI-H-2" killing
ANTI-H-2° -

idlling
killing

Table 4.2. The haplotypes of the H-2 complex of some commonly
used mouse strains and recombinants derived from them. A /] was
derived by interbreeding (kxd) F1 mice, recombination occurring
between E (class IT) and S (class III) regions*.

'  ORIGIN OF INDIVIDUAL REGIONS

STRAIN HAPLOTYPE — -
K A E S D
C578L b b b b b b
CBA K K K K K K
DBA/2 d d d d d d
A/ 0 k K k* d d
B.10A(4R) h4 k k b b b

(figure 4.17) is arbitrarily assigned the haplotype H-27,
but table 4.2 shows that individual genes in the com-
plex are identified by the haplotype symbol of the
original parents.

Inheritance of the MHC

Pure strain mice derived by prolonged brother—sister
mating are homozygous for each pair of homologous

S

Figure4.17. Inheritance and codominant
expression of MHC genes. Each
homozygous (pure) parental strain animal
has two identical chromosomes bearing the
H-2haplotype, one paternal and the other
maternal. Thus in the present example we
designate a strain which is H-2¢as k/k. The
first familial generation (F1) obtained by
crossing the pure parental strains CBA (H-
2¥yand DBA /2 (H-2¢) has the H-2 genotype
k/d. Since 100% of F1 lymphocytes are killed
in the presence of complement by
antibodies to H-2* or to H-29 (raised by
injecting H-2lymphocytes into an H-24
| animal and vice versa), the MHC molecules
o encoded by both parental genes must be

' expressed on every lymphocyte. The same
holds true for other tissues in the body.

(=}

killing

chromosomes. Thus, in the present context, the haplo-
type of the MHC derived from the mother will be iden-
tical to that from the father; animals of the C57BL
strain, for example, will each bear two chromosomes
with the H-2% haplotype (cf. table 4.2).

Letus see how the MHC behaves when we cross two
pure strains of haplotypes H-2f and H-2¢, respectively.
We find that the lymphocytes of the offspring (the F1
generation) all display both H-2* and H-24 molecules
on their surface, i.e. there is codominant expression
(figure 4.17). If we go further and breed F1s together,
the progeny have the genotypes k, k/d and d in the pro-
portions to be expected if the haplotype segregates as
a single Mendelian trait. This happens because the
H-2 complex spans 0.5 centimorgans, equivalent to a
recombination frequency between the K and D ends
of 0.5%, and the haplotype tends to be inherited
en bloc. Only the relatively infrequent recombinations
caused by meiotic cross-over events, as described
for the A/J strain above, reveal the complexity of the
system.
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Figure 4.18. Comparison of the crystal structures of CD1 and
MHLC class I. (a) Backbone ribbon diagram of mouse CD1d1 (red, o~
helices; blue, B-strands). (b) Ribbon diagram of the mouse MHC
class I molecule H-2K? (cyan, o-helices; green, -strands). (c) Super-
position using alignment of B,-microglobulin highlights some of the
differences between CD1d1 and H-2KP. Note in particular the shift-
ing of the a-helices. This produces a deeper and more voluminous
groove in CD1d1, which is narrower at its entrance compared with
H-2KP. (Reprinted with permission from Porcelli S.A. ef al. (1998)
Immunology Today 19, 362.)

The tissue distribution of MHC molecules

Essentially, all nucleated cells carry classical class I
molecules. These are abundantly expressed on both
lymphoid and myeloid cells, less so on liver, lung and
kidney and only sparsely onbrain and skeletal muscle.
In the human, the surface of the placental extravillous
cytotrophoblastlacks HLA-A and -B, although there is
now some evidence that it may express HLA-C. What
is well established is that the extravillous cytotro-
phoblast and other placental tissues bear HLA-G, a
molecule which generally lacks allodeterminants and
which does notappear onmost otherbody cells, except
for medullary and subcapsular epithelium in the thy-
mus, and on blood monocytes following activation
with y-interferon. The role of HLA-G in the placenta
is unclear, but it may function as a replacement for
allodeterminant-bearing classical class I molecules
and/or may play a role in shifting potentially harmful
Thl responses towards a Th2-type response. Class II
molecules, on the other hand, are highly restricted
in their expression, being present only on B-cells,
dendritic cells, macrophages and thymic epithelium.

However, when activated by agents such as y-interfer-
on, capillary endothelia and many epithelial cells in
tissues other than the thymus express surface class Il
and increased levels of class I.

MHC function

Although originally discovered through transplanta-
tion reactions, as we will see in subsequent chapters,
the MHC molecules act as cell surface markers which
enable infected cells to signal cytotoxic and helper T-
cells. There is no doubt that this role in immune
responsiveness is immensely important, and in this
respect the rich polymorphism of the MHC region
represents a species response to maximize protection
against diverse microorganisms. An apparent exam-
ple is the malaria-driven selection at the HLA-B locus
whereby resistance to severe malaria resulting from
strains of Plasmodium falciparum in East Africa is
associated with HLA-DRB1*0101, whereas HLA-
DRB1*1302 confers resistance to West African strains
of the parasite.

The nonclassical MHC and class |
chain-related molecules

These molecules include the CD1 family which utilize
B,-microglobulin and have a similar overall structure
to the classical class I molecules (figure 4.18). They are,
however, encoded by a set of genes on a different chro-
mosome to the MHC, namely on chromosome 1in hu-
mans and chromosome 3 in the mouse. Like its true



MHC counterparts, CD1 is involved in the presenta-
tion of antigens to T-cells, but the antigen-binding
groove is to some extent covered over, contains mainly
hydrophobic amino acids, and is accessible only
through a narrow entrance. Instead of binding peptide
antigens, the CD1 molecules generally present lipids
or glycolipids. At least four different CD1 molecules
are found expressed on human cells; CD1a,b and care
present on cortical thymocytes, dendritic cells and a
subset of B-cells, whilst CD1d is expressed on intesti-
nal epithelium, hepatocytes and all lymphoid and
myeloid cells. Mice appear to only express two differ-
ent CD1 molecules which are both similar to the
human CD1d in structure and tissue distribution and
are referred to as CD1d1 and CD1d2 (or CD1.1 and
CD1.2).

Genes in the MHC itself which encode nonclassical
MHC molecules include the H-2T, -Q and -M loci in
mice, each of which encodes anumber of different mol-
ecules. The T22 and T10 molecules, for example, are
induced by cellular activation and are recognized di-
rectly by ¥ TCR without a requirement for antigen,
possibly suggesting that they are involved in trigger-
ing immunoregulatory y8 T-cells. Other nonclassical
class I molecules do bind peptides, such as H-2M3
which presents N-formylated peptides produced
either in mitochondria or by bacteria.

In the human, HLA-E binds a nine-amino acid
peptide derived from the signal sequence of HLA-A,
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-B, -C and -G molecules, and is recognized by the
CD94/NKG2 receptors on NK cells and cytotoxic T-
cells, as well as by the o TCR on some cytotoxic T-
cells. HLA-E is upregulated when other HLA alleles
provide the appropriate leader peptides, thereby per-
haps allowing NK cells to monitor the expression of
polymorphic class I molecules using a single receptor.
The murine homolog, Qa-1, has a similar function.

The stress-inducible MICA and MICB (MHC class I
chain-related molecules) have the same domain struc-
ture as classical class I and display a relatively high
level of polymorphism. They are present on epithelial
cells, mainly in the gastrointestinal tract and in the
thymic cortex, and are recognized by the NKG2D acti-
vating molecule. One possible role for this interaction
is in the promotion of NK and T-cell antitumor
responses.

The function of HLA-F is unclear. In contrast, al-
though HLA-G shows extremely limited polymor-
phism, it is known to bind a range of self peptides
with a defined binding motif and there is evidence for
HLA-G restricted T-cells.

HEFE, previously referred to as HLA-H, possesses an
extremely narrow groove which is unable to bind pep-
tides, and it may serve no role in immune defense.
However, it binds to the transferrin receptor and ap-
pears to be involved in iron uptake. A point mutation
(C282Y) in HEFE is found in 70-90% of patients with
hereditary hemochromatosis.

The B-cell surface receptor for antigen

* The B-cell inserts its Ig gene product containing a trans-
membrane segment into its surface where it acts as a
specific receptor for antigen.

* The surface Ig is complexed with the membrane pro-
teins Ig-ot and Ig-B which become phosphorylated on cell
activation and transduce signals received through the Ig
antigen receptor.

The T-cell surface receptor for antigen

* The receptor for antigen is a transmembrane dimer,
each chain consisting of two Ig-like domains.

* The outer domains are variable in structure, the inner
ones constant, rather like a membrane-bound Fab.

* Both chains are required for antigen recognition.

¢ Most T-cells express a receptor (TCR) with o and B
chains (TCR2). Aseparate lineage (TCR1) bearing yd recep-
tors is transcribed strongly in early thymic ontogeny but is
associated mainly with epithelial tissues in the adult.

* The encoding of the TCR is similar to that of im-
munoglobulins. The variable region coding sequence in
the differentiating T-cell is formed by random transloca-
tion from clusters of V, D (for B and & chains) and | seg-
ments to give a single recombinant V(D)] sequence for
each chain.

¢ Like the Ig chains, each variable region has three hyper-
variable sequences which function in antigen recognition.
* The CD3 complex, composed ofy, §, e and either {,, {n or
n, covalently linked dimers, forms an intimate part of the
receptor and has a signal transducing role following
ligand binding by the TCR.

The generation of antibody diversity for antigen recognition

* Igheavy and light chains and TCR ccand  chains gener-
ally are represented in the germ-line by between 30 and
75 variable region genes, between 2 and 25 D segment
minigenes (Ig heavy and TCR B and & only) and 4-60 short
J segments.

(continued)
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¢ TCRyand d chains are encoded by far fewer genes.

¢ Random recombination of any single V, D and | from
each gene cluster generates approximately 7.5x10° Ig
heavy chain VD] sequences, 200 light chains, 4.5x 10* TCR
a,1x10° TCR B, but only 60 TCR yand 72 TCR &.

* Random interchain combination produces roughly
1.5%10°1g,4.5x10° TCR of and 4.3 x10* TCR y3 receptors.
¢ Furtherdiversity is introduced at the junctions between
V, D and | segments by variable combination as they are
spliced together by recombinase enzymes and by the N-
region insertion of random nontemplated nucleotide
sequences. These mechanisms may be particularly impor-
tant in augmenting the number of specificities which can
be squeezed out of the relatively small y3 pool.

» Useless or self-reactive receptors can be replaced by
receptor editing.

* In addition, after a primary response, B-cells but not T-
cells undergo high rate somatic mutation affecting the V'
regions.

NK receptors
* NK cells bear a number of receptors with Ig-type do-
mains and other receptors with C-type lectin domains.
Members of both types of receptor family can function as
inhibitory or activatory receptors to determine if the target
cellis killed.

MHC

e Each vertebrate species has an MHC identified ori-
ginally through its ability to evoke very powerful trans-
plantation rejection.

* Each contains three classes of genes. Class I encodes
44 kDa transmembrane polypeptides associated at the cell

surface with B.-microglobulin. Class II molecules are
transmembrane heterodimers. Class III products are het-
erogeneous but include complement components linked
to the formation of C3 convertases, heat-shock proteins
and tumor necrosis factors.

* The genes display remarkable polymorphism. A given
MHC gene clusteris referred toas a ‘haplotype’and is usu-
ally inherited en bloc as a single Mendelian trait, although
its constituent genes have been revealed by cross-over
recombination events.

¢ Classical class I molecules are present on virtually all
cells in the body and signal cytotoxic T-cells.

e Class II molecules are particularly associated with
B-cells, dendritic cells and macrophages but can be in-
duced on capillary endothelial cells and epithelial cells
by y-interferon. They signal T-helpers for B-cells and
macrophages.

* The two domains distal to the cell membrane form a
peptide binding cavity bounded by two parallel a-helices
sitting on a floor of B-sheet strands; the walls and floor of
the cavity and the upper surface of the helices are the sites
of maximum polymorphic amino acid substitutions.

¢ SilentclassIgenes may increase polymorphism by gene
conversion mechanisms.

* Nonclassical MHC molecules and MHC-like molecules
have a number of functions, and include CD1 which pre-
sents lipid and glycolipid antigens to T-cells, and HLA-E
which presents signal sequence peptides from classical
class Imolecules to the CD94 /NKG2 receptor of NK cells.

See the accompanying website (www.roitt.com)
for multiple choice questions.
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INTRODUCTION

A man cannot be a husband without a wife and a
molecule cannot be an antigen without a corre-
sponding antiserum or antibody or T-cell receptor.
The term antigen is used in two senses, the first to
describe a molecule which generates an immune
response (also called an immunogen) and the sec-
ond, a molecule which reacts with antibodies or
primed T-cells irrespective of its ability to generate
them. If this last situation sounds a trifle confusing,
an example may help. A mouse injected with its
own red cells, not too surprisingly, will not make
any antibodies; if it is now given rat erythrocytes,

>
Figure 5.1. A hapten on its own will not induce antibodies.
However, it will react in vitro with antibodies formed to a conju-
gate with an immunogenic carrier.

OVALBUMIN
m -AMINOBENZENE
SULFONATE N
V4
NH, N
| Conjugate A
' HACTEM . fo ovalbumin iy .
S0,  (carrier) S0,
Inject Inject
| React
| in vitro
NO ANTIBODY | | ANTI-HAPTEN | | ANTI-CARRIER

(continued)
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antibodies are formed to both rat and mouse red
cells and the latter bind to the animal’s own cells in
vivo, i.e. the mouse red cell acts as antigen in bind-
ing antibodies even though unable to evoke their
formation. Similarly, haptens, which are small
well-defined chemical groupings such as dinitro-
phenyl (DNP; cf. p. 37) or m-aminobenzene sul-
fonate, are not immunogenic on their own but will
react with preformed antibodies induced by injec-
tion of the hapten linked to a ‘carrier’ molecule
which is itself an immunogen (figure 5.1).

The parts of the hypervariable regions on the
antibody which contact the antigen are termed the
paratope and the part of the antigen which is in
contact with the paratope is designated the epi-
tope. To get some idea of size, if the antigen is a lin-
ear peptide or carbohydrate, the combining site
can usually accommodate up to five or six amino
acid residues or hexose units. With a globular
protein, typically 14-21 amino acid residues are
in contact on both the antibody and the antigen
(cf. figure 5.5).

THE NATURE OF B-CELL EPITOPES

Of epitopes and antigen determinants

Antibodies formed in response to immunization
with a native globular protein (as distinct from a
fibrillar protein) do not tend to react well with
denatured preparations, and this is consistent with
the view that the majority recognize topographic
(surface) structures (i.e. epitopes) which depend
upon the conformation of the native molecule. For
this reason, antibodies to native proteins do not usu-
ally react as strongly with peptides having the same
primary sequence (figure 5.2). When individual epi-
topes are mapped using homogeneous monoclonal
antibodies (cf. p. 120), they are frequently seen to
involve amino acid residues far apart in the primary
sequence, but brought together by the folding of the
peptide chains in the native protein (figures 5.3 and
5.5). It seems reasonable to talk of discontinuous or
assembled rather than continuous or sequential
epitopes in these cases.

If one were to take each individual antibody within
an antiserum raised to a protein antigen and plot the
approximate center of the corresponding epitope on

ISOLATED REDUCED

LISOZYME LOOP PEPTIDE | LOOP PEPTIDE

Anti-

et ++ + I -
“w“ + -+ -

Figure 5.2. Specificity and three-dimensional configuration in a
globular protein, lysozyme. Antibodies to the whole molecule and
to theisolated loop peptide donotreact with the peptide after reduc-
tion of its disulfide bond, showing that the linear reduced peptide
has lost the antigenic configuration it had when held as a loop even
though the amino acid sequence is unchanged. (From Maron E.,
Shiowa C., Arnon R. & Sela M. (1971) Biochemistry 10, 763.)

Figure 5.3. Epitope residues on the folded peptide chain of sperm
whale myoglobin. Amino acid residues 34, 53 and 113 (@) con-
tribute to the epitope recognized by one homogeneous monoclonal
antibody, 83, 144 and 145 (@), to another. These are clearly discon-
tinuous epitopes. Amino acids 18-22 (@—@) are postulated to
form part of a continuous epitope based on reactions with the iso-
lated peptides. Much of the myoglobin chain is in the a-helical
form. Residue 109 () is critical for T-cell recognition and so far no
antibodies reacting with this site have been demonstrated. (Based
on Benjamin D.C. et al. (1986) Annual Review of Immunology 2, 67.)
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the antigen surface, one would almost certainly finish
up with a ‘contour map’ of epitope density indicating
regions on the antigen surface of dominant epitope
clusters (figure 5.4a and b). Each of these clusters is as
near as we can get to defining an antigen determinant.
It is important to be aware that each antigen usually
bears several determinants on its surface, which may
well be structurally distinct from each other; thus a
monoclonal antibody reacting with one determinant
will usually not react with any other determinants
on the same antigen unless the molecule has axes of
symmetry (figure 5.4c).

Identification of B-cell epitopes

This is a subject of particular interest to those wishing
to make simple peptide substitutes for complex pro-
tein antigens. In general, large proteins, because they
have more potential determinants, are better antigens
than small ones. The more foreign an antigen, that
is the less similar to self configurations which induce
tolerance, the more effective it is in provoking an im-
mune response.

Parts of the peptide chains which protrude signifi-
cantly from the globular surface tend to be sites of high
epitope density. The least antigenic segments of the
surface are associated with neighboring concave re-
gions containing water molecules which may be more
difficult to displace. However, prediction of B-cell epi-
topes, even when one knows the three-dimensional
structure of an antigen, is still a pretty hopeless task,
not least because each immunized host has its own
way of recognizing the different regions of a given
antigen. In fact, the only recognition unit that can be
deployed to identify an epitope is that which defines
it, namely the antibody bearing the complementary
paratope.

The greatest precision is undoubtedly provided by
X-ray crystallographic analysis of a complex of a
monoclonal antibody (or fragment thereof) with the
antigen (cf. figure 5.5). Whilst over 100 such structures
have been solved, this approach is not for the run of
the mill scientist, being difficult, time-consuming and
very ‘high tech’. An alternative strategy, applicable to
protein antigens, is to carry out a series of mutations to
locate the residues which provide the dominant bind-
ing toantibody —useful butnot withoutits limitations.
Attempts to mimic the epitope by building synthetic
peptides will be described later (p. 292). To anticipate,
thisis good for linear epitopes and frustrating for those
which are discontinuous.

5 INDIVIDUAL ANTIBODY PARATOPES IN POLYCLbNAL ANTISERUM
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Figure 5.4. A globular protein antigen usually bears a mosaic of
determinants (dominant epitope clusters) on its surface, defined
by the heterogeneous population of antibody molecules in a given
antiserum. (a) Highly idealized diagram illustrating the idea that
individual antibodies in a polyclonal antiserum with different
combining sites (paratopes) can react with overlapping epitopes
forming a determinant on the surface of the antigen. The numbers
refer to the imagined relative frequency of each antibody specificity.
(b) Hypothetical ‘contour’ map of surface showing how determi-
nants represent regions of clustering but overlapping epitopes,
whose positions are plotted as the center of the area making
contact with antibody. The actual size of a single epitope may be
gauged by looking at figure 5.5. (c) Cross-section of a theoretical anti-
genwith an axis of symmetry displaying six determinants including
two pairs which areidentical. The clusters of overlapping antibodies
to each determinant (one representative of each antibody cluster
is shown) do not react with the other structurally unrelated
determinants.
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ANTIGENS AND ANTIBODIES INTERACT BY
SPATIAL COMPLEMENTARITY NOT BY
COVALENT BONDING

Variation in hapten structure shows
importance of shape

Once a method had been found for raising antibodies
to small chemically defined haptens (figure 5.1), it then
became possible to relate variations in the chemical
structure of a hapten to its ability to bind to a given
antibody. In one experiment, antibodies raised to m-
aminobenzene sulfonate were tested for their ability to
combine with ortho, meta and para isomers of the hap-
tenand related molecules in which the sulfonate group
was substituted by arsonate or carboxylate (table 5.1).
The hapten with the sulfonate group in the ortho posi-
tion combines somewhat less well with the antibody

Table 5.1. Effect of variations in hapten structure on strength of
binding to antibodies raised against m-aminobenzene sulfonate.
The reaction of the antibody with the original hapten against which
it was raised is highlighted by the box. (From Landsteiner K. & van
der ScheerJ. (1936) Journal of Experimental Medicine 63, 325.)
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than the original meta isomer, but the para-substituted
compound (chemically similar to the ortho) shows very
poor reactivity. The substitution of arsonate for sul-
fonate leads to weaker combinatio~ with the antibody;
both groups arenegatively charged and have a tetrahe-
dral structure but the arsonate group is larger in size
and has an extra H atom. The aminobenzoates in
which the sulfonate is substituted by the negatively
charged but planar carboxylate group show even less
affinity for the antibody. It would appear that the over-
all configuration of the hapten is even more important
than its chemical nature, i.e. the hapten is recognized
by the overall three-dimensional shape of its outer
electron cloud as distinct from its chemical reactivity.
The production of antibodies against such strange
moieties as benzene sulfonate and arsonate becomes
more comprehensible if they are thought tobe directed
against a particular electron-cloud shape rather than a
specific chemical structure.

Spatial complementarity of epitope and
paratope can be demonstrated

It eventually proved possible, with not a little diffi-
culty, to crystallize a complex of the Fab fragment of
monoclonal antilysozyme with its antigen. X-ray
analysis of these crystals was convincing; antigen and
antibody fitted strongly together due to complemen-
tarity in shape over a wide area of contact (figure 5.5).
Similar studies with further monoclonal antibodies
reacting with the same antigen confirmed the ‘lock and
key’ type fitbetween paratope and epitope. Itis impor-
tant not to regard the ‘lock and key’ as inflexible enti-
ties like two pieces of rock, since this might make it
very difficult for an animal to produce an antibody
with such a unique complementary surface. In fact,
most monoclonal antilysozyme antibodies studied in
this way revealed significant changes in the polypep-
tide backbone of up to 1.0 A as the antibody complexed
with its antigen (cf. figure 5.6), and if one adds into
the equation the possibility of rotational movement
of the amino acid side-chains and alterations in the
relative positions of the variable domains of light
and heavy chains (V| /Vy) in the Fab, it would seem
more correct to think of antigen and antibody as sur-
faces which are to some extent mutually deformable —
more like clouds than rocks as Lerner has so
graphically expressed it. In this context, it is pertinent
to draw attention to the association between those
parts of a protein antigen which provide the dominant
epitopes for antibody binding, and their peptide
chain flexibility as measured by the temperature fac-
tors derived from X-ray crystallography. This mutual
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accommodation of structures on antigen and antibody
obviously permits the maximum contact, but there
must be a price to pay in that energy has to be expend-
ed in inducing these conformational changes. In gen-
eral, though, this will be more than compensated by
the intrinsic free energy change associated with the
formation of the new binding sites (figure 5.7a and
b). This input of energy to produce conformational
change leading to strong binding appears to be the
factor behind the frequent occurrence of normally
‘buried” hydrophobic side-chains as contact residues
for antibody.

With globular protein antigens, the area of contact
between epitope and paratope is quite large, of the
order of 600-800 A2 Tyrosines and tryptophans tend to
occur with greater frequency in the combining site
than they do in the remainder of the antibody
molecule. Both can form H bonds with solvent or anti-
gen, yet have large hydrophobic surfaces, undeniably
useful characteristics for residues exposed to water
when the antibody is free but buried (i.e. excluded
from solvent contact) when interacting closely with
antigen.

Antigen—antibody bonds are readily reversible

If the link between epitope and paratope is entirely
dependent on spatial complementarity and does not
involve the formation of covalent chemical bonds, it
should not be too difficult to pull them apart. This can
easily be put to the test. If one puts a mixture of the hap-
ten with antibody inside a dialysis bag, the hapten will
be found to diffuse out into the surrounding fluid until
an equilibrium is reached in which some hapten is
bound to antibody and some is free; if this exterior
fluid is continually renewed, all the hapten will be lost
from the bag showing that it canbe completely dissoci-
ated from the antibody (figure 5.8). With larger anti-
gens, the complexes can be dissociated by a change in

Figure5.5. Structure of the contact regions between amonoclonal
Fab antilysozyme and lysozyme. (a) Space-filling model showing
Fab and lysozyme molecules fitting snugly together. Antibody
heavy chain, blue; light chain, yellow; lysozyme, green with its glut-
mine 121 in red. (b) Fab and lysozyme models pulled apart to show
how the protuberances and depressions of each are complementary
to each other. (c) End-on views of antibody combining site (left) and
thelysozyme epitope (right) obtained from (b) by rotating each mol-
ecule 90° about a vertical axis. Contact residues are red, except
GInl121inlight purple. The GIn121 fits into an antibody surface cavi-
ty surrounded by V| residues 32, 91, 92 and 93 and V, residue 101.
The sixteen contact residues in the lysozyme epitope comprise: eight
aminoacids fromastretch of 10aminoacidsat positions 18-27, seven
amino acids from a stretch of nine amino acids at positions 116-124,
together with amino acid residue 129, i.e. this is clear evidence for a
discontinuous epitope. All the CDRs make contact with the antigen:
in the heavy chain residues 30-32 (CDR1), 52-54 (CDR2) and 99-102
(CDR3) and in the light chain residues 30 and 32 (CDR1), 49 and 50
(CDR2) and 91-93 (CDR3). All contacting residues may not con-
tribute positively to the attractive forces between antigen and anti-
body; the striking influence of the GIn121 is revealed by the poor
binding of lysozymes from other species in which the GIn121 is re-
placed by histidine. (Reproduced with permission from Amit A. et al.
(1986) Science 233, 747. Copyright © 1986 by the AAAS.)
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(a)

Figure 5.6. Antibody structural flexibility on complexing with the
antigen. (a) Significant conformational changes (0.5-1.0A) occur
in the Ca backbone of the complementarity determining regions
(CDRs) of an autoantibody Fab specific for single-stranded DNA on
complexing with a fragment of antigen (thymidine trimer). Only the
Fv (V+V,) domains of the antibody are shown. The unliganded Fv
is yellow and the ligand (antigen) red. In the complexed form, the V|
is blue and the V; purple. (b) Movements in the contacting amino
acid side-chains as a result of binding antigen. (Reproduced with
permission from Herron ].N., He X.M., Ballard D.W., Blier PR., Pace
P.E., Bothwell ALM., Voss EW. Jr. & Edmundson A.B. (1991)
Proteins 11, 150. Reprinted by permission of Wiley-Liss, a division
of John Wiley and Sons, Inc.)

pH which brings about alterations in protein confor-
mation and destroys the complementarity of the two
reactants. As will be seen subsequently (p. 125), this
principle can be used for the purification of either
antigens or antibodies by affinity chromatography.

THE FORCES BINDING ANTIGEN TO
ANTIBODY BECOME LARGE AS
INTERMOLECULAR DISTANCES
BECOME SMALL

The forces involved in antibody binding to antigen are
noncovalent and therefore reversible, and are gener-

ally only effective over short distances. They may be
classified under four headings.

1 Electrostatic. The attraction between oppositely
charged ionic groups (figure 5.9a). The opposing
electrostatic forces need to approximately match
each other if the antibody is to substantially bind the
antigen.

2 Hydrogen bonding. The sharing of a hydrogen be-
tween two electronegative atoms (figure 5.9b). Hydro-
genbonding can occur between atoms such as oxygen,
nitrogen or sulfur. In addition, water molecules can fill
cavities in the interface which would otherwise have a
destabilizing effect on the complex and these water
molecules can form hydrogenbonds tobridge the anti-
body and antigen.

3 Hydrophobic. Hydrophobic groups can preferen-
tially interact with each other rather than with water
molecules (figure 5.9c). Such hydrophobic interactions
very often play a major role in antibody-antigen
binding.

4 Van der Waals. The forces between molecules which
depend upon interaction between the external ‘elec-
tronclouds’ (figure 5.9d). Van der Waals forces account
for a minority, between 2% and 20%, of the total inter-
action energy in the binding of a typical antibody to its
antigen.

One essential feature common to all four types of
force is that they depend upon the close approach of
both molecules before the forces become of significant
magnitude, the more so if water molecules are exclud-
ed. And this is at the heart of the combination of anti-
genand antibody. The complementary electron-cloud
shapes on the combining site of the antibody and the
surface determinant of the antigen enable the two mol-
ecules to fit snugly together (cf. figure 5.5) so that the
intermolecular distance becomes very small and the
noncovalent protein interaction forces are consider-
ably increased; the greater the areas of antigen and
antibody which fit together, the greater the force of at-
traction, particularly if there is apposition of opposite
charges and hydrophobic groupings.

By contrast, when the electron clouds of the two
molecules effectively overlap, powerful repulsive
forces are generated and energy must be expended
in displacing the overlapping residues from their
normal equilibrium positions.

AFFINITY MEASURES STRENGTH OF
BINDING OF ANTIGEN AND ANTIBODY

We saw from the electron microscope studies on the in-
teraction between a divalent DNP conjugate and anti-
body that each DNP group fitted into one antibody
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Figure 5.7. Flexibility of antigen and antibody contributes to
binding affinity. In the illustration we show: (a) three types of ener-
gy-consuming reactions required to deform both molecules, thereby
allowing (b) positive interaction between residues in the paratope
and epitope— (1) bond rotation exposing a hydrophobic side-chain
normally buried within the interior, (2) flexing of the o-carbon back-
bone to bring interacting residues close together, and (3) lateral dis-
placement of a residue whose electron clouds would overlap with
those of its opposite partner. Provided that the total deformation en-
ergy is less than the energy of attraction of the deformed molecules,
complex formation will be favored. Expressed mathematically:

Free energy of deformation=(AG, +AG, +AG,)=AG,

where AG, is the Gibbs free energy change of reaction (1) and so on.

combining site (figures 3.1 and 3.2). This means that
small haptens by themselves are monovalent with re-
spect to reaction with antibody. The experiment on
mixing hapten with antibody in a dialysis bag (figure
5.8) showed that the combination with antibody was
reversible and that the complex so formed could read-
ily dissociate depending upon the strength of binding,
which we call affinity. In the simplistic situation of one
Fab arm binding in isolation to one epitope on the anti-
gen, the binding strength can be defined through the
equilibrium constant (K,) of the association reaction:

Ab+ Ag <= AbA

. L e
-\ X\

given by the mass action equation

[AbAg]

" [Ab]lAg]

DEFORMED STRUCTURE

Energy of association of deformed antigen and antibody = the sum of
the individual binding energies=AGy;, ;,, (an attractive force gives
anegative AG).

Overall energy changes for complex formation
=AG o+ AGyging=—RTIn K,

Provided that —AGy; g, >AGy,;, antigen and antibody will as-
sociate at equilibrium with a reasonable association affinity con-
stant K,. (R, gas constant; T, absolute temperature; In, natural
logarithm.)

If the antigen were completely rigid, it would be unable to ap-
proach close enough to the antibody to generate significant binding
energy.

where [Ab] is the concentration of free antibody com-
biningsitesand [Ag]is the concentration of freeantigen
at equilibrium. If the antibody and antigen fit together
very closely, the equilibrium will lie well over to the
right of the association reaction; we refer to such anti-
bodies whichbind strongly to the antigen as high affin-
ity antibodies. At a certain free antigen concentration
[Ag_ | wherehalfof theantibody sites are bound:

[AbAg]=[Abl and K, =1/[Ag.]

i.e. the affinity constant K_ is equal to the reciprocal of
the concentration of free antigen at the equilibrium
point where half the antibody sites are in the bound
form. In other words, when an antibody has a high
affinity constant and binds antigen strongly, it only
needs a low antigen concentration to half-saturate the
antibody. An individual epitope on the surface of a
complex antigen is by definition monovalent, and the
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Figure 5.8. Reversibility of the interaction between antibody
(- ) and hapten (®). Within the dialysis sac the hapten is partly in
the free form and partly bound to antibody according to the affinity
of the antibody. Only hapten can diffuse through the dialysis mem-
brane, and the external concentration then will equal the concentra-
tion of unbound hapten within the sac. Measurement of total hapten
in the dialysis sac then enables the amount bound to antibody to be
calculated. Constant renewal of the external buffer will lead to total
dissociation and loss of hapten from inside the dialysis sac showing
the reversible nature of the antigen—antibody bond.

strength of its combination with one antigen-binding
arm (Fab) of an antibody is therefore defined by an
affinity constant.

Affinity can equally well be formulated in terms of
the dissociation constant (K ) of the reaction:

AbAg—=Ab+Ag
Expressing concentrations in moles per liter:

[Ab moles/1][Ag moles/1]

Ky =
d [AbAgmoles/l]

Clearly, K; is the reciprocal of K, ie. 1/K,, and
has the units moles/]l or M. Conversely, K, is ex-
pressed in the units 1/mole or M~ and has the ad-
vantage that the stronger the binding, the higher the
number.

The value of K, is determined by the difference
in free energy (AG) between the antigen and anti-
body in the free state on the one hand and in the
complexed form on the other, according to the
equation:

AG =-RTInK,

where R is the universal gas constant, T is the absolute
temperature and Inis the natural logarithm.

One can study the interaction of hapten and anti-
body by the dialysis method described in figure 5.8
and use the data to calculate the affinity constant from
the mass action equation (figure 5.10). K, values may
sometimes be as high as 102m L.

Analysis of the binding at different hapten concen-
trations generally shows a heterogeneity (figure 5.10)
which indicates that most antiserums, even those
raised against haptens with a simple structure, contain
avariety of differentantibodies with arange of binding
affinities which depend upon the area of contact
between the antibody and the hapten or epitope, the
closeness of fit, conformational changes necessitated
by electron-cloud overlap and the distribution of
charged and hydrophobic groups.

The avidity of antiserum for antigen —the bonus
effect of multivalency

While the term affinity describes the binding of
antibody to a monovalent hapten or single antigen
determinant, in most practical circumstances we are
concerned with the interaction of an antiserum (i.e. the
serum from an immunized individual) with a multiva-
lent antigen. The term employed to express this bind-
ing is avidity or functional affinity.

The factors which contribute to avidity are compli-
cated, including as they do the heterogeneity of anti-
bodies in a given serum which are directed against
each determinant on the antigen, and the heterogene-
ity of the determinants themselves (figures 5.4 and
5.10). But yet a further factor must be considered. The
multivalency of most antigens leads to an interesting
bonus effect in which the binding of antigen to anti-
body by multiple links is always greater, usually
many-fold greater, than the arithmetic sum of the indi-
vidualantibody bonds. Thisis illustrated in figure 5.11.
The mechanism of this effect may be interpreted by
considering an analogy. Let us fabricate an unheard of
disease in which we cannot stop our hands opening
and closing continuously. If we now try to hold an ob-
ject in one hand, it will fall the moment we open that
hand. However, if we use both hands to hold the object,
provided that we open and close our hands at different
times, there is much less chance of the object falling.
The reversible combination of antigen and antibody is
like the opening and closing of the hands; the more va-
lencies holding the antigen, the less likely it is to be lost
when the complex dissociates at any one binding site
(figure5.12).
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Figure 5.9. Protein—protein interactions. (a) Coulombic attraction
between oppositely charged ionic groups on the two protein side-
chainsas illustrated by anionized amino group (NH;*) onalysine of
one protein and an jionized carboxyl group (—COQO") of glutamate
on the other. The force of attraction is inversely proportional to the
square of the distance between the charges. Thus, as the charges
come closer together, the attractive force increases considerably: if
we halve the distance apart, we quadruple the attraction. Further-
more, since the dielectric constant of water is extremely high, the ex-
clusion of water molecules through the contiguity of the interacting
residues would greatly increase the force of attraction. Dipoles on
antigen and antibody canalso attract each other. Inaddition, electro-
static forces may be generated by charge transfer reactions between
antibody and antigen; for example, an electron-donating protein
residue such as tryptophan could part with an electron to a group
such as dinitrophenyl (DNP) which is electron accepting, thereby
creating an effective +1 charge on the antibody and —1 on the antigen.
(b) Hydrogen bonding between two proteins involving the forma-
tion of reversible hydrogen bridges between hydrophilic groups,
such as -OH, -NH, and -COOH, depends very much upon the close
approach of the two molecules carrying these groups. Although H
bonds are relatively weak, because they are essentially electrostatic
innature, exclusion of water between the reacting side-chains would
greatly enhance the binding energy through the gross reduction in
dielectric constant. (c) Nonpolar, hydrophobic groups such as the
side-chains of valine, leucine and isoleucine tend to associate in an

aqueous environment. The driving force for this hydrophobic inter-
action derives from the fact that water in contact with hydrophobic
molecules ( ), withwhich it cannot Hbond, will associate with
other water molecules, but the number of configurations which
allow H bonds to form will not be as great as that occurring when
they are surrounded completely by other water molecules, i.e. the
entropy is lower. The greater the area of contact between water and
hydrophobic surfaces, the lower the entropy and the higher the en-
ergy state. Thus, if hydrophobic groups on two proteins come to-
gether so as to exclude water molecules between them (—~ — —), the
net surface in contact with water is reduced and the proteins take up
a lower energy state than when they are separated (in other words,
there is a force of attraction between them). (d) Van der Waals force:
the interaction between the electrons in the external orbitals of two
different macromolecules may be envisaged (for simplicity!) as the
attraction between induced oscillating dipoles in the two electron
clouds. The nature of this interaction is difficult to describe in non-
mathematical terms, but it has been likened to a temporary pertur-
bation of electrons in one molecule effectively forming a dipole
which induces a dipolar perturbation in the other molecule, the two
dipoles then having a force of attraction between them; as the dis-
placed electrons swing back through the equilibrium position and
beyond, the dipoles oscillate. The force of attraction is inversely
proportional to the seventh power of the distance and, as a result,
this rises very rapidly as the interacting molecules come closer
together.
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Figure 5.10. Heterogeneity of IgG antihapten (dinitrophenyl,
DNP) antibodies from the serum of an immunized animal contrast-
ing with the homogeneity of a monoclonal IgG anti-DNP. (a) A
Scatchard plot of hapten binding to antibodies purified from the
serum. If ¥ represents the average number of DNP molecules bound
toeachantibody molecule, of affinity constant k and number of bind-
ing sites 7, in the presence of a free hapten concentration [H], then
from the mass action equation of equilibrium relationships (p. 86) it
canbe shown that:

r/[H]=nk-rk

Thus, a Scatchard plot of r/[H] against r for a single antibody species
willbe a straightline of slope —k as seen for the monoclonal antibody;
the deviation from a straight line given by anti-DNP from the anti-
serum clearly indicates the existence of antibodies with different
affinities, as may be confirmed by the binding of labeled DNP to

The same considerations apply to the binding of
antibody to a polymeric antigen with repeating deter-
minants, such as ovalbumin substituted by several
DNP groups, or most bacterial polysaccharides or red
cells with repeating blood-group determinants. Asone
moves from a univalent Fab fragment to a divalentIgG
to a pentameric IgM, the bonus effect of multivalency
produces striking increases in the strength of anti-
gen—-antibody complex formation.

Avidity, being a measure of the functional affinity of
an antiserum for the whole antigen, is of obvious rele-
vance to the reaction with antigen in the body. High
avidity is superior to low for a wide variety of func-
tions in vivo, e.g. immune elimination of antigen, virus
neutralization, protective role against bacteria, and
soon.

THE SPECIFICITY OF ANTIGEN
RECOGNITION BY ANTIBODY IS
NOT ABSOLUTE

The ability of antibodies to discriminate between dif-
ferent antigens was well illustrated by the range of

many different bands after separation of the individual antibodies
by isoelectric focusing of the serum. Extrapolation tor/[H] =0 (atin-
finitely high concentration of antigen) gives the number of binding
sites on each IgG molecule as two (cf. figure 3.2). For IgM antibodies,
the value would be 10. Because the slope of the Scatchard plot varies
with r/2 (the fractional occupancy of the antibody combining sites
for a bivalent Ab), the affinity (which=-slope) will vary depending
upon the range of values of  utilized in the experiments: thus affini-
ty must be defined in terms of standard conditions of antibody dilu-
tion and concentration of hapten. (b) Histogram showing a typical
distribution of antibody affinities in the anti-DNP serum. Measur-
able affinities tend to range between 10 and 10'° or 10" m~! and have
skewed and not necessarily unimodal distributions. The monoclon-
al antibody of course gives a single affinity value since it is a homo-
geneous protein.

reactivity of an antihapten for a series of structurally
related molecules as described in table 5.1. Since the
strength of the reaction can be quantified by the affini-
ty or avidity, we would relate the specificity of an anti-
serum to its relative avidity for the antigens which are
being discriminated.

Inso far as we recognize thatan antiserum may have
a relatively greater avidity for one antigen rather
than another, by the same token we are saying that the
antiserum is displaying relative rather than absolute
specificity; in practice we speak of degrees of cross-
reactivity. Anantiserumraised againsta givenantigen
can cross-react with a partially related antigen which
bears one or more identical or similar determinants. In
figure 5.13 it can be seen that an antiserum to antigen;
(Ag,) will reactless strongly with Ag,, whichbears just
one identical determinant, because only certain of the
antibodies in the serum can bind. Ag,, which possesses
a similar but not identical determinant, will not fit as
well with the antibody and the binding is even weaker.
Ag,, which has no structural similarity at all, will not
react significantly with the antibody. Thus, based upon
stereochemical considerations, we can see why the

89
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Figure5.11. The‘bonus’effect of multivalent attachment on bind-
ing strength. The force binding the two antigen molecules in (c) with
two antibody bridges is many-fold greater than (a)+(b). Thus, the
binding of the two antibodies to determinants 1 and 2 on the antigen
can each be described by the individual change in free energy state
on forming the epitope-paratopebond with its corresponding affin-
ity constant,i.e.:

AG,=-RTInk and AG,=—RTInk,

For both antibodies operating in conjunction, the overall free energy
change giving the avidity (K,,;,) would be:

AG=AG,+AG,=—RTInk,-RTInk,
=—RT(Ink, +Ink,)=—RT(Ink, x k)

Since AG=—RTInK, ,,, K, .a=k; Xk,

avid’ “Navid

The tremendous increase in equilibrium constant resulting from
multiplying the contributing affinities is responsible for the bonus
effect. To give a concrete example, if k; is 10 and , is 10%, K, . would
be 107 M. In practice, this bonus effect would be reduced by entropy
losses resulting from any restriction of the flexibility of the antibody
molecules required by adaptation to the spatial demands of the
epitopes and from the restriction in translational movement of
the individual components.

u/’ Single antibody

Ib I8
bridge // Separation // No separation

| ANTIGEN  ANTIGEN

Figure 5.12. The mechanism of the bonus effect. Each antigen-—
antibody bond is reversible and, with a single antibody bridge be-
tween two antigen molecules (a), dissociation of either bond could
enable an antigen molecule to ‘escape’ as in (b). If there are two anti-
body bridges, even when one dissociates the other prevents the anti-
genmolecule from escaping and holds it in position ready to reform
the broken bond (c). In effect, the orientation of the broken bond
greatly increases the effective combining concentration of antibody
and thereby speeds up the velocity of the association reaction:
V,=k,[Ag][AbT].

| antigen determinont | determinant

—

Original Oneidenfical | Similar
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Figure 5.13. Specificity and cross-reaction. The avidity of the
serum antibodies ( }-[ and { )forAg,>Ag,>Ag,>>Ag,.

avidity of the antiserum for Ag, and Ag, isless than for
the homologous antigen, while for the unrelated Ag, it
is negligible. It would be customary to describe the
antiserum as being highly specific for Ag, in relation
to Ag,, but cross-reacting with Ag, and Ag, to different
extents.

By being directed towards single epitopes on the
antigen, monoclonal antibodies frequently show high
specificity in terms of their low cross-reactivity with
other antigens. Occasionally, however, one sees quite
unexpected binding to antigens which react poorly, if
atall, with aspecificantiserum. Itis an instructive exer-
cise to see how it is that a polyclonal antiserum con-
taining a heterogeneous collection of antibodies can be
more specific in discriminating between two antigens
than can amonoclonal antibody. The sixhypervariable
regions of an antibody encompass a relatively large
molecular area composed of highly diverse amino acid
side-chains and it is self evident that a number of dif-
ferent epitopic structures could fit into different parts
of this hypervariable “terrain’, albeit with a spectrum
of combining affinities.

Thus, each antibody will reactnot only with the anti-
gen which stimulated its production, but also with
some possibly quite unrelated molecules. Figure 5.14
explains (we hope) how this may translate into a
higher specificity for the polyclonal serum.

WHAT THE T-CELL SEES

We have on several occasions alluded to the fact that
the T-cell receptor sees antigen on the surface of cells
associated with an MHC class I or II molecule. Now
is the time for us to go into the nuts and bolts of this
relationship.
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Figure 5.14. The specificity of an antiserum derives from the reac-
tivity common to the component antibodies. Antigen A stimulates
lymphocytes whose polyfunctional receptors bind A but could also
bind other determinants as indicated (smallletters). Allantibodiesin
the resulting antiserum will have anti-A as a common specificity, but
the other specificities will be so diverse that none of them will reach

Haplotype restriction reveals the need for
MHC participation

It has been established in tablets of stone that T-cells
bearing of receptors, with some exceptions (cf. p. 100),
only respond when the antigen-presenting cells ex-
press the same MHC haplotype as the host from which
the T-cells were derived (Milestone 5.1). This haplo-
type restriction on T-cell recognition tells us un-
equivocally that MHC molecules are intimately and
necessarily involved in the interaction of the antigen-
bearing cell with its corresponding antigen-specific T-
lymphocyte. We also learn that, generally speaking,
cytotoxic T-cells recognize antigen in the context of
class I MHC, and helper T-cells which interact with
macrophages respond when the antigen is associated
with class Il molecules.

Accepting then the participation of MHC in T-cell
recognition, what of the antigen? For some time it was
perplexing that, in so many systems, antibodies raised
to the native antigen failed to block cytotoxicity (cf.
figure M5.1.1b), despite consistent success with anti-
MHC class I sera. We now know why.

T-cells recognize a linear peptide sequence from
the antigen

In Milestone 5.1, we commented on experiments in-
volving influenza nucleoprotein-specific T-cells which
could kill cells infected with influenza virus. Killing
occurs after the cytotoxic T-cell adheres strongly to its
target through recognition of specific surface mole-
cules. It is curious then that the nucleoprotein, which
lacks a signal sequence or transmembrane region and

appreciable concentrations to cross-react significantly with another
antigen bearing a orb, etc., i.e. the antiserum shows specificity for A.
On the other hand, a monoclonal antibody cannot dilute out its alter-
native specificity and so in the example shown with an asterisk there
would be strong cross-reaction with an unrelated antigen a. (With
acknowledgment to Talmage D.W. (1959) Science 129, 1643.)

so cannotbe expressed on the cell surface, cannonethe-
less function as a target for cytotoxic T-cells, particu-
larly since we have already noted that antibodies to
native nucleoprotein have no influence on the killing
reaction (figure M5.1.1b). Furthermore, uninfected
cells do not become targets for the cytotoxic T-cells
when whole nucleoprotein is added to the culture
system. However, if, instead, we add a series of short
peptides with sequences derived from the primary
structure of the nucleoprotein, the uninfected cells
now become susceptible to cytolytic T-cell attack
(figure 5.15).

Thus was the secret revealed! The startling reality is
that T-cells recognize linear peptides derived from the
antigen, and that is why antibodies raised against nu-
cleoprotein in its native three-dimensional conforma-
tion (cf. figure 5.2) do not inhibit killing. Note that only
certain nucleoprotein peptides were recognized by the
polyclonal T-cells in the donor population and these
are to be regarded as T-cell epitopes. When clones of
identical specificity are derived from these T-cells,
each clone reacts with only one of the peptides; in other
words, like B-cell clones, each clone is specific for one
corresponding epitope.

Entirely analogous results are obtained when T-
helper clones are stimulated by antigen-presenting
cells to which certain peptides derived from the origi-
nal antigen have been added. Again, by synthesizing
a series of such peptides, the T-cell epitope can be
mapped with some precision.

The conclusion is that the T-cell recognizes both
MHC and peptide and we now know that the peptide
which acts as a T-cell epitope lies along the groove
formed by the a-helices and the B-sheet floor of the
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Milestone 5.1 —MHC Restriction of T-cell Reactivity
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Figure M5.1.1. T-cell killing is restricted by the MHC haplo-
type of the virus-infected target cells. (a) Haplotype-restricted
killing of lymphocytic choriomeningitis (LCM) virus-infected
target cells by cytotoxic T-cells. Killer cells from H-2¢ hosts only
killed H-24-infected targets, not those of H-2* haplotype and vice

The realization that the MHC, which had figured for so
long as a dominant controlling element in tissue graft re-
jection, should come to occupy the center stage in T-cell
reactions has been a source of fascination and great
pleasure to immunologists—almost as though a great
universal plan had been slowly unfolding.

One of the seminal observations which helped toelevate
the MHC to this lordly position was the dramatic Nobel
prize-winning revelation by Doherty and Zinkernagel
that cytotoxic T-cells taken from an individual recovering
from a viral infection will only kill virally infected cells
which share an MHC haplotype with the host. They found
that cytotoxic T-cells from mice of the H-2¢ haplotype in-
fected with lymphocytic choriomeningitis virus could kill
virally infected cells derived from any H-24 strain but not
cells of H-2* or other H-2 haplotype. The reciprocal experi-
ment with H-2X mice shows that this is not just a special
property associated with H-2¢ (figure M5.1.1a). Studies
with recombinant strains (cf. table 4.2) pin-pointed class
MHC as the restricting element and this was confirmed by
showing that antibodies to class I MHC block the killing
reaction.

The same phenomenon hasbeen repeatedly observed in
the human. HLA-A2 individuals recovering from influen-
za have cytolytic T-cells which kill HLA-A2 target cells in-
fected with influenza virus, but not cells of a different
HLA-A tissue-type specificity (figure M5.1.1b). Note how

versa. (b) Killing of influenza-infected target cells by influenza
nucleoprotein (NP)-specific T-cells from an HLA-A2 donor (cf. p.
356 for human MHC nomenclature). Killing was restricted to
HLA-A2 targets and only inhibited by antibodies to A2, not to Al,
nor to the class Il HLA-DR framework or native NP antigen.

Ovalbumin-specific T-cell clone derived from H~2ﬂt[?l mouse

Transfect with H-ZAmgwes

' & A
Antigen-presenting cells pulsed with ovalbumin (antigen)

Figure M5.1.2. The T-cell clone only responds by proliferation
in vitro when the antigen-presenting cells (e.g. macrophages)
pulsed with ovalbumin express the same class Il MHC.

cytotoxicity could be inhibited by antiserum specific for
the donor HLA-A type, but not by antisera to the allelic
form HLA-A1 or the HLA-DR class II framework. Of
striking significance is the inability of antibodies to the
nucleoprotein to block T-cell recognition even though the
T-cell specificity in these studies was known to be directed
towards this antigen. Since the antibodies react with

(continued)
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. nucleoprotein in its native form, the conformation of
‘ the antigen as presented to the T-cell must be quite
| different.
In parallel, an entirely comparable series of experiments
‘ has established the role of MHC class I molecules in anti-
gen presentation to helper T-cells. Initially, it was shown
by Shevach and Rosenthal that lymphocyte proliferation
to antigen in vitro could be blocked by antisera raised be-
tween two strains of guinea-pig which would have in-

==

cluded antibodies to the MHC of the responding lympho-
cytes. More stringent evidence comes from the type of ex-
periment in which a T-cell clone proliferating in response
to ovalbumin on antigen-presenting cells with the H-2A?
phenotype fails to respond if antigen is presented in
the context of H-2A*. However, if the H-2A* antigen-
presenting cells are transfected with the genes encoding
H-2AP, they now communicate effectively with the T-cells
(figure M5.1.2).
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Figure 5.15. Cytotoxic T-cells, from a human donor, kill unin-
fected target cells in the presence of short influenza nucleoprotein
peptides. The peptides indicated were added to >'Cr-labeled syn-
geneic (i.e. same as T-cell donor) mitogen-activated lymphoblasts
and cytotoxicity was assessed by 5'Cr release with a killer to target
ratio of 50:1. The three peptides indicated in red induced good
killing. Blasts infected with influenza virus of a different strain
served as a positive control. (Reproduced from Townsend AR.M.
et al. (1986) Cell 44, 959, with permission. Copyright ©1986 by Cell
Press.)

classIand class Il outermost domains (figure4.11). Just
how does it get there?

PROCESSING OF INTRACELLULAR ANTIGEN
FOR PRESENTATION BY CLASS | MHC

Within the cytosol lurk proteolytic structures, the
proteasomes, involved in the routine turnover and

cellular degradation of proteins (figure 5.16). Cytosolic
proteins destined for antigen presentation, including
viral proteins, are degraded to peptides via a pathway
involving these structures, although other cyto-
solic proteases including leucine- and aspartyl-
aminopeptidases may also contribute to this antigen
processing. In addition to cytosol-resident proteins, a
proportion of membrane-bound and secretory pro-
teins are transported from the endoplasmic reticulum
(ER)back into the cytosol by the SEC61 molecular com-
plex, and such proteins can then also undergo process-
ing for class I presentation, as can proteins derived
from mitochondria. Prior to processing, proteins are
covalently linked to several ubiquitin molecules in an
ATP-dependent process. The polyubiquitination tar-
gets the polypeptides to the proteasome (figure 5.16).

Only about 10% of the peptides produced by
proteasomes are the optimal length (octamers or
nonamers) to fit into the MHC class I groove;
about 70% are likely to be too small to function in
antigen presentation; and the remaining 20% would
require further trimming by, for example, cytosolic
aminopeptidases. The cytokine IFNy increases the
production of three catalytic proteosomal subunits,
the polymorphic low molecular weight proteins LMP2
and LMP7, and the nonpolymorphic LMP10. These
molecules replace the homologous catalytic subunits
(Bi, Bs and B,, respectively) in the housekeeping
proteasome to produce what has been termed the
immunoproteasome, a process thought to modify the
cleavage specificity in order to tailor peptide produc-
tion for class I binding.

Both proteasome- and immunoproteasome-
generated peptides are translocated into the ER by the
transporters associated with antigen processing (TAP1
and TAP2) (figure 5.17), a process which might also in-
volve heat-shock protein family members. The newly
synthesized class [heavy chain is retained in the ER by
the molecular chaperone calnexin which is thought
to assist in folding, disulfide bond formation and



94

CHAPTER 5—The primary interaction with antigen

19S Cap

] 208 Core Proteasome

198 Cap

» Cleaved peptides

Polyubiquitin Ubiquitin

Cytosolic protein

E2

Figure 5.16. Cleavage of cytosolic proteins by the proteasome.
Cytosolic proteins become polyubiquitinated in an ATP-dependent
reaction in which the enzyme E1 forms a thiolester with the C-
terminus of ubiquitinand then transfers the ubiquitin to one of 10-15
different E2 ubiquitin-carrier proteins. The C-terminus of the ubig-
uitin is then conjugated by one of a dozen or so E3 ubiquitin-protein
ligase enzymes to a lysine residue on the polypeptide. There is speci-
ficity in these processes in that the individual E2 and E3 enzymes
have preferences for different proteins. The ubiquitinated cytosolic
protein binds to the ATPase-containing cap where ATP drives the
unfolded protein chain through the hydrophobic conducting chan-
nels of the a-subunits into the central hydrolytic chamber where itis
exposed to a variety of proteolytic activities associated with the dif-
ferent B-subunits. The whole 265 proteasome, which is a 2000kDa
complex of about 50 different subunits consisting of the 205 650kDa
core proteasome with twin 195 700 kDa regulatory caps, is displayed
asa contour plot derived from electron microscopy and image analy-
sis. The core proteasome is a cylindrical structure made up of 28 sub-
units arranged in four stacked rings. The cross-section of the

promotion of assembly with f,-microglobulin. In the
human, butnot in the mouse, calnexin is then replaced
by calreticulin. The ER-resident protein, Erp57, which
has thiol reductase, cysteine protease and chaperone
functions, becomes associated with the complex of cal-
reticulin—calnexin and class I heavy chain which now
folds together with B,-microglobulin. The empty class

proteasome reveals the site of proteolytic activity (red shading)
within the two central rings, each comprising seven homologous but
distinct B-subunits, three of which in each ring contain proteolyti-
cally active sites. The outer two a-rings are again each made up of
seven different but homologous a-subunits, but these all lack prote-
olytic activity. Anovel catalytic mechanism is involved in which the
nucleophilic residue that attacks the peptide bonds is the hydroxyl
group on the N-terminal threonine residue of the B-subunits. Three
distinct peptidase activities have been associated with specific -
subunits. One is ‘chymotrypsin-like’ in that it hydrolyses peptides
after large hydrophobic residues, one is ‘trypsin-like” and cleaves
after basic residues, and one hydrolyses after acidic residues. The
LMP2, LMP7 and LMP10 (the latter often called MECL1; multicat-
alytic endopeptidase complex like-1) immunoproteasome-associat-
ed molecules show similar specificities but have enhanced
chymotrypsin and trypsin activity and reduced postacidic cleavage
compared to their counterparts in the housekeeping proteasome.
(Based on Peters ].-M. et al. (1993) Journal of Molecular Biology 234,932
and Rubin D.M. & Finley D. (1995) Current Biology 5, 854.)

I'molecule bound to these chaperones becomes linked
to TAP1/2by tapasin. Upon peptide loading, the class
I molecule can dissociate from the various accessory
molecules, and the now stable peptide—class I heavy
chain—f3,-microglobulin complex traverses the Golgi
stack and reaches the surface where itis a sitting target
for the cytotoxic T-cell.
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Figure 5.17. Processing and presentation of endogenous antigen
by class IMHC. Cytosolic proteins are degraded by the proteasome
complex into peptides which are transported into the endoplasmic
reticulum (ER). TAP1 and TAP2 are members of the ABC family of
ATP-dependent transport proteins and, under the influence of these
transporters, the peptides are loaded into the groove of the mem-
brane-bound class I MHC. The peptide-MHC complex is then re-
leased from all its associated transporters and chaperones, traverses
the Golgi system, and appears on the cell surface ready for presenta-
tion to the T-cell receptor. Mutant cells deficient in TAP1/2 do not
deliver peptides to class I and cannot function as cytotoxic T-cell tar-
gets. However, if they are transfected with a gene encoding the anti-
genic peptide linked to a cleavable signal sequence, the peptide is
delivered to the ER without the need for TAP1/2 and the cells once
again can become targets.

PROCESSING OF ANTIGEN FOR CLASS II
MHC PRESENTATION FOLLOWS A
DIFFERENT PATHWAY

Class II MHC complexes with antigenic peptide are
generated by a fundamentally different intracellular
mechanism, since the antigen-presenting cells which
interact with T-helper cells need to sample the antigen
from both the extracellular and intracellular com-
partments. In essence, a trans-Golgi vesicle containing
classIThastointersect with alate endosome containing
exogenous protein antigen taken into the cell by an
endocytic mechanism.

Regarding the class II molecules themselves, these
are assembled from o and B chains in the endoplasmic
reticulum in association with the transmembrane in-
variant chain (Ii) (figure 5.18) which has several func-
tions. Firstly, it acts as a dedicated chaperone to ensure
correctfolding of the nascent class Ilmolecule. Second-
ly, an internal sequence of the luminal portion of Ii sits
inthe MHC groove to inhibit the precocious binding of
peptides in the ER before the class Il molecule reaches
the endocytic compartment containing antigen.
Additionally, combination of Ii with the of class II
heterodimer inactivates a retention signal and allows
transport to the Golgi. Finally, targeting motifs in the
N-terminal cytoplasmic region of Ii ensure delivery
of the class Il-containing vesicle to the endocytic
pathway.

Meanwhile, exogenous protein is taken up by endo-
cytosis and, as the early endosome undergoes pro-
gressive acidification, is processed into peptides by
endosomal proteases such as asparaginyl endopepti-
dase. The late endosomes, which ultimately mature
into lysosomes, characteristically acquire lysosomal-
associated membrane proteins (LAMPs), although the
function of these molecules is still unclear. These late
endosomes fuse with the vacuole containing the class
II-Ti complex. Under the acidic conditions within these
MHC class II-enriched compartments (MIICs), pro-
teases degrade Ii except for the part sitting in the MHC
groove which, for the time being, remains there as a
peptide referred to as CLIP (class II-associated invari-
antchain peptide). An MHC-related dimeric molecule,
DM, then catalyses the removal of CLIP and keeps the
groove open so that peptides generated in the endo-
some can be inserted (figure 5.19). This process may
be assisted by members of the hsp70 family which
promiscuously bind unfolded peptides. Initial peptide
binding is determined by the concentration of the pep-
tideand its on-rate, but DM may subsequently assistin
the removal of lower affinity peptides to allow their re-
placement by high affinity peptides, i.e. act as a pep-



tide editor permitting the incorporation of peptides
with the most stable binding characteristics, namely
those with a slow off-rate. Particularly in B-cells an
additional MHC-related molecule, DO, associates
with DM bound to class Iland modifies its functionina
pH-dependent fashion. Its effect may be to favor
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the presentation of antigens internalized via the BCR
over those taken up by fluid phase endocytosis. The
tetraspanin family member CD82 is also present
in the MIIC, though its role is unclear at present.
The class II-peptide complexes are eventually trans-
ported to the membrane for presentation to T-helper
cells.

Thus, in general, endogenous protein antigens are
processed for class I presentation whilst exogenous
protein antigens are processed for class Il presentation.
Processing of antigens for class II presentation is not,
however, confined to soluble proteins taken up from
the exterior, but can also encompass microorganisms
whose antigens reach the lysosomal structures, either
after direct phagocytosis or prolonged intracellular co-
habitation. Proteins and peptides within the ER are
also potential clients for the class II groove and could
also make the journey to the MIIC. Conversely, class
I-restricted responses can be generated against ex-
ogenous antigens, a process sometimes referred to
as cross-priming. This may occur either by a TAP-
dependent pathway in phagocytic cells where pro-
teins are transferred from the phagosome to the cy-
tosol, or by endocytosis of cell surface MHC class I
molecules which then arrive in the class II-enriched
compartments where peptide exchange occurs with
sequences derived from the endocytic processing
pathway.

THE NATURE OF THE ‘GROOVY’ PEPTIDE

The MHC grooves impose some well-defined restric-
tions on the nature and length of the peptides they ac-

Figure5.18. Processingand presentation of exogenous antigen by
class I MHC. Class I molecules with Ii are assembled in the endo-
plasmic reticulum (ER) and transported through the Golgi to the
trans-Golgi reticulum (actually as a nonamer consisting of three in-
variant, three o and three f chains —not shown). There it is sorted to
a late endosomal vesicle with lysosomal characteristics known as
MIIC (meaning MHC class II-enriched compartment) containing
partially degraded protein derived from the endocytic uptake of ex-
ogenous antigen. Degradation of the invariant chain leaves the CLIP
(class IT-associated invariant chain peptide) lying in the groove but,
under the influence of the DM molecule, this is replaced by other
peptides in the vesicle including those derived from exogenous anti-
gen, and the complexes are transported to the cell surface for presen-
tation to T-helper cells. This version of events is supported by the
finding of high concentrations of invariant chain CLIP associated
with class II in the MIIC vacuoles of DM-deficient mutant mice
which are poor presenters of antigen to T-cells.
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Figure 5.19. MHC class II transport and peptide loading illustrat-
ed by Tulp’s gently vulgar cartoon. (Reproduced from Benham A.
etal. (1995) Immunology Today 16, 361, with permission of the authors
and Elsevier Science Ltd.)

commodate and the pattern varies with different MHC
alleles. Otherwise, at the majority of positions in
the peptide ligand, a surprising degree of redundancy
is permitted and this relates in part to residues
interacting with the T-cell receptor rather than the
MHC.

Binding to MHC class |

X-ray analysis reveals the peptides to be tightly
mounted along the length of the groove in an extended
configuration with no breathing space for o-helical
structures (figure 5.20). The N- and C-termini are
tightly H bonded to conserved residues at each end
of the groove, independently of the MHC allele.

The naturally occurring peptides can be extracted
from purified MHC class I and sequenced. They are
predominantly 8-9 residues long; longer peptides
bulge upwards out of the cleft. Analysis of the peptide
pool sequences usually gives strong amino acid sig-
nals at certain key positions (table 5.2). These are called
anchor positions and represent the preferred amino
acid side-chains which fitinto allele-specific pockets in
the MHC groove (figure 5.21a). There are usually two,
sometimes three, such major anchor positions for class

I-binding peptides, one at the C-terminal end and the
other frequently at position 2 (P2), butit may also occur
at P3, P5 or P7. Sometimes, a major anchor pocket may
be replaced by two or three more weakly binding sec-
ondary binding pockets. Even with the constraints
of two or three anchor motifs, each MHC class I allele
can accommodate a considerable number of different
peptides.

Exceptin the case of viral infection, the natural class
I ligands will be self peptides derived from proteins
endogenously synthesized by the cell, histones, heat-
shock proteins, enzymes, leader signal sequences, and
so on. It turns out that 75% or so of these peptides orig-
inate in the cytosol (figure 5.22) and most of them will
be inlow abundance, say 100—400 copies per cell. Thus
proteins expressed with unusual abundance, such as
oncofetal proteins in tumors and viral antigens in
infected cells, should be readily detected by resting
T-cells.

Binding to MHC class I

Unlike class I, where the allele-independent H bond-
ing to the peptide is focused at the N- and C-termini,
the class II groove residues H bond along the entire
length of the peptide with links to the atoms forming
the main chain. With respect to class II allele-specific
binding pockets for peptide side-chains, motifs based
on three or four major anchor residues seem to be the
order of the day (figure 5.21b). Secondary binding
pockets with less strict preference for individual side-
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Table5.2. Natural MHC class I peptide ligands contain two allele-
specific anchor residues. (Based on Rammensee H.G., Friede T. &
Stevanovic S. (1995) Immunogenetics 41, 178.) Letters represent
the Dayhoff code for amino acids; where more than one residue
predominates at a given position, the alternative(s) is given; =any
residue.

Class 1 Amino acid posiﬁdn

allele Jeso= 3. 4 5. g 7w g g
H-2K? . . . . . . e I
H-2K? . . . . Y/F = « L/M

H-2D° e & & o N e e s Lm
HLA-A*0201 . W . . . ~ . o LAV/IM |
HLA-B*2705 K T e s R

‘ (O
DRp-chain D oLt [

Figure 5.20. Binding of peptides to the MHC cleft. T-cell receptor
‘view’ looking down on the o-helices lining the cleft (cf. figure 4.11b)
represented in space-filling models. (a) Peptide 309-317 from HIV-1
reverse transcriptase bound tightly within the class | HLA-A2 cleft.
In general, one to four of the peptide side-chains point towards the
TCR, giving a solvent accessibility of 17-27%. (b) Influenza hemag-
glutinin 306-318 lying in the class Il HLA-DR1 cleft. In contrast with
class I, the peptide extends out of both ends of the binding groove
and from four to six out of an average of 13 side-chains point towards
the TCR, increasing solvent accessibility to 35%. (Based on Vignali
D.A.A. & Strominger J.L. (1994) The Immunologist 2, 112, with per-
mission of the authors and publisher.)

chains can still modify the affinity of the peptide-MHC
complex, while ‘nonpockets’ may also influence pref-
erences for particular peptide sequences, especially if
steric hindrance becomes a factor. Unfortunately, we
cannot establish these preferences for the individual
residues within a given peptide because the open na-
ture of the class II groove places no constraint on the
length of the peptide, which can dangle nonchalantly

Peptide binding to Class I anchor pockets

PEPTIDE

b Peptide binding fo Class T anchor pockefs

PEPTIDE

CLASS I B-sheet

Figure 5.21. Allele-specific pockets in the MHC-binding grooves
bind the major anchor residue motifs of the peptide ligands.
Cross-section through the longitudinal axis of the MHC groove. The
two o-helices forming the lateral walls of the groove lie horizontally
above and below the plane of the paper. (a) The class I groove is
closed at both ends. The anchor at the carboxy terminus is invariant
but the second anchor very often at P2 may also be at P3, P5 or P7 de-
pending on the MHC allele (cf. table 5.2). (b) In contrast, the class 1T
groove is open at both ends and does not constrain the length of the
peptide. There are usually three major anchor pockets at P1, P4, P6,
P7 or P9 with P1 being the most important.

from each end of the groove, quite unlike the strait-
jacket of the class I ligand site (figures 5.20 and 5.21).
Thus, as noted earlier, each class II molecule binds a
collection of peptides with a spectrum of lengths rang-
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Figure 5.22. The origins of class I- and class II-bound peptides.
Virtually all class I peptides are derived from endogenous proteins
and, even after viral infections, it is the intracellular antigens which
are processed. Processing in the endosomal compartments ensures
that proteins of endogenous origin and those derived from mem-
branes constitute over 90% of the peptides bound to the class II
grooves. (Diagram reproduced from Vignali D.A.A. & Strominger
J.L. (1994) The Immunologist 2, 112, with permission of the authors
and publisher.)

ing from eight to 30 amino acid residues, and analysis
of such a naturally occurring pool isolated from the
MHC would not establish which amino acid side-
chains were binding preferentially to the nine avail-
able sites within the groove. A modern approach is
to study the binding of soluble class II molecules to
very large libraries of random-sequence peptides ex-
pressed on the surface of bacteriophages (cf. the com-
binatorial phage libraries, p. 124). Theideais emerging
thateach amino acid in a peptide contributes indepen-
dently of the others to the total binding strength, and it
should be possible to compute each contribution quan-
titatively from this random binding data, so that ulti-
mately we could predict which sequences in a given
protein antigen would bind to a given class Il allele.
Because of the accessible nature of the groove, as the
native molecule is unfolded and reduced, but before
any degradation need occur, the high affinity epitopes
could immediately bury themselves in the class II-
binding groove where they are protected from proteo-
lysis. At least for the HLA-DR1 molecule it has been
shown that peptide binding leads to a transition from a
more open conformation to one with a more compact
structure extending throughout the peptide-binding
groove. Trimming can take place after peptide bind-
ing, leaving peptides 8-30 amino acids long. Several
factors will influence the relative concentration of pep-

tide-MHC complex formed: the affinity for the groove
as determined by the fit of the anchors, enhancement
or hindrance by internal residues (sequences outside
the binding residues have little or no effect on peptide-
binding specificity), sensitivity to proteases and disul-
fide reduction, and downstream competition from
determinants of higher affinity.

The range of concentration of the different peptide
complexes which result will engender a hierarchy of
epitopes with respect to their ability to interact with T-
cells; the most effective will be dominant, the less so
subdominant. Dominant, and presumably subdomi-
nant, self epitopes will generally induce tolerance
during T-cell ontogeny in the thymus (see p. 231).
Complexes with some self peptides which are of rela-
tively low abundance will not tolerize their T-cell
counterparts and these autoreactive T-cells constantly
pose an underlying threat of potential autoimmunity.
Sercarz has labeled these cryptic epitopes, and we will
discuss their possible relationship to autoimmune
disease in Chapter 19.

THE of T-CELL RECEPTOR FORMS A
TERNARY COMPLEX WITH MHC AND
ANTIGENIC PEPTIDE

The forces involved in peptide binding to MHC and in
TCRbinding to peptide-MHC are similar to those seen
between antibody and antigen, i.e.noncovalent. When
soluble TCR preparations produced using recombi-
nant DNA technology are immobilized on a sensor
chip, they can bind MHC—peptide complex specifical-
ly with rather low affinities (K,) in the 10* to 107m™!
range. This low affinity and the relatively small
number of atomic contacts (27-68 in the structures
so far solved) formed between the TCRs and their
MHC-peptide ligands when T-cells contact their tar-
get cell make the contribution of TCR recognition to
the binding energy of this cellular interaction fairly
trivial. The brunt of the attraction rests on the antigen-
independent major adhesion molecules, such as
ICAM-1/2, LFA-1/2 and CD2, but any subsequent
triggering of the T-cell by MHC—peptide antigen must
involve signaling through the T-cell receptor.

Topology of the ternary complex

Of the three complementarity determining regions
present in each TCR chain, CDR1 and CDR2 are much
less variable than CDR3 which, like its immunoglobu-
lin counterpart, has (D)] sequences which result from a
multiplicity of combinatorial and nucleotide insertion
mechanisms (cf. p. 65). Since the MHC elements in a
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given individual are fixed, but great variability is ex-
pected in the antigenic peptide, alogical model would
have CDR1 and CDR2 of each TCR chain contacting
the o-helices of the MHC, and the CDR3 concerned in
binding to the peptide. In accord with this view, sever-
al studies have shown that T-cells which recognize
small variations in a peptide in the context of a given
MHC restriction element differ only in their CDR3
hypervariable regions.

The combining sites of the TCRs which have been
crystallized to date are relatively flat (figure 5.23),
which would be expected given the need for comple-
mentarity to the gently undulating surface of the pep-
tide-MHC combination. For recognition of peptides
presented by MHC class I (figure 5.24a), the TCR lies
diagonally across the peptide-MHC with the TCR
Vo, domain overlying the MHC o,-helix and the N-
terminus of the peptide and the VB domain overlying
the o;-helix and the C-terminal portion of the peptide
(figure 5.24b). Until many more crystal structures are
solved, it is impossible to put forward any hard and
fast rules for binding, but it is already clear that the
CDR3 loops, which have the greatest variability, make
the major contacts with the peptide, particularly focus-
ing in on the middle of the peptide (P4 to P6). The
CDR1s can make contacts with both the peptide and
the a-helices of the MHC, whilst so far it seems that the
CDR2s interact largely with the MHC a-helices (figure
5.24a and b). Significant conformational changes are
induced in the CDR3s by these interactions. The recent
crystal structure of a TCR recognizing a peptide pre-
sented by MHC class Il indicates that here there is a
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different orientation, with the TCR crossing the bound
peptide in an orthogonal orientation (figure 5.24c).
Whilst the peptides presented by MHC class II mole-
cules are longer, the size of the TCR combining site
limits recognition to a maximum of nine sequential
peptide residues, and it is again the central residues of
the peptide within the MHC groove which are the
focus of the TCR’s attention. The TCR Vo domain con-
tacts the class II B;-helix and the VB domain the o;-
helix.

One idea is that the TCR ‘scans’ the MHC and
that the binding energy between TCR and the MHC
is sufficient to allow the TCR to temporarily dock
onto the peptide-MHC complex and interrogate the
peptide. If there are sufficient energetically favorable
contacts between the TCR and the peptide-MHC,
then signaling through the TCR complex can occur.
It now seems likely that complexes of two TCR mole-
cules with two MHC—-peptide moieties can form and
this formation of complexes may be linked to T-cell
signaling.

T-CELLS WITH A DIFFERENT OUTLOOK

Nonclassical class | molecules can also
present antigen

MHC class I-like molecules

In addition to the highly polymorphic classical MHC
class I molecules (HLA-A, B and C in the human and
H-2K, D and L in the mouse), there are other loci en-

Figure 5.23. T-cell receptor antigen
combining site. Although the surfaceis
relatively flat, there is a clearly visible cleft
between the CDR3o.and CDR3 which can
accommodate a central upfacing side-chain of
the peptide bound into the groove of an MHC
molecule. The surface and loop traces of the
Vo CDR1 and CDR2 are colored magenta, V3
CDR1 and CDR2 blue, Vo.CDR3 and VB CDR3
yellow, and the V fourth hypervariable
region, which makes contact with some
superantigens, orange. (Reproduced from
Garcia K.C. et al. (1996) Science 274, 209, with
permission.)
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Figure 5.24. Complementarity between MHC-peptide and T-cell
receptor. (a) Backbone structure of a TCR (designated 2C) recogniz-
ing a peptide (dEV8) presented by the MHC class I molecule H-2KP.
The TCR is in the top half of the picture, with the o chain in pink and
its CDR1 colored magenta, CDR2 purple and CDR3 yellow. The B
chain is colored light blue with its CDR1 cyan, CDR2 navy blue,
CDR3 green and the fourth hypervariable loop orange. Below the
TCR is the MHC o chain in green and ,-microglobulin in dark
green. The peptide with its side-chains is colored yellow. (Repro-
duced from Garcia K.C. et al. (1998) Science 279, 1166, with permis-
sion.) (b) The same complex looking down onto a molecular surface

coding MHC molecules containing B,-microglobulin
with relatively nonpolymorphic heavy chains. These
are H-2M, Q and T in mice and HLA-E, F and G in
Homo sapiens.

representation of the H-2K? in yellow, with the diagonal docking
mode of the TCR in a backbone worm representation colored brown.
The dEV8 peptide is drawn in a ball and stick format. (c) In contrast,
here we see the orthogonal docking mode of a TCR recognizing a
peptide presented by MHC class II. The TCR (scD10) backbone
worm representation shows the Vo in green and Vf in blue, and the
I-Ak class IT molecular surface representation has the o .chain in light
green and the B chain in orange, holding its conalbumin-derived
peptide. (Reproduced from Reinherz E.L. et al. (1999) Science 286,
1913, with permission.)

The best studied molecule encoded by the H-2M
locus is H-2M3, which is unusual in its ability to pre-
sentbacterial N-formyl methionine peptides to T-cells.
Expression of H-2M3 is limited by the availability of



these peptides so that high levels are only seen during
prokaryotic infections. The demonstration of H-2M3-
restricted CD8-positive oy T-cells specific for Listeria
monocytogenes encourages the view that this class I-like
molecule could underwrite a physiological functionin
infection. Discussion of the role of HLA-G expression
inthe humansyncytiotrophoblast will arise in Chapter
17 (p. 369).

The family of CD1 non-MHC class I-like molecules
can present exotic antigens

After MHC class I and class II, the CD1 family (p. 77)
represents a third lineage of antigen-presenting
molecules recognized by T-lymphocytes. The CD1
polypeptide chain associates with 3,-microglobulin as
becomes an honest class I-like moiety, and the overall
structure is similar to that of classical class Imolecules,
although the topology of the binding groove is altered
(seefigure 4.18).

CD1 molecules can act as restriction elements
for the presentation of lipid and glycolipid microbial
antigens to T-cells. A common structural motif
facilitates CD1-mediated antigen presentation and
comprises a hydrophobic region of a branched or
dual acyl chain and a hydrophilic portion formed
by the polar or charged groups of the lipid and/
or its associated carbohydrate. The hydrophobic
regions are buried in the binding groove of CD1,
whilst the hydrophilic regions, such as the carbo-
hydrate structures, are recognized by the TCR.
Because antigen recognition by CDl-restricted T-
cells involves clonally diverse aff and yd TCRs,
it is likely that CD1 can present a broad range of
such antigens. One group of major ligands for
CD1b are glycophosphatidylinositols, such as the
mycobacterial cell wall component lipoarabino-
mannan.

Just like their proteinaceous colleagues, exogenous-
ly derived lipid and glycolipid antigens are delivered
to the acidic endosomal compartment. Localization of
CD1 molecules to the endocytic pathway is mediated
by a targeting sequence in the cytoplasmic tail. There is
evidence that human CD1a, which lacks the targeting
motif, does not localize to this pathway and therefore
presumably must follow a different route for peptide
loading. The acidic environment of the endosome
induces a conformational change in CD1, thereby
increasing accessibility to the lipid-binding site in
the hydrophobic groove of the molecule. Antigens de-
rived from endogenous pathogens can also be pre-
sented by the CD1 pathway, but in a process that,
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unlike class I-mediated presentation, is independent
of TAP and DM.

Some T-cells have NK markers

NK T-cells possess the NK1.1* marker, characteristic of
NK cells, together with a T-cell receptor. However, the
TCR bears an invariant o chain (Vol4-Jo281 in mice,
Vo24-JaQ in humans) with no N-region modifications
and a limited 3 chain repertoire. These cells are a major
component of the T-cell compartment, accounting for
20-30% of T-cells in bone marrow and liver, and up
to 1% of spleen cells. NK1.1* T-cells rapidly secrete in-
terleukin-4 (IL-4) and IFNY following stimulation and
therefore may have important regulatory functions.
Although substantial numbers of NK T-cells are CD1-
restricted, others are restricted by classical MHC
molecules.

vd TCRs have some features of antibody

Unlike o T-cells, Y6 T-cells recognize antigens directly
without a requirement for antigen processing. Whilst
some T-cells bearing a ¥d receptor are capable of
recognizing MHC molecules, neither the polymorphic
residues associated with peptide binding nor the pep-
tide itself are involved. Thus, a yd T-cell clone specific
for the herpes simplex virus glycoprotein-1 can be
stimulated by the native protein bound to plastic, sug-
gesting that the cells are triggered by cross-linking of
their receptors by antigen which they recognize in the
intactnative statejust as antibodies do. There are struc-
tural arguments to give weight to this view. The CDR3
loops, which are critical for foreign antigen recognition
by T-cells and antibodies, are comparableinlength and
relatively constrained with respect to size in the o and
B chains of the o TCR, presumably reflecting arelative
constancy in the size of the MHC—-peptide complexes
to which they bind. CDR3 regions in the immunoglob-
ulin light chains are short and similarly constrained in
length, butin the heavy chains they are longer on aver-
age and more variable in length, related perhaps to
their need to recognize a wide range of epitopes. Quite
strikingly, the ¥ TCRs resemble antibodies in that the y
chain CDR3 loops are short with a narrow length dis-
tribution, while in the § chain they are long with a
broad length distribution. Therefore, in this respect,
the Y0 TCR resembles antibody more than the oy TCR.
The X-ray crystallographic structure of a TCR V3 do-
main highlighted that the y6 TCR indeed incorporates
key structural elements of both immunoglobulin and
TCR V regions. Overall, the framework regions are
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more like antibody V; than TCR Ve, whilst the confor-
mations and relative positions of the CDRs share
features with both Vo and V,; domains. The binding
site of the V9§ in this particular crystal structure is
a relatively flat surface similar to that seen in of
TCRs. However, the CDR3 loop of this Vé is 10 amino
acid residues long and, whilst this is approximately
the median length of V& CDR3s, the broad length
distribution already alluded to means that many o
receptors will bear longer or shorter V& CDR3s.
These will have topographically more adventurous
binding sites, thereby facilitating the ability of ¥
T-cells to interact with intact rather than processed
antigen.

More secrets are being teased out of the ¥d T-cell
sect. In the mouse, yd T-cells have been isolated
which directly recognize the MHC class Imolecule I-E¥
and the nonclassical MHC molecules T10 and T22 in
a peptide-independent fashion. T10 and T22 are
expressed by aff T-cells following their activation,
and it has been suggested that Y3 T-cells specific for
these nonclassical MHC molecules may exert a regu-
latory function. Stressed or damaged cells appear
to be powerful activators of 0 cells, and there is
evidence for molecules such as heat-shock proteins
as stimulators of ¥3 T-cells. Low molecular weight
phosphate-containing nonproteinaceous antigens,
such as isopentenyl pyrophosphate and ethyl
phosphate, which occur in a range of microbial
and mammalian cells, have been identified as potent
stimulators.

A particular subset of ¥ cells, which possess a di-
verse range of TCRs utilizing different D and ] gene
segments but always using the same V gene segments,
V{2 and V62, expand in vivo to comprise a large pro-
portion (8-60%) of all peripheral blood T-cells during a
diverse range of infections. These Vy2V32 T-cells rec-
ognize a newly appreciated group of antigens, the
alkylamines, which have chemical and biological
properties distinct from lipid and phosphate antigens,
further extending the variety of nonprotein antigens
which can be recognized by T-cells. Anumber of alkyl-
amine antigens are produced by human pathogens,
including Salmonella typhimurium, Listeria monocyto-
genes, Yersinia enterocolitica and Escherichia coli. Indi-
vidual Vy2V82 T-cells can recognize both positively
charged alkylamines and negatively charged mole-
cules such as ethyl phosphate, but this should be fairly
straightforward for the receptor given the small
hapten-like size of these antigens.

The above characteristics provide the yd cells with a
distinctive role complementary to that of the o popu-

lation and enable them to function in the recognition
of microbial pathogens and of damaged or stressed
host cells.

SUPERANTIGENS STIMULATE WHOLE
FAMILIES OF LYMPHOCYTE RECEPTORS

Bacterial toxins represent one major group of
T-cell superantigens

Whereas an individual peptide complexed to MHC
will react with antigen-specific T-cells which represent
arelatively small percentage of the T-cell pool because
of the requirement for specific binding to particular
CDR3 regions, a special class of molecule has been
identified which stimulates the 5-20% of the total
T-cell population expressing the same TCR Vf family
structure. These molecules do this irrespective of the
antigen specificity of the receptor. They have been
described as superantigens by Kappler and
Marrack.

The pyogenic toxin superantigen family can cause
food poisoning, vomiting and diarrhea and includes
Staphylococcus aureus enterotoxins (SEA, SEB and
several others), staphylococcal toxic shock syndrome
toxin-1 (TSST-1), streptococcal superantigen (SSA)
and several streptococcal pyogenic exotoxins (SPEs).
Although these molecules all have a similar structure,
they stimulate T-cells bearing different V sequences.
They are strongly mitogenic for these T-cells in the
presence of MHC class IT accessory cells. SEA must be
one of the most potent T-cell mitogens known, causing
marked proliferation in the concentration range 10-1*
to 106 m. Like the other superantigens it can cause the
release of copious amounts of cytokines, including
IL-2 and lymphotoxin, and of mast cell leukotrienes,
which probably form the basis for its ability to produce
toxic shock syndrome. Other superantigens which do
not belong to the pyogenic toxin superantigen family
include staphylococcal exfoliative toxins (ETs),
Mycoplasma arthritidis mitogen (MAM) and Yersinia
pseudotuberculosis mitogen.

Superantigens are not processed by the antigen-
presenting cell, but cross-link the class Il and Vf inde-
pendently of direct interaction between MHC and
TCR molecules (figure 5.25).

Endogenous mouse mammary tumor viruses
(MMTV) act as superantigens

Very many years ago, Festenstein made the curious ob-
servation that B-cells from certain mouse strains could



produce powerful proliferative responses in roughly
20% of unprimed T-cells from another strain of identi-
cal MHC. The so-called Mls gene product responsible
for inciting proliferation turns out tobe encoded by the
open reading frame (ORF) located in the 3’ long ter-
minal repeat of MMTYV. They are type B retroviruses
transmitted as infectious agents in milk and are spe-
cific for B-cells. They associate with class IMHC in the
B-cell membrane and act as superantigens through
their affinity for certain TCR Vf families in a similar
fashion to thebacterial toxins. Other proposed viral su-
perantigens capable of polyclonally activating T-cells
include the nucleocapsid protein of rabies virus, and
antigens associated with cytomegalovirus and with
Epstein-Barr virus.

Microbes can also provide B-cell superantigens

Staphylococcal protein A reacts not only with the Fcy
region of IgG but also with 15-50% of polyclonal IgM,

Figure 5.25. Interaction of superantigen with MHC and TCR. In
this composite model, the interaction with the superantigen staphy-
lococcal enterotoxin B (SEB) involves SEB wedging itself between
the TCR VB chain and the MHC, effectively preventing interaction
between the TCR and the peptide in the groove, and between the
TCR B chain and the MHC. Thus direct contact between the TCR and
the MHC is limited to Vo.amino acid residues. (Reproduced from Li
H. et al. (1999) Annual Review of Immunology 17, 435, with permis-
sion.) Other superantigens are likely to disrupt direct TCR interac-
tions with peptide-MHC to varying extents.
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IgAand IgGF(ab’),, all of which belong to the V3 fam-
ily. This superantigen is mitogenic for B-cells through
its recognition by a discontinuous binding sequence
composed of amino acid residues from FR1, CDR2 and
FR3 of the V; domain. The human immunodeficiency
virus (HIV) glycoprotein gpl20 also reacts with
immunoglobulins which utilize V;3 family members.
The binding site appears to partially overlap with that
for protein A and utilizes amino acid residues from
FR1,CDR1, CDR2 and FR3.

THE RECOGNITION OF DIFFERENT FORMS OF
ANTIGEN BY B- AND T-CELLS IS
ADVANTAGEOQOUS TO THE HOST

Itis our conviction that this section deals with a subject
of the utmost importance, which is at the epicenter of
immunology.

Antibodies combat microbes and their products in
the extracellular body fluids where they exist essen-

Infectious agent

|

Extracellular
> fluid

INTRA A Marker of
CELLULAR

Antibody reacts with native epitope selend st

MHC/peptide complex J

Figure 5.26. (a) Antibodies are formed against the native, not de-
natured, form of infectious agents which are attacked in the extra-
cellular fluids. (b) Effector T-cells recognize infected cells by two
surface markers: the MHC is a signal for the cell, and the foreign pep-
tide is present in the MHC groove since it is derived from the
proteins of an intracellular infectious agent. Further microbial cell
surface signals can be provided by undegraded antigens and low
molecular weight phosphate-containing antigens (seen by 8 T-
cells), and lipids and glycolipids presented by CD1 molecules.
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tially in their native form (figure 5.26a). Clearly it is to
the host’s advantage for the B-cell receptor to recog-
nize epitopes on the native molecules.

of} T-cells have quite a differentjob. In the case of cy-
totoxic T-cells, and the T-cells which secrete cytokines
that activate infected macrophages, they have to seek
outand bind to the infected cells and carry out their ef-
fector function face to face with the target. First, with
respect to proteins produced by intracellular infec-
tious agents, the MHC molecules tell the effector T-
lymphocyte that it is encountering a cell. Second, the
T-cell does not want to attack an uninfected cell on
whose surface a native microbial molecule is sitting
adventitiously nor would it wish to have its antigenic
target on the appropriate cell surface blocked by an ex-

cess of circulating antibody. Thus it is of benefit for the
infected cell to express the microbial antigen on its sur-
face in a form distinct from that of the native molecule.
As will now be more than abundantly clear, the evolu-
tionary solution was to make the T-cell recognize a
processed peptide derived from the intracellular anti-
gen and to hold it as a complex with the surface MHC
molecules. The single T-cell receptor then recognizes
both the MHC cell marker and the peptide infection
marker in one operation (figure 5.26b).

A comparable situation arises when CD1 molecules
substitute for MHC in antigen presentation to T-cells,
in this case associating with processed microbial lipids
and glycolipids. The physiological role of the 5 cells
has yet to be fully unraveled.

The nature of antigen recognition by antibody

* An antigen is defined by its antibody. The contact area
with an antibody is called an epitope and the correspond-
ing area on an antibody, a paratope.

» Antiserarecognize aseries of dominantepitope clusters
on the surface of an antigen; each cluster is called a
determinant.

* Most epitopes on globular proteins are discontinuous
rather than linear, involving amino acids far apart in the
primary sequence.

* The protruding regions and probably the ‘flexible’

higher epitope densities.

Antigens and antibodies interact by spatial complementarity,
not by covalent binding

» The forces of interaction include electrostatic, hydrogen
bonding, hydrophobic and van der Waals.

* The forcesbecome large as the separation of antigen and

excluded.
¢ Antigen-antibody bonds are readily reversible.
* Antigens and antibodies are mutually deformable.

Affinity

* The strength of binding to a single antibody combining

site is measured by the affinity.

segments of globular proteins tend to be associated with

antibody diminishes, especially when water molecules are

* The reaction of multivalent antigens with the heteroge-
neous mixture of antibodies in an antiserum is defined by
avidity (functional affinity) and is usually much greater
than affinity due to the ‘bonus effect of multivalency”.

* The specificity of antibodies is not absolute and they
may cross-react with other antigens to different extents,
measured by their relative avidities.

T-cell recognition

e aff T-cells see antigen in association with MHC
molecules.

* They are restricted to the haplotype of the cell which
first primed the T-cell.

* Protein antigens are processed by antigen-presenting
cells to form small linear peptides which associate with the
MHC molecules, binding to the central groove formed by
the o-helices and the B-sheet floor.

Processing of antigen for presentation by class | MHC

* Endogenous cytosolic antigens such as viral proteins
are cleaved by immunoproteasomes and the peptides so
formed are transported to the ER by the TAP1/2 system.

* The peptide then dissociates from TAP1/2 and forms a
stable heterotrimer with newly synthesized class I MHC
heavy chain and p,-microglobulin.

® This peptide-MHC complex is then transported to the
surface for presentation to cytotoxic T-cells.

(continued p. 106)
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Processing of antigen for presentation by class Il MHC

* The of class II molecule is synthesized in the ER and
complexes with membrane-bound invariant chain (Ii).

* This facilitates transport of the vesicles containing class
IT across the Golgi and directs them to an acidified late en-
dosome or lysosome containing exogenous protein taken
into the cell by endocytosis or phagocytosis.

* Proteolytic degradation of i in the endosome leaves
a peptide referred to as CLIP which protects the MHC
groove.

* Processing by endosomal proteases degrades the anti-
gen to peptides which replace the CLIP.

* The class II-peptide complex now appears on the cell
surface for presentation to T-helper cells.

The nature of the peptide

* Class I peptides are held in extended conformation
within the MHC groove.

* They are usually 8-9 residues in length and have two or
three key anchor, relatively invariant residues which bind
to allele-specific pockets in the MHC.

* Class II peptides are between 8 and 30 residues long,
extend beyond the groove and usually have three or four
anchor residues.

* The other amino acid residues in the peptide are
greatly variable and are recognized by the T-cell receptor
(TCR).

Complex between TCR, MHC and peptide

¢ The first and second hypervariable regions (CDR1 and
CDR2) of each TCR chain mostly contact the MHC o~
helices, while the CDR3s, having the greatest variability,
interact with the antigenic peptide. Complexes of TCR,
with (MHC-peptide), are probably formed.

Some T-cells are independent of classical MHC molecules
* MHC class I-like molecules, such as H-2M, are rela-

tively nonpolymorphic and can present antigens such as
bacterial N-formyl methionine peptides.

¢ The CD1 family of non-MHC class I-like molecules can
present antigens such as lipid and glycolipid mycobac-
terial antigens.

¢ 0 T-cells resemble antibodies in recognizing whole
unprocessed molecules such as low molecular weight
phosphate-containing nonproteinaceous molecules.

Superantigens

* These are potent mitogens which stimulate whole lym-
phocyte subpopulations sharing the same TCR Vf or
immunoglobulin Vy; family independently of antigen
specificity.

® Staphylococcus aureus enterotoxins are powerful human
superantigens which cause food poisoning and toxic
shock syndrome.

* T-cell superantigens are not processed but cross-link
MHC class II and TCR VP independently of their direct
interaction.

* Mouse mammary tumor viruses are B-cell retroviruses
which are superantigens in the mouse.

Recognition of different forms of antigen by B- and

T-cells is an advantage

¢ B-cells recognize epitopes on the native antigen; this is
important because antibodies react with native antigen in
the extracellular fluid.

* T-cells must contact infected cells and, to avoid confu-
sion between the two systems, the infected cell signals
itself to the T-cell by the combination of MHC and degrad-
ed antigen.

See the accompanying website (www.roitt.com)
for multiple choice questions.
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INTRODUCTION

Since antigens and antibodies are defined by their
mutual interactions, they can each be used to
quantify each other. Before we get down to details,
it is worth posing the question ‘What does serum
“antibody content” mean?’

If we have a solution of a monoclonal antibody,
we can define its affinity and specificity with con-
siderable confidence and, if pure and in its native
conformation, we will know that the concentration
of antibody is the same as that of the measurable
immunoglobulin in ng/ml or whatever. When it
comes to measuring the antibody content of an
antiserum, the problem is of a different order be-
cause the immunoglobulin fraction is composed of
an enormous array of molecules of varying abun-
dance and affinity (figure 6.1a).

Anaverage K|, for the whole IgG can be obtained
by analysing the overall interaction withantigenas
a mass action equation. But how can the antibody
content of the IgG be defined in a meaningful way?
Theanswerisof course thatone would usually wish
to describe antibody in practical functional terms:
doesaserumprotectagainstagiveninfectious dose
of virus, does it promote effective phagocytosis of
bacteria, doesit permitcomplement-mediated bac-
teriolysis, does it neutralize toxins, and so on? For
such purposes, very low affinity molecules would
be useless because they form such inadequate
amountsof complex with theantigen.

At the practical level in a diagnostic laboratory,
the functional tests are labor intensive and there-
fore expensive,and acompromiseisusually sought
by using immunochemical assays which measurea
composite of medium to high affinity antibodies
and their abundance. The majority of such tests
usually measure the total amountof antibodybind-
ing to a given amount of antigen; this could be a
modest amount of high affinity antibody or much
more antibody of lower affinity, or all combinations
inbetween. Sera are compared for high or low ‘anti-
body content’ either by seeing how much antibody
binds toantigen ata fixed serum dilution, or testing
a series of serum dilutions to see at which level a
standard amount of antibody just sufficient to give
a positiveresultis bound. This is the so-called anti-
body titer. Totakean example, aserum mightbe di-
luted, say, 10000 times and still just give a positive
agglutination test (cf. figure 6.9). This titer of
1:10000 enables comparison to be made with an-
other much ‘weaker” serum which has a titer of
only, say, 1:100. Note that the titer of a given serum
will vary with the sensitivity of the test, since much
smaller amounts of antibody are needed to bind to
antigen for a highly sensitive test, such as aggluti-
nation, than for a test of low sensitivity, such as pre-
cipitation, which requires high concentrations of
antibody-antigen product(figure 6.1b).

To summarize: the ‘effective antibody contents’
of different sera can be compared by seeing how

(continued)
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Figure 6.1. Distribution of affinity and abundance of IgG
molecules in an individual serum. (a) Distribution of affinities
of IgG molecules for a given antigen in the serum of a hypotheti-
cal individual. There is a great deal of low affinity antibody
which would be incapable of binding to antigen effectively, and
much lower amounts of high affinity antibody whose skewed
distribution is assumed to arise from exposure to infection. (b)
Relationship of affinity distribution to positivity in tests for
antigen binding. Rearranging the mass action equation, for all
molecules of the same affinity K, and concentration of unbound
antibody [Ab,]:

the amount of complex formed [AgAb] = K [Ab_]for
fixed [Ag].

much antibody binds to the fixed amount of test
antigen, or the titer can be determined, i.e. how far
the serum can be diluted before the test becomes
negative. This is a compromise between abun-
dance and affinity and for practical purposes is
used as an approximate indicator of biological ef-
fectiveness.

Starting with the lowest afﬁnity molecules in the serum, we
have charted the cumulative total of antibody bound for each
antibody species up to and including the one being plotted. As
might be expected, the very low affinity antibodies make no
contribution to the tests. Serum 2 has more low affinity antibody
and virtually no high affinity, but it can produce just enough
complex to react in the sensitive agglutination test although,
unlike serum 1, it forms insufficient to givea positive precipitin.
Because of its relatively high ‘content’ of antibody, serum 1 can
be diluted to a much greater extent than serum 2 and yet still
give positive agglutination, i.e. it has a higher titer. The precip-
itin test is less sensitive, requiring more complex formation, and
serum 1 cannot be diluted much before this test becomes nega-
tive, i.e. the precipitin titer will be far lower than the agglutina-
tion titer for the same serum.

ESTIMATION OF ANTIBODY

Antigen—antibody interactions in solution

The classical precipitin reaction

When an antigen solution is added progressively to a
potent antiserum, antigen—antibody precipitates are
formed (figure 6.2a and b). The cross-linking of antigen
and antibody gives rise to three-dimensional lattice
structures, as suggested by John Marrack, which coa-
lesce, largely through Fc—Fc interaction, to form large

precipitating aggregates. As more and more antigen is
added, an optimum isreached (figure 6.2b) after which
consistently less precipitate is formed. At this stage the
supernatant can be shown to contain soluble complex-
es of antigen (Ag) and antibody (Ab), many of compo-
sition Ag,Ab,, Ag,Ab, and Ag,Ab (figure 6.2c). In
extreme antigen excess (figure 6.2c), ultracentrifugal
analysis reveals the complexes to be mainly of the form
Ag,Ab, aresultdirectly attributable to the two combin-
ing sites (divalence) of the IgG antibody molecule (cf.
electron microscope study, figure 3.1, and Scatchard
analysis, figure 5.10a).

Serums frequently contain up to 10% of nonprecipi-
tating antibodies which are effectively monovalent be-
cause of the asymmetric presence of oligosaccharide
on one antigen-binding arm of the antibody molecule
which stereochemically blocks the combining site.
Also, frank precipitates are only observed when anti-
gen, and particularly antibody, are present in fairly
hefty concentrations. Thus, when complexes are
formed which do not precipitate spontaneously, more
devious methods must be applied to detect and esti-
mate the antibody level.
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Figure 6.2. Diagrammatic representation of complexes formed be-
tween a hypothetical tetravalent antigen (+I*) and bivalent anti-
body ( >—C ) mixed in different proportions. In practice, the antigen
valencies are unlikely tolie in the same plane or tobe formed by iden-
tical determinants as suggested in the figure. (a) In extreme antibody
excess, the antigen valencies are saturated and the molar ratio Ab:
Ag approximates to the valency of the antigen. (b) At equivalence,
most of the antigen and antibody combines to form large lattices
which aggregate to produce typical immune precipitates. (c) In ex-
treme antigen excess, where the two valencies of each antibody
molecule become rapidly saturated, the complex Ag,Ab tends to
predominate. (d) A monovalent hapten binds but is unable to cross-
link antibody molecules.

Nonprecipitating antibodies can be detected by
nephelometry

The small aggregates formed when dilute solutions of
antigen and antibody are mixed create a cloudiness
or turbidity which can be measured by forward angle
scattering of an incident light source (nephelometry).
Greater sensitivity can be obtained by using mono-
chromatic light from a laser and by adding polyethyl-

*Ag + Ab
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Y v Y
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*AgAb PRECIPITATE

ANTI-IMMUNOGLOBIN REAGENT

ene glycol to the solution so that aggregate size is in-
creased. In practice, nephelometry is applied more to
the detection of antigen than antibody and this will be
dealt within alater section.

Complexes formed by nonprecipitating antibodies
can be precipitated

The relative antigen-binding capacity of an antiserum
which forms soluble complexes canbe estimated using
radiolabeled antigen. The complex can be brought
out of solution either by changing its solubility or by
adding an anti-immunoglobulin reagent as in figure
6.3.

Enhancement of precipitation by countercurrent
immunoelectrophoresis

This technique may be applied to antigens which mi-
grate towards the positive pole on electrophoresis
in agar (if necessary antigens can be substituted with
negatively charged groups to achieve this end). Anti-
gen and antiserum are placed in wells punched in the
agar gel and a current applied (figure 6.4). The antigen
migrates steadily into the antibody zone where it suc-
cessively binds more and more antibody molecules, in
essence artificially increasing the effective antibody
concentration and thus forming a precipitin line.

Measurement of antibody affinity

As discussed in earlier chapters (cf. p. 85), the binding
strength of antibody for antigen is measured in terms
of the association constant (K,) or its reciprocal, the dis-
sociation constant (K;), governing the reversible inter-
action between them and defined by the mass action
equation atequilibrium:

[AgAb complex]
~ [free Ag][free Ab]

Figure 6.3. Binding capacity of an
antiserum forlabeled antigen (*Ag) by
precipitation of soluble complexes either:
(i) by changing the solubility so that the
complexes are precipitated while the
uncombined Ag and Ab remain in solution,
or (ii) by adding a precipitating
anti-immunoglobulin antibody or
staphylococcal organisms which bind
STAPHYLOCOCCI immunoglobulin Fc to the protein A on their
(PROTEIN A) surface; the complex can then be spun
v down. The level of label (e.g. radioactivity)
in the precipitate will be a measure of
antigen-binding capacity.
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Figure 6.4. Countercurrent immunoelectrophoresis. Antibody
moves towards the negative pole in the gel on electrophoresis due to
endosmosis; an antigen which is negatively charged at the pH em-
ployed will move towards the positive pole and precipitate on
contact with antibody.

With small haptens, the equilibrium dialysis
method canbe employed to measure K, (see p. 87), but
usually one is dealing with larger antigens and other
techniques must be used. One approach is to add
increasing amounts of radiolabeled antigen to a fixed
amount of antibody, and then separate the free from
bound antibody by precipitating the soluble complex
as described above (e.g. by an anti-immunoglobulin).
The reciprocal of the bound, i.e. complexed, antibody
concentration can be plotted against the reciprocal of
the free antigen concentration, so allowing the affinity
constant to be calculated (figure 6.5a). For an anti-
serum this will give an affinity constant representing

|9 Method of Steward-Petty: modified Langmuir plot
|
Solution Precipifate |
Rapid
*Ag+AD === *AgAD —;D‘:'T- *AgAb

Figure 6.5. Determination of affinity with
large antigens. The equilibria between Ab
and Ag at different concentrations are
determined as follows:

(a) For a polyclonal antiserum one can use
the Steward-Petty modification of the
Langmuir equation:

1/b=1/(Ab,.cK,)+1/Ab,

-

1/bound Ab(b)

where Ab, = total Ab combiningsites, b=
bound Ab concentration, c=free Ag 1/Ab;
concentrationand K, =average affinity

constant. Atinfinite Ag concentration, all Ab
sitesareboundand 1/b=1/Ab,. Whenhalf
the Absitesarebound, 1/c=K, (cf.p. 86).

L8| 1/free antigen (¢) >

R e e L

(b) The method of Friguetet al. for
monoclonal antibodies. First, a calibration lb_ 4
curve for free antibody is established by

Method of Friguet ef al.: Klotz/Scatchard plot

Calibration curve for free Ab |

estimating the proportion binding to

solid-phase antigen, bound antibody being ‘
measured by enzyme-labeled anti-Ig

Solution

Solid phase Solid phase

(ELISA: see text). Using the calibration
curve, the amount of free Ab in equilibrium
with Ag in solution is determined by seeing

Wash
AbAg =—= Ag+Ab<==Ab| Ag| |—>

Ab|Ag

*anti-lg

how much of the Ab binds to solid-phase Ag
(the amount of solid-phase antigen is

insufficient to affect the solution
equilibrium materially). Combination of the
Klotz and Scatchard equations gives:

A, JA, - A=1+K,/a,

Ao/A-A

where A =ELISA optical density (OD) for
Ab in the absence of Ag, A=0Din the
presence of Ag concentrationa, wherea_is
approximately 10X concentration of Ab.

Slope=K,

Ab bound to solid phase Ag 0.D. »

The slope of the plot gives K. (Labeled
molecules are marked with an asterisk.)

1/0y Free Ab added »
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an average of the heterogeneous antibody compo-
nents and a measure of the effective number of
antigen-binding sites operative at the highest levels of
antigen used.

Various types of ELISA (see below) have been devel-
oped which provide a measure of antibody affinity.
In one system the antibody is allowed to first bind to
its antigen, and then a chaotropic agent such as thio-
cyanate is added in increasing concentration in order
to disrupt the antibody binding; the higher the affinity
of the antibody, the more agent that is required to re-
duce the binding. Another type of ELISA for measur-
ing affinity is the indirect competitive system devised
by Friguet and associates (figure 6.5b). A constant
amount of antibody is incubated with a series of anti-
gen concentrations and the free antibody at equili-
brium is assessed by secondary binding to solid-phase
antigen. In this way, values for K, are not affected by
any distortion of antigen by labeling. This again
stresses the superiority of determining affinity by
studying the primary reaction with antigen in the sol-
uble state rather than conformationally altered
through binding to a solid phase.

Increasingly, affinity measurements are obtained
using surface plasmon resonance. A sensor chip con-
sisting of a monoclonal antibody coupled to dextran
overlying a gold film on a glass prism will totally

internally reflect light at a given angle (figure 6.6a).
Antigen present in a pulse of fluid will bind to the
sensor chip and, by increasing its size, alter the angle
of reflection. The system provides data on the kinetics
of association and dissociation (and hence K) (figure
6.6b) and permits comparisons between monoclonal
antibodies and also assessment of subtle effects of
mutations.

Agglutination of antigen-coated particles

Whereas the cross-linking of multivalent protein anti-
gens by antibody leads to precipitation, cross-linking
of cells or large particles by antibody directed against
surface antigens leads to agglutination. Since most
cells are electrically charged, a reasonable number of
antibody links between two cells are required before
the mutual repulsion is overcome. Thus agglutination
of cells bearing only a small number of determinants
may be difficultto achieve unless special methods such
as further treatment with an antiglobulin reagent are
used. Similarly, the higher avidity of multivalent IgM
antibody relative to IgG (cf. p. 89) makes the former
more effective as an agglutinating agent, molecule for
molecule (figure 6.7).

Agglutination reactions are used to identify bacteria
and to type red cells; they have been observed with
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Figure 6.6. Surface plasmon resonance. (a) The principle: as anti-
gen binds to the antibody-coated sensor chip it alters the angle of re-
flection. (b) This signals the rates of association during the antigen
pulse and dissociation. In this example, the same antigen was
injected over three immobilized monoclonal antibodies. The arrows
point to the beginning and end of the antigen injection, which is fol-
lowed by buffer flow. Note the differences between the antibodies in

the association and dissociation rates. (Data kindly provided by Dr
R. Karlsson, Biacore AB, and reproduced from Panayotou G. (1998)
Surface plasmon resonance. In Delves P.J. & Roitt LM. (eds) Encyclo-
pedia of Immunology, 2nd edn. Academic Press, with permission.) The
system canbe used with antigenimmobilized on the sensor chip and
antibody in the fluid phase, or can be applied to any other single
ligand-binding assay.
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Figure 6.7. Mechanism of agglutination of antigen-coated parti-
clesby antibody cross-linking to form large macroscopicaggregates.
If red cells are used, several cross-links are needed to overcome the
electrical charge at the cell surface. IgM is superior to IgG as an
agglutinator because of its multivalent binding and because the
charged cells are further apart.

(a) (b)

Figure 6.8. Macroscopic agglutination of latex coated with human
IgG by serum from a patient with rheumatoid arthritis. This contains
rheumatoid factor, an autoantibody directed against determinants
onlgG. (a) Normal serum. (b) Patient’s serum.

leukocytes and platelets, and even with spermatozoa
in certain cases of male infertility due to sperm agglu-
tinins. Because of its sensitivity and convenience, the
test has been extended to the identification of anti-
bodies to soluble antigens which have been artificially
coated on to erythrocytes, latex or gelatin particles.
Agglutination of IgG-coated latex is used to detect
rheumatoid factors (figure 6.8). Similar tests using
antigen-coated particles can be carried out in U-
bottom microtiter plates where the settling pattern
on the bottom of the well may be observed (figure
6.9); this provides a more sensitive indicator than
macroscopic clumping. Quantification of more subtle
degrees of agglutination can be achieved by neph-
elometry or Coulter counting.

Immunoassay for antibody using
solid-phase antigen

The principle

The antibody content of a serum can be assessed by the
ability to bind to antigen which has been immobilized
by physical adsorption to a plastic tube or microtiter
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Figure 6.9. Red cell hemagglutination test for thyroglobulin
autoantibodies. Thyroglobulin-coated cells were added to dilutions
of patients’ serums. Uncoated cells were added to a 1:10 dilution of
serum as a control. In a positive reaction, the cells settle as a carpet
over thebottom of the cup. Because of the “V’-shaped cross-section of
these cups, in negative reactions the cells fall into the base of the ‘V,
forming a small, easily recognizable button. The reciprocal of the
highest serum dilution giving an unequivocally positive reaction is
termed the titer. The titers reading from left to right are: 640, 20,
>5120, neg, 40, 320, neg, >5120. The control for serum no. 46 was
slightly positive and this serum should be tested again after ab-
sorption with uncoated cells.

plate with multiple wells; the bound immunoglobulin
may then be estimated by addition of a labeled anti-Ig
raised in another species (figure 6.10). Consider, for ex-
ample, the determination of DNA autoantibodies in
SLE (cf. p. 401). When a patient’s serum is added to
a microwell coated with antigen (in this case DNA),
the autoantibodies will bind to the antigen and the
remaining serum proteins can be readily washed
away. Bound antibody can now be estimated by addi-
tion of ®I-labeled purified rabbit anti-human IgG;
after rinsing out excess unbound reagent, the radioac-
tivity of the tube will clearly be a measure of the
autoantibody content of the patient’s serum. The
distribution of antibody in different classes can be de-
termined by using specific antisera. Take the radio-
allergosorbent test (RAST) for IgE antibodies in
allergic patients. The allergen (e.g. pollen extract) is co-
valently coupled toanimmunoabsorbent, in this casea
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Figure 6.10. Solid-phase immunoassay for antibody. To reduce
nonspecific binding of IgG to the solid phase after adsorption of the
first reagent, it is usual to add an irrelevant protein, such as dried
skimmed milk powder or bovine serum albumin, to block any free
sites on the plastic. Note that the conformation of a protein often al-

AMPLIFICATION

ACETALDEHYDE

ters on binding to plastic, e.g. a monoclonal antibody which distin-
guishes between the apo and holo forms of cytochrome ¢ in solution
combines equally well with both proteins on the solid phase. Cova-
lent coupling to carboxy-derivatized plastic or capture of the antigen
substrate by solid-phase antibody can sometimes lessen this effect.
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Figure 6.11. Coenzyme-geared
amplification of the phosphatase reaction

paper disk, which is then treated with patient’s serum.
The amount of specificIgE bound to the paper cannow
be estimated by the addition of labeled anti-IgE.

Awidevariety of labels are available

Whilst providing extremely good sensitivity, radio-
labels have a number of disadvantages, including loss
of sensitivity during storage due to radioactive decay,
the deterioration of the labeled reagent through radia-
tion damage, and the precautions needed to minimize
human exposure to radioactivity. Therefore, other
types of label are often employed in immunoassays.

ELISA (enzyme-linked immunosorbent assay). Enzymes
which give a colored soluble reaction product are cur-

‘ toreveal solid-phase anti-
immunoglobulin label.

rently the most commonly used labels, with horserad-
ish peroxidase (HRP) and calf intestine alkaline phos-
phatase (AP) being by far the most popular. Aspergillus
niger glucose oxidase, soy bean urease and Escherichia
coli B-galactosidase provide further alternatives. One
clever ploy for amplifying the phosphatase reaction is
to use nicotinamide adenine dinucleotide phosphate
(NADP) as a substrate to generate NAD which now
acts as a coenzyme for a second enzyme system (figure
6.11).

Other labels. Enzyme-labeled streptococcal protein G
or staphylococcal protein A will bind to IgG. Con-
jugation with the vitamin biotin is frequently used
since this can readily be detected by its reaction with
enzyme-linked avidin or streptavidin (the latter gives
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Figure 6.12. The principle of time-resolved fluorescence assay.
The problem with conventional methods of detection of low fluores-
centsignals is interference from reflection of incident light and back-
ground instrument fluorescence. By using just a short excitation
pulse and measuring the signal after background has fallen to zero
but before the europium with its long fluorescence half-life has de-
cayed completely, good discrimination between a weak signal and
background becomes possible.

lower background binding), both of which bind with
ferocious specificity and affinity (K=10"m1).
Chemiluminescent systems based on the HRP-
catalysed enhanced luminol reaction, wherelight from
the oxidized luminol substrate is intensified and the
signal duration increased by the use of an enhancing
reagent, provide increased sensitivity and dynamic
range. Special mention should be made of time-
resolved fluorescence assays based upon chelates of
rare earths such as europium 3* (figure 6.12), although
these have a more important role in antigen assays.

DETECTION OF IMMUNE COMPLEX
FORMATION

Many techniques for detecting circulating complexes
have been described and because of variations in the
size, complement-fixing ability and Ig class of different
complexes, itis useful to apply more than one method.
Two fairly robust methods for general use are:

1 precipitation of complexed IgG from serum at
concentrations of polyethylene glycol which do not
bring down significant amounts of IgG monomer, fol-
lowed by estimation of IgG in the precipitate by single
radial immunodiffusion (SRID) orlaser nephelometry,
and

2 binding of C3b-containing complexes to beads
coated with bovine conglutinin (cf. p. 17) and estima-
tion of the bound Ig with enzyme-labeled anti-Ig.

Other techniques include: (i) estimation of the bind-
ing of %I-C1q to complexes by coprecipitation with
polyethylene glycol, (ii) inhibition by complexes of
rheumatoid factor-induced aggregation of IgG-coated
particles, and (iii) detection with radiolabeled anti-Ig
of serum complexes capable of binding to the C3b (and
to a lesser extent the Fc) receptors on the Raji cell
line. Sera from patients with immune complex disease
often form a cryoprecipitate when allowed to stand at
4°C. Measurement of serum C3 and its conversion
product C3cis sometimes useful.

Tissue-bound complexes are usually visualized by
the immunofluorescent staining of biopsies with
conjugated anti-immunoglobulins and anti-C3 (cf.
figure 16.17).

IDENTIFICATION AND MEASUREMENT
OF ANTIGEN

Precipitation reaction can be carried out in gels

Characterization of antigens by electrophoresis
and immunofixation

This technique is most often applied to the detection of
an abnormal protein in serum or urine, usually a
monoclonal paraprotein secreted by a B-cell tumor.
The paraprotein localizes as a dense compact ‘M’ band
of defined electrophoretic mobility and its antigenic
identity is then revealed by immunofixation with spe-
cific precipitating antiserums applied in paper strips
overlying parallel lanes in the electrophoresis gel
(figure 6.13).

Quantification by single radial
immunodiffusion (SRID)

When antigen diffuses from a well into agar containing
suitably diluted antiserum, initially it is present in a
relatively high concentration and forms soluble com-
plexes; as the antigen diffuses further the concentra-
tion continuously falls until the point is reached at
which the reactants are nearer optimal proportions
and a ring of precipitate is formed. The higher the con-
centration of antigen, the greater the diameter of this
ring (figure 6.14). By incorporating, say, three stan-
dards of known antigen concentration in the plate, a
calibration curve can be obtained and used to deter-
mine the amount of antigen in the unknown samples
tested (figure 6.15). The method was used routinely in
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Figure 6.13. Electrophoresis and immunofixation of a paraprotein
in serum. The sample is separated into its component bands by elec-
trophoresis in agarose gel and these are visualized by direct staining
after drying down the gel. The test sampleis alsorun ona parallel gel
which is then overlaid with strips of paper soaked in a specific anti-
serum. The antibodies diffuse into the gel and ‘fix’ the antigen by
precipitation; after washing to remove the nonprecipitated soluble
proteins, the gel is dried and stained to reveal the location of the
paraprotein-antibody complex. N, normal serum; P, patient’s serum
showing compact paraprotein band; G, M, k and A represent im-
munofixations with antiserum specific for each immunoglobulin
chain. In the example chosen, the paraprotein is an IgGA. (Material
kindly supplied by Mr T. Heys.)
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Figure 6.14. Single radial immunodiffusion: relation of antigen
concentration to size of precipitation ring formed. Antigen at the
higher concentration [Ag,] diffuses further from the well before it
falls to the level giving precipitation with antibody near optimal
proportions.

TEST SERUMS
YT, T2 v Y T3

IgG STANDARDS
(mg/mi) 7 6.7 27
\j v v
% / !
g 20 T \
E’ 100 T; / ‘
et won |
2 /
S 2! —T;
(O] V
=
biameter of ring '

Figure 6.15. Measurement of IgG concentration in serum by sin-
gle radial immunodiffusion. The diameter of the standards (@) en-
ables a calibration curve to be drawn and the concentration of IgG in
the serum under test can be read off:

T,—serum from patient with IgG myeloma; 15mg/ml;

T,—serum from patient with hypogammaglobulinemia; 2.6 mg/ml;
Ty—normal serum; 9.6 mg/ml.

(Courtesy of Professor F.C. Hay.)

clinical immunology, particularly for immunoglobu-
lin determinations, and also for substances such as the
third component of complement, transferrin, C-
reactive protein (CRP) and the embryonic protein, o-
fetoprotein, which is associated with certain liver
tumors. More affluent laboratories now tend to use
nephelometry (see below).

The nephelometric assay for antigen

If antigen is added to a solution of excess antibody, the
amount of complex which can be assessed by forward
light scatter in a nephelometer (cf. p. 110) is linearly re-
lated to the concentration of antigen. With the ready
availability of a wide range of monoclonal antibodies
which facilitate the standardization of the method,
nephelometry is replacing SRID for the estimation
of immunoglobulins, C3, C4, haptoglobin, ceruloplas-
min and CRP in those favored laboratories which can
sport the appropriate equipment. Very small samples
downintherange 1-10 ul can be analysed. Turbidity of
the sample can be a problem; blanks lacking antibody
can be deducted but a more satisfactory solution is to
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Figure 6.16. Rate nephelometry. (a) On addition of antiserum,
small antigen-antibody aggregates form (cf. figure 6.2) which scat-
ter incident light filtered to give a wavelength band of 450-550nm.
For nephelometry, the light scattered ata forward angle of 70° or sois
measured. (b) After addition of the sample (1) and then the antibody
(2), the rate at which the aggregates form (3) is determined from the

follow the rate of formation of complexes which is
proportional to antigen concentration since this obvi-
ates the need for a separate blank (figure 6.16). Because
soluble complexes begin to be formed in antigen ex-
cess, it is important to ensure that the value for antigen
was obtained in antibody excess by running a further
controlin which additional antigen is included.

Sodium dodecyl sulfate—polyacrylamide gel
electrophoresis (SDS-PAGE) for analysis of
immunoprecipitates and immunoblotting

When proteins are denatured by SDS, the larger they
are the more SDS they bind and the more negatively
charged they become. Thus proteins of different size
can be separated by electrophoresis in a gel such as
polyacrylamide on the basis of their overall charge.

If one or more antigens are radiolabeled and the
complex with added antibody is precipitated with an
anti-Ig reagent such as staphylococci bearing pro-
tein A, SDS-PAGE of the complex followed by auto-
radiography should define the number and molecular
weights of the antigens concerned (figure 6.17).

AWestern blot (immunoblot) of antigens separated
from a complex mixture by SDS-PAGE (or by isoelec-
tric focusing) can be carried out. This employs trans-
verse electrophoresis on to polyvinylidene difluoride
(PVDF) or nitrocellulose membranes, where the pro-
teins bind nonspecifically and are subsequently identi-
fied by staining with appropriately labeled antibodies.
Obviously, such a procedure will not work with anti-
gens which are irreversibly denatured by this deter-
gent, and it is best to use polyclonal antisera for
blotting to increase the chance of including antibodies
to whichever epitopes do survive the denaturation

Time »- Antigen concentration »-

scatter signal. (c) The software in the instrument then computes the
maximum rate of light scatter which is related to the antigen concen-
tration as shown in (d). (Copied from the operating manual for the
‘Array’ rate reaction automated immunonephelometer with per-
mission from Beckman Coulter Ltd.)

Figure 6.17. Immunoprecipitation of membrane antigen. Analysis
of membrane-bound class I MHC antigens (cf. p. 70). The mem-
branes from human cells pulsed with *S-methionine were solubi-
lized in a detergent, mixed with a monoclonal antibody to HLA-A
and B molecules and immunoprecipitated with staphylococci. An
autoradiograph (A) of the precipitate run in SDS-PAGE shows the
HLA-A and B chains as a 43000 molecular weight doublet (the posi-
tion of a 45000 marker is arrowed). If membrane vesicles are first
digested with proteinase K before solubilization, a labeled band of
molecular weight 39000 can be detected (B) consistent with a trans-
membrane orientation of the HLA chain: the 4000 Da hydrophilic
C-terminal fragment extends into the cytoplasm and the major por-
tion, recognized by the monoclonal antibody and by tissue typing
reagents, is presenton the cell surface (cf. figure 4.11). (From dataand
autoradiographs kindly supplied by Dr M.J. Owen.)

procedure; a surprising number do (figure 6.18).
Conversely, the spectrotype of an antiserum can be
revealed by isoelectric focusing, blotting and then
staining with labeled antigen.
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Figure 6.18. Western blot analysis of human polymorph primary
granules with sera from patients with systemic vasculitis. Human
polymorph postnuclear supernatant was run on SDS-PAGE. (a) Gel
stained for protein with Coomassie Blue. Numbers refer to molecu-
lar weight markers (kDa). (b) Blots from gel stained with serums
from five patients and one control and visualized with alkaline

The immunoassay of antigens

The ability to establish the concentration of an analyte
(i.e. a substance to be measured) through fractional
occupancy of its specific binding reagent is a fea-
ture of any ligand-binding system (Milestone 6.1),
but because antibodies can be raised to virtually
any structure, its application is most versatile in
immunoassay.

Large analytes, such as protein hormones, are usu-
ally estimated by a noncompetitive two-site assay in
which the original ligand binder and the labeled detec-
tion reagent are both antibodies (figure M6.1.1). By
using monoclonal antibodies directed to two different
epitopes on the same analyte, the system has greater
power to discriminate between two related analytes; if
the fractional cross-reactivity of the first antibody for a
related analyteis0.1and of the second also 0.1, the final
readout for cross-reactivity will be as low as 0.1x0.1,
i.e. 1%. Using chemiluminescent and time-resolved
fluorescent probes, highly sensitive assays are avail-
able for an astonishing range of analytes.

For small molecules like drugs or steroid hormones,
where two-site binding is impractical, competitive
assays (figure M6.1.1) are appropriate.

Immunoassay on multiple microspots

Paradoxically, minute spots of solid-phase antibody

phosphatase-conjugated goat anti-human IgG. Three different pat-
terns of autoantibody reaction are evident. (Kindly supplied by Drs
J. Cambridge & B. Leaker.) The antibodies used for immunoblotting
are usually labeled with enzymes or biotin (followed by enzyme-
labeled avidin).

are not completely saturated by analyte in the range
of concentrations normally worked with in most im-
munoassays. Rather, analysis has shown that the
fractional occupancies expected permit immunoassay
technology, or any other ligand-specific binding sys-
tem, to be practical options (Ekins), particularly with
the advent of modern highly sensitive probes. Further-
more, when the amount of antibody on the microspot
is very small, the fractional occupancy is independent
of antibody level and also of analyte volume (the am-
bient analyte principle). Sensitivities compare very
favorably with the best immunoassays and, with such
miniaturization, arrays of microspots which capture
antibodies of different specificities can be placed on
a single chip, opening the door to multiple analyte
screening in a single test, with each analyte being
identified by its grid coordinates in the array.

Epitope mapping

T-cell epitopes

Where the primary sequence of the whole protein is
known, theidentification of T-cell epitopesis compara-
tively straightforward. Since these epitopes are linear
in nature, multipin solid-phase synthesis can be em-
ployed to generate a series of overlapping peptides,
8-9-mers for cytotoxic T-cells and usually 10-14-mers
for T-helpers (figure 6.19), and their ability to react
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The appreciation that a ligand could be measured by the
fractional occupancy (F) of its specific binding agent
heralded a new order of sensitive wide-ranging assays.
Ligand-binding assays were first introduced for the
measurement of thyroid hormone by thyroxine-binding
protein (Ekins) and for the estimation of hormones by anti-
body (Berson & Yalow). These findings spawned the tech-
nology of radioimmunoassay, so called because the
antigen had to be trace-labeled in some way and the most
convenient candidates for this were radioisotopes.

The relationship between fractional occupancy and
analyte concentration [An] is given by the equation:

F=1-(1/1+K[An])

where K is the association constant of the ligand-binding

reaction. F can be measured by noncompetitive or com-
petitive assays (figure M6.1.1) and related to a calibration
curve constructed with standard amounts of analyte.

For competitive assays, the maximum theoretical sensi-
tivity is given by the term &£/ K where €is the experimental
error (coefficient of variation). Suppose the erroris 1% and
Kis 10" M, the maximum sensitivity will be 0.01x 10" m
=10"m or 6x107molecules/ml. For noncompetitive
assays, labels of very high specific activity could give
sensitivities down to 10°-10° molecules/ml under ideal
conditions. In practice, however, since the sensitivity
represents the lowest analyte concentration which can be
measured against a background containing zero analyte,
the error of the measurement of background poses an ulti-
mate constraint on sensitivity.
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the ligand-binding sites can be
determined by competitive or
noncompetitive assays using labeled
reagents (in orange) as shown.

NONCOMPETITIVE ASSAY

COMPETITIVE ASSAY

with antigen-specific T-cell lines or clones can be
deciphered to characterize the active epitopes.
Dissecting out T-cell epitopes where the antigen has
not been characterized is a more daunting task. Ran-
domized peptide libraries can be produced but strat-
egies need to be devised in order to keep these within
manageable numbers. Information from the accumu-
lated data deposited in various databanks can be used
to identify key anchor residues and libraries con-
structed that maintain the relevant amino acids at

these positions. Thus, a positional scanning approach
employs a peptide library in which one amino acid ata
particular positionis kept constant and all the different
amino acids are used at the other positions.

B-cell epitopes

If they are linear protein epitopes formed directly from
the primary amino acid sequence, then binding of anti-
body to individual overlapping peptides synthesized



120

mteeN OO -----------—----—-—- @®

MULTIPLE PINS

MICROTITER
PLATE WELLS

AMINO ACID

ADDED

Merrifield solid-phase
synthesis

Jof
77

®@ @ © @

l Second synthesis

/[
T/

2

s 8 8

After 12th synthesis
cleave peptides off pin

PEPTIDE SERIES: 0@9 ----- 12
.....
@-----1213B

Figure 6.19. Synthesis of overlapping peptide sequences for
(PEPSCAN) epitope analysis. Aseries of pins which sitindividually
in the wells of a 96-well microtiter plate each provide a site for solid-
phase synthesis of peptide. A sequence of such syntheses as shown
in the figure provides the required nests of peptides. Incorporation
of a readily cleavable linkage allows the soluble peptide to be re-
leased as the synthesis is terminated.

as described above will identify them. Unfortunately,
most epitopes on globular proteins recognized by anti-
body are discontinuous and this makes the job rather
demanding, since one cannot predict which residues
are likely to be brought together in space to form the
epitope. To the extent that small linear sequences may
contribute to a discontinuous epitope, the overlapping
peptide strategy may provide some clues.

A potentially promising approach to this problem
of mimicking the residues which constitute such epi-
topes (termed mimotopes by Geysen) is through the
production of libraries of bacteriophages bearing all

possible random hexapeptides. These are produced by
ligating degenerate oligonucleotide inserts (coding for
hexapeptides) to a bacteriophage coat protein in a
suitable vector; appropriate expression in E. coli can
provide up to 10° different clones. The beauty of the
systemis thatabacteriophage expressing a given hexa-
peptide on its external coat protein also bears the
sequence encoding the hexapeptide in its genome (cf.
p- 124). Accordingly, sequential rounds of selection, in
which the phages react with a biotinylated monoclon-
al antibody and are then panned on a streptavidin
plate, should isolate those bearing the peptides which
mimic the epitope recognized by the monoclonal;
nucleotide sequencing will then give the peptide
structure.

Even nonproteinaceous antigens can occasionally
be mimicked using peptide libraries, one example
being the use of a D-amino acid hexapeptide library to
identify a mimotope for N-acetylglucosamine. Others
have used a single-chain Fv (scFv) library to isolate an
idiotypic mimic of a meningococcal carbohydrate.

MAKING ANTIBODIES TO ORDER
The monoclonal antibody revolution

First inrodents

A fantastic technological breakthrough was achieved
by Kohler and Milstein who devised a technique
for the production of “immortal’ clones of cells mak-
ing single antibody specificities by fusing normal
antibody-forming cells with an appropriate B-cell
tumor line. These so-called ‘hybridomas’ are selected
out in a tissue culture medium which fails to support
growth of the parental cell types, and by successive di-
lutions or by plating out, single clones can be estab-
lished (figure 6.20). These clones can be grown up in
the ascitic form in mice when quite prodigious titers of
monoclonal antibody can be attained, but bearing in
mind the imperative to avoid using animals wherever
feasible, propagation in large-scale culture is to be pre-
ferred. Remember that, even ina good antiserum, over
90% of the Ig molecules have little or no avidity for the
antigen, and the “specific antibodies’ themselves rep-
resent a whole spectrum of molecules with different
avidities directed against different determinants on
the antigen. What a contrast is provided by the mono-
clonal antibodies, where all the molecules produced
by a givenhybridoma are identical: they have the same
Ig class and allotype, the same variable region, struc-
ture, idiotype, affinity and specificity for a given
epitope.
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Figure 6.20. Production of monoclonal antibodies. Mice immu-
nized with an antigen bearing (shall we say) two epitopes,aand b,
develop spleen cells making anti-a and anti-b which appear as
antibodies in the serum. The spleen is removed and the individual
cellsare fused in polyethylene glycol with constantly dividing (i.e.
‘immortal’) B-tumor cells selected for a purine enzyme deficiency
and usually for their inability to secrete Ig. The resulting cells
are distributed into microwell plates in HAT (hypoxanthine,
aminopterin, thymidine) medium which kills off the fusion part-
ners. They are seeded at such a dilution that on average each well
will contain less than one hybridoma cell. Each hybridoma—the
fusion product of a single antibody-forming cell and a tumor
cell—will have the ability of the former to secrete a single species of
antibody and the immortality of the latter enabling it to proliferate
continuously. Thus, clonal progeny can provide an unending
supply of antibody with a single specificity—the monoclonal
antibody. In this example, we considered the production of
hybridomas with specificity for just two epitopes, but the same
technique enables monoclonal antibodies to be raised against

complex mixtures of multiepitopic antigens. Fusions using rat cells
instead of mouse may have certain advantages in giving a higher
proportion of stable hybridomas, and monoclonals which are better
at fixing human complement, a useful attribute in the context of
therapeutic applications to humans involving cell depletion.

Naturally, for use in the human, the ideal solution is the produc-
tion of purely human monoclonals. Human myeloma fusion part-
ners have not found wide acceptance since they tend to have low
fusion efficiencies, poor growth and secretion of the myeloma Ig
which dilutes the desired monoclonal. A nonsecreting heterohy-
bridoma obtained by fusing a mouse myeloma with human B-cells
can be used as a productive fusion partner for antibody-producing
human B-cells. Other groups have turned to the well-characterized
murine fusion partners, and the heterohybridomas so formed grow
well, clone easily and are productive. There is some instability from
chromosome loss and it appears that antibody production is main-
tained by translocation of human Ig genes to mouse chromosomes.
Fusion frequency is even better if Epstein-Barr virus (EBV)-
transformed lines are used instead of B-cells.
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Whereas the large amount of nonspecific, relative to
antigen-specific, Ig in an antiserum means that back-
ground binding to antigen in any given immunologi-
cal test may be uncomfortably high, the problem is
greatly reduced with a monoclonal antibody prepara-
tion, since all the Ig is antibody, thus giving a much su-
perior ‘signal :noise’ ratio. By being directed towards
single epitopes on the antigen, monoclonal antibodies
frequently show high specificity in terms of their
low cross-reactivity with other antigens. Occasionally,
however, one sees quite unexpected binding to mole-
cules which react poorly, if at all, with a specific anti-
serum directed to the original antigen. The reason
for thishas already been discussed (see p. 89). Suffice it
to say here that the problem can be circumvented
by using a group of overlapping monoclonals react-
ing with the same determinant or a combination of
monoclonals to more than one determinant on the
same antigen.

An outstanding advantage of the monoclonal anti-
body as a reagent is that it provides a single standard
material for all laboratories throughout the world to
use in an unending supply if the immortality and pu-
rity of the cell line are nurtured; antisera raised in dif-
ferent animals, on the other hand, may be as different
from each other as chalk and cheese. The monoclonal
approach again shows a clean pair of heels relative to
conventional strategiesin the production of antibodies
specific for individual components in a complex mix-
ture of antigens. The uses of monoclonal antibodies
are truly legion and include: immunoassay, diagnosis
of malignancies, tissue typing, serotyping of microor-
ganisms, the separation of individual cell types with
specific surface markers (e.g. lymphocyte subpopula-
tions), therapeutic neutralization of inflammatory
cytokines and ‘magic bullet’ therapy with cytotoxic
agents coupled to antitumor-specific antibody —these
and many other areas have been transformed by hy-
bridoma technology.

Catalytic antibodies

An especially interesting development with tremen-
dous potential is the recognition that a monoclonal
antibody to a stable analog of the transition state of
a given reaction can act as an enzyme (‘abzyme’) in
catalysing that reaction. The possibility of generating
enzymes to order promises a very attractive future,
and some exceedingly adroit chemical maneuvers
have already extended the range of reactions which
canbe catalysed in this way. A recent demonstration of
sequence-specific peptide cleavage with an antibody
which incorporates a metal complex cofactor has

raised the pulse rate of the cognoscenti, since this is an
energetically difficult reaction which has an enormous
range of applications. Another innovative approach is
to immunize with an antigen which is so highly reac-
tive that a chemical reaction occurs in the antibody
combining site. This recruits antibodies which are not
only complementary to the active chemical, but are
also likely to have some enzymic power over
the immunogen-substrate complex. Thus, using this
strategy, an antibody with exceptionally broad sub-
strate specificity for efficient catalysis of aldol and
retro-aldol reactions was obtained. A key feature of
this antibody is a reactive lysine buried within a hy-
drophobic pocket in the binding site. The antibody
remains catalytically active for several weeks follow-
ing iv. injection into mice and has therapeutic
potential for a version of antibody-directed enzyme
prodrug therapy (ADEPT, see p. 392), here with the
enzyme component being a catalytic antibody.

Large combinatorial antibody libraries created by
random association between pools of heavy and light
chains and expressed on bacteriophages (see below)
can be screened for catalytic antibodies by using the
substrate in a solid-phase state. Cleavage by the cata-
lytic antibody leaves a solid-phase product which can
now be identified by a double antibody system using
antibodies specific for the product as distinct from the
substrate.

An area of great interest is the presence of catalytic
autoantibodies in certain groups of patients, with hy-
drolytic antibodies against vasoactive intestinal pep-
tide, DNA and thyroglobulin having been described.
Catalytic antibodies capable of factor VIII hydrolysis
have also recently been discovered in hemophiliacs
given this clotting factor, the antibodies preventing the
coagulation function of the factor VIII.

Human monoclonals can be made

Mouse monoclonals injected into human subjects
for therapeutic purposes are frightfully immunogenic
and the human anti-mouse antibodies (HAMA in the
trade) so formed are a wretched nuisance, accelerating
clearance of the monoclonal from the blood and pos-
sibly causing hypersensitivity reactions; they also pre-
vent the mouse antibody from reaching its target and,
in some cases, block its binding to antigen. In some cir-
cumstances it is conceivable that a mouse monoclonal
taken up by a tumor cell could be processed and be-
come the MHC-linked target of cytotoxic T-cells or
help to boost the response to a weakly immunogenic
antigen on the tumor cell surface. In general, however,
logic points to removal of the xenogeneic (foreign)



portions of the monoclonal antibody and their replace-
ment by human Ig structures using recombinant DNA
technology. Chimeric constructs, in which the V; and
V, mouse domains are spliced onto human C;; and C;
genes (figure 6.21a), are far less immunogenic in
humans.

A more refined approach is to graft the six comple-
mentarity determining regions (CDRs) of a high af-
finity rodent monoclonal onto a completely human Ig
framework without loss of specific reactivity (figure
6.21b). This is not a trivial exercise, however, and the
objective of fusing human B-cells to make hybridomas
is still appealing, taking into accountnot only the gross
reduction in immunogenicity, but also the fact that,
within a species, antibodies can be made to subtle dif-
ferences such as major histocompatibility complex
(MHC) polymorphic molecules and tumor-associated
antigens on other individuals. In contrast, xenogeneic
responses are more directed to immunodominant
structures common to most subjects, making the pro-
duction of variant-specific antibodies more difficult.
Notwithstanding the difficulties in finding good
fusion partners, large numbers of human monoclonals
have been established. A further restriction arises be-
cause the peripheral blood B-cells, which are the only
B-cellsreadily availablein the human, arenotnormally
regarded asa good source of antibody-forming cells.

Immortalized Epstein-Barr virus-transformed B-
cell lines have also been used as a source of human
monoclonal antibodies. Although these often produce
relatively low affinity IgM antibodies, some useful
higher affinity IgG antibodies can occasionally be ob-
tained. The cell lines frequently lose their ability to
secrete antibody if cultured for long periods of time, al-
though they can sometimesberescued by fusion witha

9 CHIMERIC ANTIBODY B
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Figure 6.21. Genetically engineering rodent antibody specific-
ities into the human. (a) Chimeric antibody with mouse variable
regions fused to human Ig constant regions. (b) "Humanized’ rat
monoclonal in which gene segments coding for all six CDRs are
grafted onto a human Ig framework.

myeloma cell line to produce hybridomas, or the genes
can be isolated and used to produce a recombinant
antibody.

A radically different approach involves the pro-
duction of transgenic xenomouse strains in which
megabase-sized unrearranged human Ig H and xlight
chain loci have been introduced into mice whose
endogenous murine Ig genes have been inactivated.
Immunization of these mice yields high affinity
(109-10"y) human antibodies which can then be
isolated using hybridoma or recombinant approaches.
Potent anti-inflammatory (anti-IL-8) and anti-tumor
(anti-epidermal growth factor receptor) therapeutic
agents have already been obtained using such mice.

There is still a snag in that even human antibodies
can provoke anti-idiotype responses; these may have
to be circumvented by using engineered antibodies
bearing different idiotypes for subsequent injections.
Even more desirable would be if the prospective
recipients could be first made tolerant to the idiotype,
perhaps by coadministering the therapeutic antibody
together with a nondepleting anti-CD4.

Many human monoclonals are awaiting the go-
ahead for clinical use; one can cite IgG anti-RhD for the
prevention of rhesus disease of the newborn (see p.
334), and highly potent monoclonals for protection
against varicella zoster, cytomegalovirus, group B
streptococci and lipopolysaccharide endotoxins of
Gram-negative bacteria.

Engineering antibodies

There are other ways around the problems associated
with the production of human monoclonals which ex-
ploit the wiles of modern molecular biology. Reference
has already been made to the ‘humanizing’ of rodent
antibodies (figure 6.21), butan important new strategy
based upon bacteriophage expression and selection
has achieved a prominent position. In essence, nRNA
from primed human B-cells is converted to cDNA and
the antibody genes, or fragments therefrom, expanded
by the polymerase chain reaction (PCR). Single con-
structs are then made in which the light and heavy
chain genes are allowed to combine randomly in tan-
dem with the gene encoding bacteriophage coat pro-
tein III (pIll) (figure 6.22). This combinatorial library
containing most random pairings of heavy and light
chain genes encodes a huge repertoire of antibodies
(or their fragments) expressed as fusion proteins with
plII on the bacteriophage surface. The extremely high
number of phages produced by E. coli infection can
now be panned on solid-phase antigen to select those
bearing the highest affinity antibodies attached to their
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Figure 6.22. Selection of antibody genes from a combinatorial li-
brary. B-cells from an immunized donor (in one important experi-
ment, human memory peripheral blood cells were boosted with
tetanus toxoid antigen after transfer to SCID mice; Duchosal M.A.
et al. (1992) Nature 355, 258) are used for the extraction of IgG mRNA
and thelightchain (V;C;) and V,C;;1 genes (encoding Fab) random-

surface (figure 6.22). Because the genes which encode
these highest affinity antibodies are already present
within the selected phage, they can readily be cloned
and the antibody expressed in bulk. It should be recog-
nized that this selection procedure has an enormous
advantage over techniques which employ screening
because the number of phages which can be examined
is several logs higher.

Combinatorial libraries have also been established
using mRNA from unimmunized human donors. V,
V.and V, genes are expanded by PCR and randomly
recombined to form single-chain Fv (scFv) constructs
(figure 6.23a) fused to phage plII. Soluble fragments
binding to a variety of antigens have been obtained. Of
special interest are those which are autoantibodies to
molecules with therapeutic potential such as CD4 and
tumor necrosis factor-o. (TNFoy); lymphocytes express-
ing such autoantibodies could not be obtained by
normal immunization since they would probably be
tolerized, but the random recombination of Vyand V
can produce entirely new specificities under condi-
tions in vitro where tolerance mechanisms do not
operate.

Although a ‘test-tube” operation, this approach to
the generation of specific antibodies does resemble the
affinity maturation of the immune response in vivo
(see p. 195) in the sense that antigen is the deter-
mining factor in selecting out the highest affinity
responders.

In order to increase the affinities of antibodies pro-

ly combined in constructs fused to the bacteriophage pllI coat pro-
tein gene as shown. These were incorporated into phagemids such
as pHEN1 and expanded in E. coli. After infection with helper phage,
the recombinant phagesbearing the highest affinity were selected by
rounds of panning on solid-phase antigen so that the genes encoding
the Fabs could be cloned. L =bacterial leader sequence.

duced by these techniques, antigen can be used to
select higher affinity mutants produced by random
mutagenesis or even more effectively by site-directed
replacements at mutational hotspots (figure 6.23b),
again mimicking the natural immune response which
involves random mutation and antigen selection (see
p- 192). Affinity has also been improved by gene ‘shuf-
fling’ inwhich a V}; gene encoding a reasonable affinity
antibody is randomly combined with a pool of
V. genes and subjected to antigen selection. The
process can be further extended by mixing the V; from
this combination with a pool of V}; genes. It has
also proved possible to shuffle individual CDRs
between variable regions of moderate affinity anti-
bodies obtained by panning on antigen, thereby creat-
ing antibodies of high affinity from relatively small
libraries.

Other novel antibodies have been created. In one
construct, two scFv fragments associate to form
an antibody with two different specificities (figure
6.23c). Another consists of a single heavy chain
variable region domain (DAB) whose affinity can
be surprisingly high—of the order of 20nm. If it
were possible to overcome the ‘stickiness’ of these
miniantibodies, their small size could be exploited
for tissue penetration. The design of potential ‘magic
bullets” for immunotherapy can be based on fusion
of a toxin (e.g. ricin) to an antibody Fab (figure
6.23d).
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Figure 6.23. Other engineered antibodies. (a) A single gene encod-
ing Vand V| joined by a sequence of suitable length gives rise toa
single-chain Fv (scFv) antigen-binding fragment. (b) By site-specific
mutagenesis of residues in or adjacent to the complementarity deter-
mining region (CDR), itis possible to increase the affinity of the anti-
body. (¢) Two scFv constructs expressed simultaneously will

Fields of antibodies

Not only can the genes for a monoclonal antibody be
expressed in bulk in the milk of lactating animals but
plants can also be exploited for this purpose. So-called
‘plantibodies’ have been expressed in bananas, pota-
toes and tobacco plants. One can imagine a high-tech
farmer drawing the attention of a bemused visitor to
one field growing anti-tetanus toxoid, another anti-
meningococcal polysaccharide, and so on. Multifunc-
tional plants might be quite profitable with, say, the
root being harvested as a food crop and the leaves
expressing some desirable gene product. At this rate
there may notbe much left for science fiction authors to
write about!

Drugs can be based on the CDRs of minibodies

Millions of minibodies composed of a segment of the

associate to form a ‘diabody’ with two specificities. These bispecific
antibodies have a number of uses. Note that such a bispecific anti-
body directed to two different epitopes on the same antigen will
have a much higher affinity due to the ‘bonus effect’ of cooperation
between the two binding sites (cf. p. 90). (d) Potential ‘magic bullets’
canbe constructed by fusing the gene for a toxin (e.g. ricin) to the Fab.

Vg region containing three B-strands and the H1 and
H2 hypervariable loops were generated by random-
ization of the CDRs and expressed on the bacterio-
phage plIl coat protein. By panning the library on
functionally important ligand-binding sites, such as
hormone receptors, useful lead candidates for drug
design programs can be identified and their affinity
improved by loop optimization, loop shuffling and
further selection.

PURIFICATION OF ANTIGENS AND
ANTIBODIES BY AFFINITY
CHROMATOGRAPHY

The principle is simple and very widely applied. Anti-
gen or antibody is bound through its free amino
groups to cyanogen bromide-activated Sepharose par-
ticles. Insolubilized antibody, for example, can be used
to pull the corresponding antigen out of solution, in
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Figure 6.24. Affinity chromatography. A column is filled with
Sepharose-linked antibody. The antigen mixtureis poured down the
column. Only the antigenbinds and is released by a change in pH, for
example. Conversely, an antigen-linked affinity column can be used
to purify antibody.

whichitis presentas one component of a complex mix-
ture, by absorption to its surface. The uninteresting
garbage is washed away and the required ligand re-
leased from the affinity absorbent by disruption of
the antigen-antibody bonds by changing the pH or
adding chaotropic ions such as thiocyanate (figure
6.24). Likewise, an antigen immunosorbent can be
used to absorb out an antibody from a mixture whence
it can be purified by elution.

NEUTRALIZATION OF BIOLOGICAL
ACTIVITY

To detect antibody

A number of biological reactions can be inhibited by
addition of specific antibody. Thus the agglutination
of red cells by interaction of influenza virus with re-
ceptors on the erythrocyte surface can be blocked
by antiviral antibodies and this forms the basis for
their serological detection. A test for antibodies to
Salmonella H antigen present on the flagella depends
upon their ability to inhibit the motility of the bacteria
in vitro. Likewise, Mycoplasma antibodies can be
demonstrated by their inhibitory effect on the metabo-
lism of the organisms in culture.

Using antibody as an inhibitor

The successful treatment of cases of drug overdose
with the Fab fragment of specific antibodies has been
described and may become a practical proposition if a
range of hybridomas can be assembled. Conjugates of
cocaine with keyhole limpet hemocyanin can provoke
neutralizing antibodies. Antibodies to hormones such
as insulin and thyroid-stimulating hormone (TSH), or
to cytokines, can be used to probe the specificity of bio-
logical reactions in vitro. For example, the specificity of
the insulin-like activity of a serum sample on rat epi-
didymal fat pad can be checked by the neutralizing ef-
fect of an antiserum. Such antibodies can be effective in
vivo, and anti-TNF treatment of patients with rheuma-
toid arthritis has confirmed the role of this cytokine in
the disease process. Likewise, as part of the worldwide
effort to prevent disastrous overpopulation, attempts
are in progress to immunize against chorionic go-
nadotropin using fragments of the § chain coupled to
appropriate carriers, since this hormone is needed to
sustain the implanted ovum.

In a totally different context, antibodies raised
against myelin-associated neurite growth inhibitory
proteins revealed their importance in preventing
nerve repair, in that treatment with these antibodies
permitted the regeneration of corticospinal axons after
a spinal cord lesion had been induced in adult rats.
This quite remarkable finding significantly advances
our understanding of the processes involved in regen-
eration and gives ground for cautious optimism con-
cerning the development of treatment for spinal cord
damage, although for various reasons this may not
ultimately be based on antibody therapy.
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SUMMARY

Estimation of antibody

¢ The antibody content of a polyclonal antiserum is de-
fined entirely in operational terms by the nature of the
assay employed.

* Antibody in solution can be assayed by the formation of
frank precipitates which can be enhanced by countercur-
rent electrophoresis in gels.

* Nonprecipitating antibodies can be measured by laser
nephelometry or by salt or anti-Ig coprecipitation with ra-
dioactive antigen.

» Affinity is measured by a variety of methods including
surface plasmon resonance which gives a measure of both
the on-and off-rates.

¢ Antibodies can also be detected by macroscopic
agglutination of antigen-coated particles, and by one of
the most important methods, ELISA, a two-stage proce-
dure in which antibody bound to solid-phase antigen is
detected by an enzyme-linked anti-Ig.

Identification and measurement of antigen

¢ Antigens can be separated and their mobility in
an electric field determined by electrophoresis and
immunofixation.

* Antigens can be quantified by their reaction in gels with
antibody using single radial immunodiffusion.

* Higher concentrations of antigens are frequently esti-
mated by nephelometry.

* Exceedingly low concentrations of antigens can be
measured by immunoassay techniques which depend
upon the relationship between Ag concentration and frac-
tional occupancy of the binding antibody. Occupied sites
are measured with a high specific activity second antibody
directed to a different epitope; alternatively, unoccupied
sites canbe estimated by labeled Ag. Multiple assays onar-
rays of antibody microspots are being developed.

* Overlapping nests of peptides derived from the linear
sequence of a protein can map T-cell epitopes and the lin-
ear elements of B-cell epitopes. Bacteriophages encoding
all possible hexapeptides on their surface have provided
some limited success in identifying discontinuous B-cell
determinants.

Detection of immune complexes

¢ Serum complexes can be determined by precipitation
with polyethylene glycol, reaction with Cl1q orbovine con-
glutinin, changes in C3 and C3c and binding to rheuma-
toid factors.

Making antibodies to order
* Immortal hybridoma cell lines making monoclonal

antibodies provide powerful immunological reagents and
insights into the immune response. Applications include
enumeration of lymphocyte subpopulations, cell deple-
tion, immunoassay, cancer diagnosis and imaging, purifi-
cation of antigen from complex mixtures, and recently the
use of monoclonals as artificial enzymes (catalytic
antibodies).

* Genetically engineered human antibody fragments can
be derived by expanding the V;; and V, genes from unim-
munized, but preferably immunized, donors and ex-
pressing them as completely randomized combinatorial
libraries on the surface of bacteriophage. Phages bearing
the highest affinity antibodies are selected by panning on
antigens and the antibody genes can then be cloned from
theisolated viruses.

¢ Single-chain Fv (scFv) fragments encoded by linked V;
and V, genes and even single heavy chain domains can be
created.

* The HAMA response against mouse monoclonal anti-
bodies can be reduced by producing chimeric antibodies
with mouse variable regions and human constant regions
or, better still, using humanized antibodies in which all the
mouse sequences except for the CDRs are replaced by
human sequences.

* Transgenic mice bearing human Ig genes can be immu-
nized. The mice produce high affinity fully human
antibodies.

¢ Recombinant antibodies can be expressed on a large
scalein plants.

¢ Combinatorial libraries of diabodies containing the H1
and H2 V; CDR may be used to develop new drugs.

Affinity chromatography

¢ Insoluble immunoabsorbents prepared by coupling
antibody to Sepharose can be used to affinity-purify
antigens from complex mixtures and reciprocally to
purify antibodies.

Neutralization of biological activity

» Antibodies can be detected by inhibition of biological
functions such as viral infectivity or bacterial growth.

¢ Inhibition of biological function by known antibodies
helps to define the role of the antigen, be it a hormone or
cytokine for example, in complex responses in vivo and
in vitro.

See the accompanying website (Wwww.roitt.com)
for multiple choice questions.
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INTRODUCTION

Techniques for probing the immunophenotype
and function of cells of the immune system are
becoming ever more sophisticated. In addition,
it is possible to identify the function of individual
genes by mutation and the creation of transgenic
and ‘knockout’ animals.

ISOLATION OF LEUKOCYTE
SUBPOPULATIONS

Bulk techniques

Separation based on physical parameters

Separation of cells on the basis of their differential
sedimentation rate, which roughly correlates with
size, can be carried out by centrifugation through a
density gradient. Cells can be increased in mass by
selectively binding particles such as red cells to their
surface, the most notable example being the rosettes
formed when sheep erythrocytes bind to the CD2 of
human T-cells.

Buoyant density is another useful parameter.
Centrifugation of whole blood over isotonic Ficoll-
Hypaque (sodium metrizoate) of density 1.077g/ml
leaves the mononuclear cells (lymphocytes, mono-
cytes and natural killer (NK) cells) floating in a band at

the interface, while the erythrocytes and polymor-
phonuclear leukocytes, being denser, travel right
down to the base of the tube. Adherence to plastic sur-
faces largely removes phagocytic cells, while passage
down nylon-wool columns greatly enriches lympho-
cyte populations for T-cells at the expense of B-cells.

Separation exploiting biological parameters

Actively phagocytic cells which take up small iron
particles can be manipulated by a magnet deployed
externally. Lymphocytes which divide in response to a
polyclonal activator (see p. 164), or specific antigen,
can be eliminated by allowing them to incorporate
5-bromodeoxyuridine (BrdU); this renders them
susceptible to the lethal effect of UV irradiation.

Selection by antibody

Several methods are available for the selection of cells
specifically coated with antibody, some of which areil-
lustrated in figure 7.1. Addition of complement or anti-
Ig toxin conjugates will eliminate such populations.
Magnetic beads coated with anti-Ig form clusters with
antibody-coated cells which can be readily separated
from uncoated cells. Another useful bulk selection
technique is to pan antibody-coated cells on anti-Ig
adsorbed to a surface. One variation on this theme
used to isolate bone marrow stem cells with anti-CD34
isto coat the cells with biotinylated antibody and select
with an avidin column or avidin magnetic beads.

129



130

CYTOTOXICITY MAGNETIC BEADS
\ ANTI-Ig
COATED a
N v ()
ANTI-Ig-RICIN BEADS

CONJUGATE

or .\?_ _‘/’
COMPLEMENT @

ANTIBODY-COATED

FLUORESCENT

ANTI-Ig TR .
/ ANTI-ig COATED DISHES
FLUORESCENCE ACTIVATED
CELL SORTING PANNING

Figure 7.1. Major methods for separating cells coated with a
specific antibody.

Cocktails of antibodies coated onto beads are used in
cell separation columns for the depletion of specific
populations leading to, for example, enriched CD4*
CD45RA™ or CD4* CD45RO™ lymphocytes.

Cell selection by the FACS

Cells coated with fluorescent antibody can be sepa-
rated in the fluorescence-activated cell sorter (FACS)
as described in Milestone 7.1 and figure 7.2 (see more
in-depth discussion under ‘Flow cytofluorimetry’,
p-133).

Enrichment of antigen-specific populations

Selective expansion of antigen-specific T-cells by re-
peated stimulation with antigen and presenting cells
in culture, usually alternated with interleukin-2 (IL-2)
treatment, leads to an enrichment of heterogeneous T-
cells specific for different epitopes on the antigen. Such
T-cell lines can be distributed in microtiter wells at a
high enough dilution such that on average there is less
than one cell per well; pushing the cells to proliferate
with antigen or anti-CD3 produces single T-cell clones
which can be maintained with much obsessional care
and attention, but my goodness they can be a pain!
Potentially immortal T-cell hybridomas, similar in

principle to B-cell hybridomas, can be established by
fusing cell lines with a T-tumor line and cloning.

Animals populated essentially by a single T-cell
specificity can be produced by introducing the T-cell
receptor o and 8 genes from a T-cell clone, as a
transgene (see below); since the genes are already
rearranged, their presence in every developing T-cell
will switch off any other Vgene recombinations.

No one has succeeded in cloning B-cells, except as
hybridomas or Epstein-Barr virus-transformed cell
lines, although, as with T-cells, transgenic animals
expressing the same antibody in all their B-cells have
been generated.

IMMUNOHISTOCHEMISTRY —LOCALIZATION
OF ANTIGENS IN CELLS AND TISSUES

Immunofluorescence techniques

Because fluorescent dyes such as fluorescein and rho-
damine can be coupled to antibodies without destroy-
ing their specificity, the conjugates can combine with
antigen present in a tissue section and be visualized in
the fluorescence microscope. In this way, the distribu-
tion of antigen throughout a tissue and within cells can
be demonstrated. Looked at another way, the method
canalsobe used for the detection of antibodies directed
against antigens already known to be present in a
given tissue section or cell preparation. There are two
general ways in which the test is carried out.

Direct test with labeled antibody

The antibody to the tissue antigen is conjugated with
the fluorochrome and applied directly (figure 7.3a).
For example, suppose we wished to show the dis-
tribution of a thyroid autoantigen reacting with the
autoantibodies present in the serum of a patient with
Hashimoto’s disease, a type of thyroid autoimmunity.
We would isolate IgG from the patient’s serum, con-
jugate it with fluorescein, and apply it to a section of
human thyroid on a slide. When viewed in the fluores-
cence microscope we would see that the cytoplasm
of the follicular epithelial cells was brightly stained
(cf. figure 19.1a).

By using two antisera conjugated to dyes which emit
fluorescence at different wavelengths, two different
antigens can be identified simultaneously in the same
preparation. In figure 2.6e, direct staining of fixed
plasma cells with a mixture of rhodamine-labeled anti-
IgG and fluorescein-conjugated anti-IgM craftily
demonstrates that these two classes of antibody are
produced by different cells. The technique of coupling
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Milestone 7.1 —The Fluorescence-activated Cell Sorter (FACS)

The FACS was developed by the Herzenbergs and their
colleagues to quantify the surface molecules on individual
white cells by their reaction with fluorochrome-labeled
monoclonal antibodies and to use the signals so generated
to separate cells of defined phenotype from a heteroge-
neous mixture.

In this elegant but complex machine, the fluorescent
cells are made to flow obediently in a single stream past a
laser beam. Quantitative measurement of the fluorescent
signal in a suitably placed photomultiplier tube relays a
signal to the cell as it emerges in a single droplet; the cell

becomes charged and can be separated in an electric field
(figure M7.1.1). Extra sophistication can be introduced
by using additional lasers and fluorochromes, and
both 90° and forward light scatter. This will be elaborated
upon in the section on flow cytofluorimetry describing
how this technique can be used for quantitative multi-
parameter analysis of single-cell populations (cf. figure
7.6). Suffice to state that these latest FACS machines
permit the isolation of cells with a complex phenotype
from a heterogeneous population with a high degree of
discrimination.
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Figure M7.1.1. The principle of the FACS for flow cytofluorime-
try of the fluorescence on stained cells (green rimmed circles)
and physical separation from unstained cells. The charge signal

can be activated to separate cells of high from low fluorescence
and, using light scatter, of large from small size and dead from
living.

biotin to the antiserum and then finally staining with
fluorescent avidin is often employed.

Indirect test for antibody

In this double-layer technique, the unlabeled antibody
is applied directly to the tissue substrate and visual-
ized by treatment with a fluorochrome-conjugated
anti-immunoglobulin serum (figure 7.3b). In this case,
in order to find out whether or not the serum of a
patient has antibodies to thyroid epithelial cells, we
would first treat a thyroid section with the serum,
wash well and then apply a fluorescein-labeled rabbit

anti-human immunoglobulin; if antibodies were pre-
sent, there would be staining of the thyroid epithelial
cells.

This technique has several advantages. In the first
place the fluorescence is brighter than with the direct
test since several fluorescent anti-immunoglobulins
bind on to each of the antibody molecules present in
the first layer (figure 7.3b). Second, even when many
sera have to be screened for specific antibodies it is
only necessary to prepare (or, more usually the case,
purchase) a single labeled reagent, viz. the anti-
immunoglobulin. Furthermore, the method has great
flexibility. For example, by using conjugates of antisera
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Figure 7.2. Separation of activated peripheral blood memory
T-cells (CD45RO positive) from naive T-cells (CD45RO negative;
but positive for the CD45RA isoform) in the FACS after staining the
surface of the living cells in the cold with a fluorescent monoclonal
antibody to the CD45RO (see p. 196). The unsorted cells showed two
peaks (a); cells with fluorescence intensity lower than the arbitrary
gate were separated from those with higher intensity giving

(b) negative (CD45RA) and (c) positive (CD45RO) populations,
which were each tested for their proliferative response to a mixture
of two anti-CD2 monoclonals (OKT11 and GT?2) in the presence of
10% antigen-presenting cells (d). *H-Thymidine was added after 3
days and the cells counted after 15h. Clearly the memory cell popu-
lation proliferated, whereas the naive population did not. (Data
kindly provided by D. Wallace and R. Hicks.)
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to individual immunoglobulin heavy chains, the dis-
tribution of antibodies among the various classes and
subclasses can be assessed at least semiquantitatively.
One can also test for complement fixation on the tissue
section by adding a mixture of the first antibody plus
a source of complement, followed by a fluorescent
anticomplement reagent as the second layer.

Further applications of the indirect test may be seen
in Chapter 19.

High resolution with the confocal microscope

Fluorescent images at high magnification are usually
difficult to resolve because of the flare from slightly out
of focus planes above and below that of the object. All
that is now past, with the advent of commercially
available scanning confocal microscopes which focus
the image of the laser source in a fine plane within the
cell and collect the fluorescence emission in a photo-
multiplier tube (PMT) with a confocal aperture. Fluo-
rescence from planes above and below the object plane
fails to reach the PMT and so the sharpness of the
image is unaffected. An X-Y scanning unit enables
the whole of the specimen plane to be interrogated
quantitatively and, with suitable optics, two different
fluorochromes canbe used simultaneously. The instru-
ment software can compute three-dimensional fluo-
rescent images from an automatic series of such X-Y
scans accumulated in the Z axis (figure 7.4) and rotate
them at the whim of the operator.

Flow cytofluorimetry

Cell surface antigens can be detected and localized by
the use of labeled antibodies. Because antibodies can-
not readily penetrate living cells except by endocyto-
sis, treatment of cells with labeled antibody in the cold
(to minimize endocytosis) leads to staining only of
antigens on the surface (figure 7.2). Remember also a
previous example of fluorescent staining of the surface
of B-lymphocytes with anti-immunoglobulin (figure
2.6¢).

It is possible to stain single cells with several differ-
ent fluorochromes (figure 7.5) and analyse the cells in
individual droplets as they flow past the monitoring
section of a flow cytometer. This piece of equipment is
essentially a FACS machine without the cell-sorting
facility (figure7.6). These instruments record quantita-
tive data relating to the surface antigen content and
physical nature of each individual cell, with multiple
parameters being assessed per cell to give a phenotyp-
ic analysis on a single cell rather than a population
average (figure 7.7). With the impressive number of

monoclonal antibodies and of fluorochromes to hand,
highly detailed analyses are now feasible, with a
notable contribution to the diagnosis of leukemia
(cf.p.382).

We can also probe the cell interior in several ways.
Permeabilization to allow penetration by fluorescent
antibodies (preferably with small Fab or even single-
chain Fv fragments) gives a readout of cytokines and
other intracellular proteins. Cell cycle analysis can be
achieved with DNA-binding dyes such as propidium
iodide to measure DNA content and antibody detec-
tion of BrdU incorporation to visualize DNA synthesis.
In addition, fluorescent probes for intracellular pH,
thiol concentration, Ca?*, Mg?" and Na* have been
developed.

A powerful analytical tool is the measurement of
the intracellular expression of artificially introduced
genes which comprise a coding sequence or regulatory
region of interest fused to another gene for a molecule,
such as green fluorescent protein (GFP), luciferase or
LacZ (Escherichia coli B-galactosidase, detected via
hydrolysis of the fluorogenic substrate fluorescein
digalactoside). Depending on the construct used, the
gene canbe utilized asa marker for developmental and
migration studies or as a reporter under the control of
specified promoter or enhancer elements. As an exam-
ple of the fancy flow cytofluorimetric analyses that can
be carried out, transgenicreplacement (cf. p. 143) of en-
dogenous RAG-2 genes with a RAG-2-GFP fusion
gene permitted the study of RAG-2 expression in indi-
vidual lymphocytes whose phenotype was simultane-
ously defined by monoclonal antibody staining.

Other labeled antibody methods

In place of fluorescent markers, enzymes such as
alkaline phosphatase (cf. figure 18.7) or peroxidase
can be coupled to antibodies and then visualized
by conventional histochemical methods at both light
microscope (cf. figure 8.7f) and electron microscope
level.

Colloidal gold bound to antibody is being widely
used as an electron-dense immunolabel by electron
microscopists. At least three different antibodies can
be applied to the same section by labeling them with
gold particles of different size (cf. figure 9.13). A new
ultra-small probe consisting of Fab’ fragments linked
to undecagold clusters allows more accurate spatial
localization of antigens and its small size enables it
to mark sites which are inaccessible to the larger
immunolabels. However, clear visualization requires
a high-resolution scanning transmission electron
microscope.
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Figure7.4. Construction of athree-dimensional fluorescentimage
with the confocal microscope. A spherical thyroid follicle in a thick
razor-blade section of rat thyroid fixed in formalin was stained with
a rhodamine—phalloidin conjugate which binds F-actin (similar re-
sults obtained with antibody conjugates). Although the sample was
very thick, the microscope was focused on successive planes at 1 um
intervals from the top of the follicle (image no. 1) to halfway through
(image no. 8), the total of the images representing a hemisphere.
Note how the fluorescence in one plane does not interfere with that

GENE EXPRESSION

Messenger RNA can be extracted from cells or tissues
and then analysed in dot blots, by northern blotting or
by PCR. The development of microarray technologies
now permits the simultaneous measurement of ex-
pression of thousands of genes in a single experiment.
Oligonucleotides or cDNA fragments are robotically

in another and that the composite photograph (image no. 9) of im-
ages 1-8 shows all the fluorescent staining in focus throughout the
depth of the hemisphere. Clearly the antibody is staining hexagonal
structures close to the apical (inner) surface of the follicular epithe-
lial cells. Erythrocytes are visible near the top of the follicle. (Nega-
tives kindly supplied by Dr Anna Smallcombe were taken by
Bio-Rad staff on a Bio-Rad MRC-600 confocal imaging system using
material provided by Professor V. Herzog and Fr. Brix of Bonn
University.)

spotted onto a gene chip and cDNA generated from,
for example, T-cell mRNA is labeled and hybridized to
the genes on the microarray. This provides a quantita-
tive comparison of expression for every gene present
on the chip. By accumulating such data it is possible to
build up a complete picture of which genes are ex-
pressed in which cells (figure 7.8). One area in which
this technology is being rapidly deployed is in the



analysis of differences in gene expression between a
tumor cell and its normal counterpart, thereby illumi-
nating possible targets for therapeutic intervention.

Localization of mRNA to individual cells can be
obtained by in situ hybridization of labeled oligonu-
cleotide probes to either cell smears or to tissue
sections.
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Figure 7.5. Fluorescent labels used in flow cytofluorimetry.
The fluorescein longer wave emission overlaps with that of Texas
Red and is corrected for in the software. The phycobiliproteins of
red algae and cyanobacteria effect energy transfer of blue light to
chlorophyll for photosynthesis; each molecule has many fluorescent
groups giving a broad excitation range, but fluorescence is emitted
within a narrow wavelength band with such high quantum effi-
ciency as to obviate the need for a second amplifying antibody.
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ASSESSMENT OF FUNCTIONAL ACTIVITY
The activity of phagocytic cells

The major tests employed to assess neutrophil func-
tion are summarized in table 7.1.

Lymphocyte responsiveness

When lymphocytes are stimulated by antigen or poly-
clonal activators in vitro they usually undergo mitosis
(cf. figure 2.6b) and release cytokines. Mitosis is nor-
mally assessed by the incorporation of radiolabeled
’H-thymidine or ®I-UdR (5-iododeoxyuridine) into
the DNA of the dividing cells.

Cytokines released into the culture medium can
be measured by immunoassay or by a bioassay using
a cell line dependent on a particular cytokine for its
growth and survival. Individual cells synthesizing
cytokines can be enumerated in the flow cytometer
by permeabilizing and staining intracellularly with
labeled antibody; alternatively the ELISPOT tech-
nique (see below) can be applied. As usual, molecular
biology has a valuable, if more sophisticated, input
since T-cells transfected with an IL-2 enhancer-lacZ
construct will switch on lacZ 3-galactosidase expres-
sion on activation of the IL-2 cytokine response (cf.
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Staining of the V6 T-cell family

Anfi-V36 fluorescence »
3

10'

10t

Anti-C03 fluorescence ™

Figure7.7. Cytofluorimetric analysis of TCR V6 usage by human
petipheral blood lymphocytes. Cells stained with fluoresceinated
anti-TCR V6 and phycoerythrin-conjugated anti-CD3. Each dot
represents an individual lymphocyte and the numbers refer to the
percentage of lymphocytes lying within the four quadrants formed
by the two gating levels arbitrarily used to segregate positive from
negative values. Virtually no lymphocytes bearing the T-cell
receptors belonging to the V6 family lack CD3, while 4.6% (3.5 out
of 77.0) of the mature T-cells express V6. (Data kindly provided by
D.Morrison.)

Table 7.1. Evaluation of neutrophil function.

Measure the uptake of particles such a
latex or bacteria by counfing or by
chemiluminescence

| Respiratory burst Measure reduction of nitroblue tefrazolium

Microbicidal test using viable

' Intracellular kiling
| Staphylococcus aureus

| Directional migration Movement through filters up concentration
gradient of chemotactic agent such as

formyl.Met.Leu.Phe

Surface LFA-1 and CR3 Ascertained with monoclonal antibody
upregulation staining

p- 167) and this can be readily revealed with a fluores-
cent or chromogenic enzyme substrate.

The ability of cytotoxic T-cells to kill their cell targets
extracellularly is usually evaluated by a chromium
release assay. Target cells are labeled with 5'Cr and the
release of radioactive protein into the medium over
and above that seen in the controls is the index of cyto-
toxicity. The test is repeated at different ratios of effec-
tor to target cells. A similar technique is used to
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Figure?7.8. Geneexpression duringlymphocyte developmentand
activation. The data were generated from over 3.8 million measure-
ments of gene expression made on 13637 genes using 243 microar-
rays. Each experiment represents a different cell population. For
example, experiment 1 utilized polyclonally activated fetal CD4*
thymiccells, whereas experiment 2 shows the same population prior
to stimulation. Overexpressed or induced genes are colored red, un-
derexpressed or repressed genes green. Certain gene expression sig-
natures become apparent in the different cell populations, indicated
on the right. For example, the T-cell gene expression signature in-
cludes CD2, TCR, TCR signaling molecules and many cytokines.
(Reproduced with permission of the authors and the publishers
from Alizadeh A.A. & Staudt L.M. (2000) Current Opinion in Im-
munology 12,219.)

measure extracellular killing of antibody-coated or un-
coated targets by NK cells. Now a word of caution re-
garding the interpretation of in vitro assays. Since one
canmanipulate the culture conditions within widelim-
its, itis possible to achieve a result that might not be at-
tainable in vivo. Let us illustrate this point by reference
to cytotoxicity for murine cells infected with lympho-
cytic choriomeningitis virus (LCMV) or vesicular
stomatitis virus (VSV). The most sensitive in vitro tech-



nique proved to be chromium release from target cells
after secondary stimulation of the lymphocytes. How-
ever, this needs 5 days, during which time a relatively
small number of memory CD8 cytotoxic T-cell precur-
sors can replicate and surpass the threshold required to
produceameasurable assay. Nonetheless,a weak cyto-
toxicity assay under these conditions was not reflected
by any of the in vivo assessments of antiviral function
implying that they had nobiological relevance.

Apoptosis

Programed cell death occurs frequently in the immune
systeminanumber of different situations and a variety
of approaches can be used to measure the apoptotic
cells. Gel electrophoresis will detect the characteristic
laddering pattern of the DNA fragments generated
due to internucleosomal cleavage (see figure 1.19).
An alternative way to detect this DNA fragmenta-
tion, known as the TUNEL (TdT-mediated dUTP (de-
oxyuridine triphosphate) rnick end labeling) technique,
utilizes the enzyme terminal deoxynucleotidyl trans-
ferase (TdT) to add labeled nucleotides to the 3’ ends of
the fragments. An earlier event in apoptosis is the loss
of membrane symmetry resulting in the expression
of phosphatidylserine on the cell surface —readily de-
tected by flow cytometry using a labeled version of
its ligand Annexin V. For sophisticates, more detailed
analyses can be undertaken in which individual
components of the apoptotic pathways, such as Bcl-2,
Bcl-x;, Bax, PARP (poly(ADP-ribose) polymerase) or
specific procaspases and caspases, are measured in
fluorimetric or colorimetric assays.

Precursor frequency

The magnitude of lymphocyte responses in culture
is closely related to the number of antigen-specific
lymphocytes capable of responding. Because of the
clonality of the responses, it is possible to estimate
the frequency of these antigen-specific precursors by
limiting dilution analysis. In essence, the method de-
pends upon the fact that, if one takes several replicate
aliquots of a given cell suspension which would be ex-
pected to contain on average one precursor per aliquot,
then Poisson distribution analysis shows that 37% of
the aliquots will contain no precursor cells (through the
randomness of the sampling). Thus, if aliquots are
made from a series of dilutions of a cell suspension
and incubated under conditions which allow the pre-
cursors to mature and be recognized through some
amplification scheme, the dilution at which 37% of the
aliquots give negative responses will be known to con-

tain an average of one precursor cell per aliquot, and
one can therefore calculate the precursor frequency in
the original cell suspension. An example is shown in
some detail in figure 7.9.

It has been argued that limiting dilution analysis
often underestimates the true precursor frequency. An
accurate measure of the percentage of lymphocytes
bearing a specific antigen receptor can be obtained by
flow cytometry of cells stained with labeled antigen. In
the case of B-cells this is fairly straightforward given
that their antigen receptors recognize native antigen.
However, it is only recently that technical finesse, in
the form of peptide-MHC tetramers, has brought this
technique to T-cells (figure 7.10). This approach over-
comes the problem of the relatively weak intrinsic
affinity of TCR for peptide-MHC by presenting a
tagged peptide-MHC as a multivalent tetramer, there-
by exploiting the bonus effect of multivalency (cf. p.
90). Peptide-MHC complexes are produced by per-
mitting recombinant MHC molecules to refold with
the appropriate synthetic peptide. The recombinant
MHC molecules are biotinylated on a special carboxy-
terminal extension, which ensures that the biotin is in-
corporated at a distance from the site to which the TCR
binds, and mixed with fluorescently labeled strept-
avidin, which not only binds biotin with a very high
affinity butalsohas a valency of four with respect to the
biotin —hence the formation of tetramers.

Numerous adaptations of this technology are ap-
pearing. For example, incubation at 37°C of tetramers
bound to their cognate TCR leads to internalization; by
tagging them with a toxin individual T-lymphocytes
of a single specificity can be eliminated. Another ap-
proach is to use the FACS to directly sort stained cells
into an ELISPOT microtiter plate in which cytokine
secretion is measured, providing a functional analysis
of the cells.

Enumeration of antibody-forming cells

The immunofluorescence sandwich test

This is a double-layer procedure designed to visualize
specific intracellular antibody. If, for example, we
wished to see how many cells in a preparation of lym-
phoid tissue were synthesizing antibody to Preumo-
coccus polysaccharide, we would first fix the cells with
ethanol to prevent the antibody being washed away
during the test, and then treat with a solution of the
polysaccharide antigen. After washing, a fluorescein-
labeled antibody to the polysaccharide would then be
added to locate those cells which had specifically
bound the antigen.
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Figure7.9. Limiting dilution analysis of cytotoxic T-cell precursor
frequency in spleen cells from a BALB/c mouse stimulated with ir-
radiated C57BL/6 spleen cells as antigen. BALB/ ¢ splenic respon-
der cells were set up in 24 replicates at each concentration tested
together with antigen and an excess of T-helper factors. The genera-
tion of cytotoxicity in each well was looked for by adding 5'Cr-
labeled tumor cells (EL-4) of the C57BL/6 haplotype; cytotoxicity
was then revealed by measuring the release of soluble 5!Cr-labeled
intracellular material into the medium. (a) The points show the per-
centage of specific lysis of individual wells. The dashed line indi-
cates three standard deviations above the medium release control,

Labeled
streptavidin

peptide-MHC
Low affinity
of peptide-MHC
monomer
High avidity
of peptide-MHC
fetframer

Figure 7.10. Peptide-MHC tetramer. A single fluorochrome-
labeled peptide-MHC complex (top right) has only alow affinity for
the TCR and therefore provides a very insensitive probe for its
cognate receptor. However, by biotinylating (@) the MHC molecules
and then mixing them with streptavidin, which has a valency of four
with respect tobiotin binding, a tetrameric complex is formed which
has a much higher functional affinity (avidity) when used as a probe
for the specific TCRs on the T-cell surface.

138 CHAPTER 7—Cellular techniques

No. of responder cells per well x10-°
1 2 3 4 5|

D
o
o o

Negative wells (%)

and each point above thatline is counted as positive for cytotoxicity.
(b) The data replotted in terms of the percentage of negative wells at
each concentration of responder cells over the range in which the
data titrated (5% 1073/ well to 0.625x1073/well). The dashed line is
drawn at 37% negative wells and this intersects the regression line to
give a precursor (T_) frequency of 1in 2327 responder cells. The re-
gression line has an 2 value of 1.00 in this experiment. (Reproduced
with permission from Simpson E. & Chandler P. (1986) In Weir D.M.
(ed.) Handbook of Experimental Immunology, figure 68.2. Blackwell
Scientific Publications, Oxford.)

The name of the test derives from the fact that anti-
gen is sandwiched between the antibody present in
the cell substrate and that added as the second layer
(figure 7.3c).

Plaque techniques

Antibody-secreting cells can be counted by diluting
them in an environment in which the antibody formed
by each individual cell produces a readily observable
effect. In one technique, developed from the original
method of Jerne and Nordin, the cells from an animal
immunized with sheep erythrocytes are suspended
together with an excess of sheep red cells and com-
plement within a shallow chamber formed between
two microscope slides. On incubation, the antibody-
forming cells release their immunoglobulin which
coats the surrounding erythrocytes. The complement
will then cause lysis of the coated cells and a plaque
clear of red cells will be seen around each antibody-
forming cell (figure 7.11). Direct plaques obtained in
this way largely reveal IgM producers since this anti-
body has a high hemolytic efficiency. To demonstrate
IgG synthesizing cells it is necessary to increase the
complement binding of the erythrocyte-IgG antibody
complex by adding a rabbit anti-IgG serum; the ‘indi-



Secreted ontibody coats surrounding red cells

Figure 7.11. Jerne plaque technique for enumerating antibody-
forming cells (Cunningham modification). (a) The direct technique
for cells synthesizing IgM hemolysin is shown. The indirect tech-
nique for visualizing cells producing IgG hemolysins requires the
addition of anti-IgG to the system. The difference between the
plaques obtained by directand indirect methods gives thenumber of
‘1gG’ plaques. The reverse plaque assay enumerates total Ig-produc-

rect plaques’ thus developed canbe used to enumerate
cells making antibodies in different immunoglobulin
subclasses, provided that the appropriate rabbit anti-
sera are available. The method can be extended by
coating an antigen such as Prneumococcus polysaccha-
ride on to the red cell, or by coupling hapten groups to
the erythrocyte surface.

In the ELISPOT modification, the antibody-
forming cell suspension is incubated in microtiter
wells containing filters coated with antigen. The se-
creted antibody is captured locally and is visualized,
after removal of the cells, by treatment with enzyme-
labeled anti-Ig and development of the color reaction
with the substrate. The macroscopic spots can be read-
ily enumerated (figure 7.12).

Analysis of functional activity by
cellular reconstitution

Radiation chimeras

The entire populations of lymphocytes and poly-
morphs can be inactivated by appropriate doses of X-
irradiation. Animals ablated in such a way may be
reconstituted by injection of bone marrow hematopoi-
etic stem cells which provide the precursors of all the
formed elements of the blood (cf. figure 12.1). These
chimeras of host plus hematopoietic grafted cells can
be manipulated in many ways to analyse cellular func-
tion, such as the role of the thymus in the maturation
of T-lymphocytes from bone marrow stem cells (figure
7.13).

Coated erythrocyles are lysed by complement fo |
form plaque with anfibody-forming cell at center

ing cells by capturing secreted Ig on red cells coated with anti-Ig.
Multiple plaque assays can be carried out by a modification using
microtiter plates. (b) Photograph of plaques which show as circular
dark areas (some of which are arrowed) under dark-ground illumi-
nation. They vary in size depending upon the antibody affinity and
the rate of secretion by the antibody-forming cell. (Courtesy of C.
Shapland, P. Hutchings and Professor D. Male.)

Mice with severe combined immunodeficiency (SCID)

Mice with defects in the genes encoding the IL-2 recep-
tor v chain, the nucleotide salvage pathway enzymes
adenosine deaminase or purine nucleoside phospho-
rylase, or the RAG enzymes, develop SCID due to a
failure of B- and T-cells to differentiate. These special
animals can be reconstituted with various human
lymphoid tissues and their functions and responses
analysed. Coimplantation of contiguous fragments of
human fetal liver (hematopoietic stem cells) and
thymus allows T-lymphopoiesis, production of B-cells
and maintenance of colony-forming units of myeloid
and erythroid lineages for 6-12 months. Adult periph-
eral blood cells injected into the peritoneal cavity of
SCID mice treated with growth hormone can sustain
the production of human B-cells and antibodies and
can be used to generate human hybridomas making
defined monoclonal antibodies. Immunotherapeutic
antitumor responses can also be played with in these
animals.

Cellular interactions in vitro

It is obvious that the methods outlined earlier for
depletion, enrichment and isolation of individual cell
populations enable the investigator to study cellular
interactions through judicious recombinations. These
interactions are usually more effective when the cells
are operating within some sort of stromal network re-
sembling the set-up of the tissues where their function
is optimally expressed. For example, colonization of
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Figure 7.12. ELISPOT (from ELISA spot) system for enumerating
antibody-forming cells. The picture shows spots formed by hy-
bridoma cells making autoantibodies to thyroglobulin revealed by
alkaline phosphatase-linked anti-Ig (courtesy of P. Hutchings). In-
creasing numbers of hybridoma cells were added to the top two and
bottom left-hand wells which show corresponding increases in the
number of ‘ELISPOTs’. The bottom right-hand well is a control using
ahybridoma of irrelevant specificity.

murine fetal thymus rudiments in culture with T-cell
precursors enables one to follow the pattern of pro-
liferation, maturation, TCR rearrangement and posi-
tive and negative selection normally seen in vivo (cf.
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Figure 7.13. Maturation of bone marrow stem cells under the in-
fluence of the thymus to become immunocompetent lymphocytes
capable of cell-mediated immune reactions. X-irradiation (X) de-
stroys the ability of host lymphocytes to mount a cellular immune
response, but the stem cells in injected bone marrow can become
immunocompetent and restore the response (1) unless the thymus
is removed (2), in which case only already immunocompetent lym-
phocytes are effective (3). Incidentally, the bone marrow stem cells
also restore the levels of other formed elements of the blood (red
cells, platelets, neutrophils, monocytes) which otherwise fall dra-
matically after X-irradiation, and such therapy is crucial in cases
where accidental or therapeutic exposure to X-rays or other anti-
mitotic agents seriously damages the hematopoietic cells.

p- 225). An even more refined system involves the
addition of selected lymphoid populations to disag-
gregated stromal cells derived from fetal thymic
lobes depleted of endogenous lymphoid cells with de-
oxyguanosine. The cells can be spun into a pellet and
cocultured in hanging drops; on transfer to normal
organ culture conditions after a few hours, reaggrega-
tion to intact lobes takes place quite magically and the
various differentiation and maturation processes then
unfold.

Probing function with antibodies

Antibodies can be used to confirm the importance of
cross-linking cell surface components for a number
of functions. An excellent example is the induction of
histamine release from mast cells by divalent F(ab’),
anti-FceRI but not by the univalent fragment. Simi-
larly, divalent anti-FcyR triggers phagocytosis in
macrophages, while a bispecific antibody to CD3 and
CD4 brings the two molecules together on the T-cell
surface and induces activation.

Spatially defined intracellular damage by chro-
mophore-assisted laser inactivation can be carried out
using antibodies. A neuronal growth cone in a living
embryo, for example, can be permeabilized and
loaded with anticalcineurin labeled with malachite
green which absorbs light at 620 nm where most cellu-
lar constituents do not. A laser emitting light of this



Figure 7.14. Microsurgery of a neuronal growth cone loaded with
a malachite green-labeled antibody to calcineurin. The growth
cone shows laser-induced retraction of membrane extensions:
(a) before, (b) during and (c) after the laser flash. (Reproduced from
a commentary by Muller BK. & Bonhoeffer F. (1995) Current
Biology 11, 1255 on experiments by Jay D.G. and colleagues (1995)
Nature 376, 686, with permission.)

wavelength will irradiate the antibody—chromophore
conjugate, so generating a pulse of highly reactive free
radicals which cause inactivation in a small region of
diameter around 15 A. Figure 7.14 shows that the laser
flash results in retraction of filopodial and lamellipodi-
al membrane extensions. This in turn influences the
direction of subsequent growth cone movement, so
demonstrating the involvement of the calmodulin-
dependent phosphatase, calcineurin, in growth cone
steering. By operating at different embryonic stages
the investigator can knock out functions in a temporal-
ly as well as spatially restricted fashion. This should
prove tobe a discriminating cellular microsurgical tool
of considerable utility and applicability.

GENETIC ENGINEERING OF CELLS

Insertion and modification of genes in
mammalian cells

Because gene transfer into mammalian cells is ineffi-
cient, itis customary to use immortal cell lines for such
transfections and to include a selectable marker such
as neomycin resistance. Genes can be introduced into
cells as calcium phosphate precipitates or by electro-
poration, in which a brief electric pulse transiently cre-
atesholesin the cell membrane. Anotherapproachisto
incorporate the gene into liposomes which fuse with
the cell membrane. Direct microinjection of DNA is
also effective. Integration of the gene into the genome
of a virus such as vaccinia provides an easy ride into
the cell, although more stable long-term transfections
are obtained with modified retroviral vectors. One of
the latest fads is transfection by biolistics, the buzz
word for biological ballistics. DNA coated on to gold

microparticles is literally fired from a high-pressure
helium gun and penetrates the cells; even plant cells
with their cellulose coats are easy meat for this tech-
nology. Skin and surgically exposed tissues can also
be penetrated with ease.

Studying the effect of adding a gene, then, does not
offer too many technological problems. How does one
assess the impact of removing a gene? One versatile
strategy to delete endogenous gene function is to tar-
get the gene’s mRNA as distinct from the gene itself.
Nucleotide sequences complementary to the mRNA of
the target gene are introduced into the cell, usually in
a form which allows them to replicate. The antisense
molecules so produced base pair with the target
mRNA and block translation into protein.

Introducing new genes into animals

Establishing ‘designer mice’ bearing new genes

Female mice are induced to superovulate and are then
mated. The fertilized eggs are microinjected with the
gene and surgically implanted in females. Between 5%
and 40% of the implanted oocytes develop to term and,
of these, 10-25% have copies of the injected gene, sta-
bly integrated into their chromosomes, detectable by
PCR. These ‘“founder’ transgenic animals are mated
with nontransgenic mice and pure transgenic lines are
eventually established (figure 7.15).

Expression of the transgene can be directed to par-
ticular tissues if the relevant promoter is included
in the construct, for example the thyroglobulin pro-
moter will confine expression to the thyroid. A dif-
ferent approach is to switch a gene on and off at will
by incorporating an inducible promoter. Thus, the
metallothionine promoter will enable expression of its
linked gene only if zinc is added to the drinking water
given to the mice. One needs to confirm that only the
desired expression is obtained as, in some situations,
promoters may misbehave leading to ‘leaky’ expres-
sion of the associated gene.

Transgenes introduced into embryonic stem cells

Embryonic stem (ES) cells can be obtained by cultur-
ing the inner cell mass of mouse blastocysts. After
transfection with the appropriate gene, the transfected
cells can be selected and reimplanted after injection
into a new blastocyst. The resulting mice are chimeric,
in that some cells carry the transgene and others do
not. The same will be true of germ cells and, by breed-
ing for germ-line transmission of the transgene, pure
strains can be derived (figure 7.16).
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Figure 7.15. Production of pure strain transgenic mice by micro-
injection of fertilized egg, implantation into a foster mother and
subsequent inbreeding.

The advantage over microinjection is that the cells
canbe selected after transfection, and this is especially
important if homologous recombination is required
in order to generate ‘knockout mice’ lacking the
gene which has been targeted. In this case, a DNA se-
quence which will disrupt the reading frame of the
endogenous gene is inserted into the ES cells. Because
homologous recombination is a rare event compared
to random integration, selectable markers are incor-
porated into the construct in order to transfer only
those ES cells in which the endogenous gene has been
deleted (figure 7.17). This is a truly powerful tech-
nology and the whole biological community has
been suffused with boxing fever, knocking out
genes right, left and center. Just a few examples of
knockout mice of interest to immunologists are listed
intable7.2.

It is not a particularly rare finding to observe
that knocking out a gene unexpectedly leads to de-
velopmental defects. Whilst this in itself can provide
important information implicating the gene in the
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Figure 7.16. Introduction of a transgene through transfection of
embryonic stem cells. The transfected cells can be selected, e.g. for
homologous recombinant ‘’knockouts’, before reimplantation. LIF,
leukemia inhibitory factor.

developmental biology of the animal, it can frustrate
the original aim of the experiment. Indeed, a number
of knockouts are nonviable due to embryonic lethality.
Never fear, ingenuity once again triumphs, in this case
by the harnessing of viral or yeast recombinase sys-
tems. Instead of using a nonfunctional gene to create
the knockout mouse, the targeting construct contains
the normal form of the gene but flanked with recogni-
tion sequences (loxP sites) for a recombinase enzyme
called Cre. These mice are mated with transgenic mice
containing the bacteriophage Pl-derived Cre trans-
gene linked to aninducible or tissue-specific promoter.
The endogenous gene of interest will be deleted only
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Figure7.17. Gene disruption by homologous recombination with
plasmid DNA containing a copy of the gene of interest (in this exam-
ple RAG-1) into which a sequence specifying neomycin resistance
(neo®) has been inserted in such a way as to destroy the RAG-1 read-
ing frame between the 5" and 3’ ends of the gene. Embryonic stem
(ES) cells in which the targeting sequence has been incorporated into
the chromosomal DNA by homologous recombination will be

resistant to the neomycin analog G418. Stem cells in which nonho-
mologous recombination into chromosomal DNA has occurred
would additionally incorporate the thymidine kinase (tk) gene which
canbe used to destroy such cells by culturing them in the presence of
ganciclovir, leaving only ES cells in which homologous recombina-
tion has been achieved. These are then used to create a knockout
mouse.
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Figure 7.18. Conditional knockout. The endogenous gene that is
under study (here B7.2) is homologously replaced in ES cells with an
identical gene, as in figure 7.17, but here flanked by loxP sequences
(brown boxes) and with the neo® gene incorporated in a nondisrup-
tive manner purely for selection purposes. Nonhomologous recom-
binants will contain the tk gene and are eliminated using ganciclovir.
Transgenic animals are then generated from ES cells which are resis-
tant to G418. If homozygous B7.2-loxP transgenics are mated with

when and where Cre is expressed (figure 7.18). The
Cre/loxPsystemcanalsobe organized insuchawayas
to turn on expression of a gene by incorporating a stop
sequence flanked by loxP sites.

Mice in which an endogenous gene is purposefully

mice which contain a transgene for the Cre recombinase under the
control of specific regulatory elements, only those cells in which the
promoter is active will produce the Cre enzyme necessary to delete
the sequence flanked by loxP. The example given would representan
experiment aimed at investigating the effect of specifically knocking
out B7.2 in B-cells whilst maintaining its expression in, for example,
dendritic cells.

replaced by a functional gene, be it a modified version
of the original gene or an entirely different gene, are re-
ferred to as ‘knocked in mice’. Hence, in the example
above, knocking in a loxP flanked gene leads eventual-
ly toaknocked out gene in a selected cell type. Another



Table7.2. Some gene ‘knockouts’and their effects.

Knockout target Phenotype of knockout mice

CD8 w-chain Absence of cytotoxic T-cells

p59 T Defective signalling in thymocytes
but not peripheral T-cells

HOX 11 No spleen

IgE No defects observed!

FceRl a-choin Resistant to cutaneous and systemic
anaphylaxis

IgM p-chain membrane exon Absence of B-cells

IL-6 No bone loss when ovariectomized

(implications for osteoporosis?)

IL-18 Susceptible to Leishmania major; shift
from Th1 fo Th2 response (decreased
IFNy ond increased IL-4 production)

MHC class 11 Ap Decreosed CD4 T-cells; inflammatory
bowel disease

Perforin Impaired CTL and NK cell function

TAP1 Lock CD8 cells

TNFR-1 Resistant to endotoxic shock;

susceptible to Listeria
Modified from Brandon (1995) Current Biology 5, 625.
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example of a knocked in gene was seen on p. 133 with
the replacement of endogenous RAG-2 with a RAG-
2-GFP fusion gene.

Gene therapy in humans. We seem to be catching up with
science fiction and are in the early stages of being able
to correct genetic misfortune by the introduction of
‘good’ genes. Effective gene delivery still poses major
problems but there have been some recent successes.
One form of severe combined immunodeficiency
(SCID) is due to a mutation in the yt gene which en-
codes a subunit of the cytokine receptors for IL-2,-4,-7,
-9 and -15. Correction of this defect in children has
been achieved by in vitro transfer of the normal
geneinto CD34" bone marrow stem cells using a vector
derived from a Moloney retrovirus, a convincing proof
of principle for human gene therapy. Adenovirus
vectors have also proved popular in past attempts
at gene therapy but are increasingly being replaced
by adeno-associated virus (AAV) which may be
safer. Some success has been achieved using intramus-
cular injection of AAV-based vectors to transfer
human blood clotting factor IX into patients with
hemophilia B.

SUMMARY

Isolation of leukocyte subpopulations

* Cellscanbeseparated on the basis of physical character-
istics such as size, buoyant density and adhesiveness.

* Phagocytic cells can be separated by a magnet after tak-
ing up iron particles, and cells which divide in response to
aspecificstimulus, e.g. antigen, can be eliminated by ultra-
violet light after incorporation of 5-bromodeoxyuridine.

* Antibody-coated cells can be eliminated by comple-
ment-mediated cytotoxicity or anti-Ig-ricin conjugates;
they can be isolated by panning on solid-phase anti-Ig or
by cluster formation with magnetic beads bearing anti-Ig
on their surface.

* Smaller numbers of cells can be fractionated by coating
with a fluorescent monoclonal antibody and separating
them from nonfluorescent cells in the FACS.

* Antigen-specific T-cells can be enriched as lines or
clones by driving them with antigen; fusion to appropriate
T-cell tumor lines yields immortal antigen-specific T-cell
hybridomas.

Immunohistochemical localization of antigens in cells

| and tissues
* Antigens can be localized if stained by fluorescent anti-
bodies and viewed in a fluorescence microscope.

¢ Confocal microscopy scans a very thin plane at
high magnification and provides quantitative data on
extremely sharp images of the antigen-containing struc-
tures which can also be examined in three dimensions.

* Antibodies can either be labeled directly or visualized
by a second antibody, a labeled anti-Ig.

* In a flow cytometer single cells in individual droplets
are interrogated by one or more lasers and quantitative
data using different fluorescent labels can be logged,
giving a complex phenotypic analysis of each cell in a
heterogeneous mixture. In addition, forward scatter
of the laser light defines cell size and 90° scatter, cell
granularity.

* Fluorescent antibodies or their fragments can also be
used for staining intracellular antigens in permeabilized
cells. Intracellular probes for pH, Ca**, Mg>*, Na*, thiols
and DNA content are also available. Gene regulatory
elements linked to a reporter gene such as GFP can
also now be studied at the single-cell level by flow
cytometry.

¢ Antibodies can be enzyme-labeled for histochemical
definition of antigens at the light microscope level, and
coupled with different-sized colloidal gold particles for
ultrastructural visualization in the electron microscope.

(continued)
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Gene expression

* mRNA expression can be localized by in sifu hybridiza-
tion using a complementary oligonucleotide probe.

* A complete picture of cellular gene expression is now
attainable by hybridization to microarray chips.

Assessment of functional activity

* Neutrophil chemotaxis, phagocytosis, NADH (reduced
nicotinamide adenine dinucleotide) oxidase activity and
microbicidal potency can all be studied, almost on a
routine basis.

* Lymphocyteresponses toantigen are monitored by pro-
liferation and/or cytokine release. Individual cells secret-
ing cytokines can be identified by the ELISPOT technique
in which the secreted product is captured by a solid-phase
antibody and then stained with a second labeled antibody.
» Extracellular killing by cytotoxic T-cells, and NK cells,
can be measured by the release of radioactive *'Cr from
prelabeled target cells.

* The precursor frequency of effector T-cells can be mea-
sured by staining the cells with peptide-MHC tetramers
or by limiting dilution analysis.

* Antibody-forming cells can be enumerated, either by
an immunofluorescence sandwich test or by plaque
techniques in which the antibody secreted by the
cells causes complement-mediated lysis of adjacent red
cells, or is captured by solid-phase antigen in an ELISPOT
assay.

* Functional activity can be assessed by cellular reconsti-
tution experiments in which leukocyte sets and selected
lymphoid tissue can be transplanted into unresponsive
hosts such as X-irradiated recipients or SCID mice. De-
fined cell populations can also be separated and selec-
tively recombined in vitro.

* Antibodies can be used to probe cellular function by
cross-linking cell surface components or by selective
destruction of particular intracellular sites by laser

irradiation of chromophore-conjugated specific anti-
bodies which localize to the target area by penetrating
permeabilized cells.

Genetic engineering of cells

* Genes canbeinserted into mammalian cells by transfec-
tion using calcium phosphate precipitates, electropora-
tion, liposomes and microinjection.

* Genes can also be taken into a cell after incorporation
into vaccinia or retroviruses.

* Endogenous gene function can be inhibited by anti-
sense RNA or by homologous recombination with a
disrupted gene. '

* Transgenic mice bearing an entirely new gene intro-
duced into the fertilized egg by microinjection of DNA can
be established as inbred lines.

* Genes can be introduced into embryonic stem cells;
these modified stem cells are injected back into a blastocyst
and can develop into founder mice from which pure trans-
genicanimals canbebred. One very importantapplication
of this technique involves the disruption of a targeted gene
in the embryonic stem cell by homologous recombination,
producing ‘knockout’ mice lacking a specific gene. Condi-
tional knockouts employ recombinase systems such as
Cre/loxP in order to control the deletion either temporally
orina tissue-specific manner.

* ‘Knock in” mice have a specified endogenous gene
homologously replaced with either a variant of that gene
or an entirely different gene.

* Human gene therapy promises an exciting future.
Delivery of genes by vectors based on retroviruses or
adeno-related virus is under intensive investigation.

See the accompanying website (www.roitt.com)
for multiple choice questions.
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INTRODUCTION

In order to discuss the events which occur in
the operation of the immune system as a whole,
it is imperative to establish a nomenclature which
identifies the surface markers on the cells involved
since these are used for communication and are
usually functional molecules reflecting the state of
cellular differentiation. The nomenclature system
is established as follows. Immunologists from the
far corners of the world who have produced mono-
clonal antibodies directed to surface molecules
on B- and T-cells, macrophages, neutrophils and
natural killer (NK) cells, and so on, get together
every so often to compare the specificities of their
reagents in international workshops whose spirit
of cooperation should be a lesson to most politi-

cians. Where a cluster of monoclonals are found to
react with the same polypeptide, they clearly rep-
resent a series of reagents defining a given marker
and are labeled with a CD (cluster of differentia-
tion) number. Currently, there are nearly 250 CD
numbers assigned, with some of them having sub-
divisions, but those in table 8.1 are most relevant to
our discussions. A complete list of CD markers is
given in Appendix 1. It is important to appreciate
that the expression level of cell surface molecules
often changes as cells differentiate or become
activated and that ‘subpopulations’ of cells exist
which differentially express particular molecules.
When expressed at a low level the ‘presence’ or
‘absence’ of a given CD antigen may be rather
subjective, but be aware that low level expression
does notnecessarily imply biological irrelevance.

THE NEED FOR ORGANIZED
LYMPHOID TISSUE

For an effective immune response, an intricate series
of cellular events must occur. Antigen must bind and
if necessary be processed by antigen-presenting cells,
which must then make contact withand activate T-and
B-cells; T-helpers must assist B-cells and cytotoxic
T-cell precursors, and there have to be mechanisms
which amplify the numbers of potential effector cells
by proliferation and then bring about differentiation
to generate the mediators of humoral and cellular

immunity. In addition, memory cells for secondary
responses must be formed and the whole response
controlled so that it is adequate but not excessive and
is appropriate to the type of infection being dealt
with. By working hard, we can isolate component cells
of the immune system and persuade them to carry out
a number of responses to antigen in the test-tube, but
compared with the efficacy of the overall development
of immunity in the body, our efforts still leave much to
be desired. In vivo the integration of the complex cellu-
lar interactions which form the basis of the immune
response takes place within the organized architecture



Table 8.1. Some of the major

clusters of differentiation (CD)

markers on human cells.
cD Expression Functions
CD1 IDC, B subset Presents glycolipid and other non-
peptide antigens to T-cells
CD2 T, NK Receptor for CD58 (LFA-3)
costimulator. Binds sheep rbc
CD3 T Transducing elements of T-cell receptor
CD4 T-helper, Mo, Mo | MHC closs II. HIV receptor
CD5 T, B subset Involved in antigen receptor signaling
CcD8 T-cytotoxic MHC class | receptor
CD14 6, Mo, Mé § LPS/LBP complex receptor
|
{ cD16 G, NK, B, Mo, IDC | FeyRIIl (medium affinifty 1gG receptor)
| CD19 B, FDC Part of B-cell antigen receptor complex
CD20 B Unknown, but able fo provide
intracellular signals
cD21 B, FOC | CR2. Receptor for C3d and Epstein—
| Barr virus. Part of B-cell antigen |
| | receptor complex ;
| cp23 B, Mo, FDC FeeRIl (low affinity IgE receptor) ’
| CD25 *T, *B, *Mo, *Mé | IL-2 receptor o chain
CcD28 T*B Receptor for CC80/CD86 (B7.1 and
| B7.2) costimulators
| CD32 I'Fulo, Mo, ll?cé FeyRIl (low affinity 1gG receptor)
CD34 Progenitors Adhesion molecule. Stem cell marker
CD40 B, Mo, IDC, FOC | Receptor for CD40L costimulator
CD45RA Resting/Naive T- | Phosphatase, cell activation
cells, B, G, Mo, NK
CD45R0O Activated/Memory | Phosphatase, cell activation
T-cells, Mo, DC
CD64 Mo, Mg, DC FeyRI (high affinity 196 receptor)
CD79a/CD7%b| B Transducing elements of B-cell reoeptor
CD80 *B, *T, Mo, DC B7.1 receptor for CD28 cosfimulator
and for CTLA4 inhibitory signal
CD86 B, IDC, Mo B7.2 receptor for CD28 costimulator
and for CTLA4 inhibitory signal
CD95 Widespread Fas receptor for FasL. Transmifs
| apoptofic signals

*

, activated; B, B-lymphocytes; FDC, follicular dendritic cells,

G, granulocytes; IDC, interdigitating dendritic cells; Mast, mast
cells; Mg, macrophages; Mo, monocytes; NK, natural killer cells; T,

T-lymphocytes.

of peripheral, or secondary, lymphoid tissue which
includes the lymph nodes, spleen and unencapsulated
tissue lining the respiratory, gastrointestinal and
genitourinary tracts.

These tissues become populated by cells of reticular
origin and by macrophages and lymphocytes derived
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Figure 8.1. The functional organization of lymphoid tissue. Stem
cells (SC) arising in the bone marrow differentiate into immuno-
competent T- and B-cells in the primary lymphoid organs and then
colonize the secondary lymphoid tissues where immune responses
are organized. The mucosal-associated lymphoid tissue (MALT)
produces antibodies for mucosal secretions.
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Figure8.2. Thedistribution of majorlymphoid organsand tissues
throughout the body.

from bone marrow stem cells, the T-cells first dif-
ferentiating into immunocompetent cells by a high-
pressure training period in the thymus, the B-cells
undergoing their education in the bone marrow itself
(figure 8.1). In essence, the lymph nodes filter off and,
if necessary, respond to foreign material draining
body tissues, the spleen monitors the blood and the
unencapsulated lymphoid tissue is strategically inte-
grated into mucosal surfaces of the body as a forward
defensive system based on IgA secretion.
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The anatomical disposition of these lymphoid
tissues is illustrated in figure 8.2. The lymphatics and
associated lymph nodes form an impressive network,
draining the viscera and the more superficial body
structures before returning to the blood by way of the
thoracic duct (figure 8.3).

LEFT
SUBCLAVIAN
VEIN
THORACIC
pucTt
LYMPH
NODES
LYMPHATIC
VESSELS

Figure 8.3. The network of lymph nodes and lymphatics. Lymph
nodes occur at junctions of the draining lymphatics. The lymph
finally collects in the thoracic duct and thence returns to the blood-
stream via the left subclavian vein.

Communication between these tissues and the
rest of the body is maintained by a pool of recirculat-
ing lymphocytes which pass from the blood into the
lymph nodes, spleen and other tissues and back to
the blood by the major lymphatic channels such as the
thoracic duct (figures 8.4 and 8.10).

LYMPHOCYTES TRAFFIC BETWEEN
LYMPHOID TISSUES

This traffic of lymphocytes between the tissues, the
bloodstream and the lymph nodes enables antigen-
sensitive cells to seek the antigen and to be recruited to
sites at which a response is occurring, while the dis-
semination of memory cells and their progeny enables
amore widespread response to be organized through-
out the lymphoid system. Thus, antigen-reactive cells
are depleted from the circulating pool of lymphocytes
within 24 hours of antigen first localizing in the lymph
nodes or spleen; several days later, after proliferation
at the site of antigen localization, a peak of activated
cells appears in the thoracic duct. When antigen
reaches a lymph node in a primed animal, there is a
dramatic fall in the output of cells in the efferent lym-
phatics, a phenomenon described variously as ‘cell
shutdown” or ‘lymphocyte trapping’ and which is
thought to result from the antigen-induced release of
soluble factors from T-cells (cf. the cytokines, p. 179);
this is followed by an output of activated blast cells
which peaks at around 80 hours.

Lymphocytes home to their specific tissues

Naive lymphocytes enter a lymph node through the
afferent lymphatics and by guided passage across the
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Figure 8.4. Trafficand recirculation of

lymphocytes through encapsulated

A
lymphoid tissue and sites of inflammation. HEV @
Blood-borne lymphocytes enter the tissues 1
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lymphatics. The efferentlymphatics, finally
emerging from the last node in each chain,
join to form the thoracic duct which returns
the lymphocytes to the bloodstream. In the
spleen, which lacks HEVs, lymphocytes enter
the lymphoid area (white pulp) from the

erythroid area (red pulp) and leave by the

| SPLEEN

splenic vein. Traffic through the mucosal

A
arterioles, pass to the sinusoids of the @
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immune system is elaborated in figure 8.10.
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Figure 8.5. Lymphocyte association with postcapillary venules.
(a) High-walled endothelial cells (HEC) of postcapillary venules in
rat cervical lymph nodes showing intimate association with lym-
phocytes (Ly). (b) Flattened capillary endothelial cell (EC) for com-
parison. (c¢) Lymphocytes adhering to HEC (scanning electron
micrograph). ((a) and (b) Kindly provided by Dr Ann Ager and (c) by
Dr W. van Ewijk.)

specialized high-walled endothelium of the post-
capillary venules (HEVs) (figure 8.5). Comparable
HEVs offer the transit of cells concerned in mucosal
immunity to Peyer’s patches. In other cases involving
migration into normal and inflamed tissues, the
lymphocytes bind to and cross nonspecialized flatter
endothelia. Lymphoblasts and memory cell popula-
tions display tissue-restricted migration to extra-
lymphoid sites such as skin or mucosal epithelium,
while lymphocytes, as well as neutrophils and mono-
cytes, target and migrate into sites of inflammation
in response to locally produced mediators.

This highly organized traffic is orchestrated by
directing the relevant lymphocytes to different parts
of thelymphoid systemand the various other tissuesby
aseries of homingreceptors whichincludemembers of
the integrin superfamily (table 8.2) and also a member
of the selectin family, L-selectin. Integrins can bind to
extracellular matrix, plasma proteins and to other cell
surface molecules, and they are widely involved in
embryogenesis, cell growth, differentiation, adhesion,
motility, programed cell death and tissue maintenance.
Within the immune system their complementary lig-
ands include cell surface vascular addressins present
on the appropriate blood vessel endothelium (figure
8.6). Theseactasselective gateways whichallow partic-

ular populations of lymphocytes access to the appro-
priate tissue (table 8.3). Chemokines such as SLC
(secondary lymphoid tissue chemokine), presented by
vascularendothelium, play akeyroleintriggeringlym-
phocyte arrest, the chemokine receptors on the lym-
phocytebeing involved in the functional upregulation
ofintegrins. With respecttolymphocytes and dendritic
cells which are destined for the skin, E-selectin on the
endothelium recognizes cutaneous leukocyte antigen
(CLA)onthesecells.

Transmigration occurs in three stages

Step 1: Tethering and rolling

In order for the lymphocyte to become attached to the
endothelial cell, it has to overcome the shear forces
created by the blood flow. This is effected by a force of
attraction between the homing receptors and their
ligands on the vessel wall which operates through
microvilli on the leukocyte surface (figure 8.6). After
this tethering process, the lymphocyte rolls along the
endothelial cell, with the integrins VLA-4 or LPAM-1
on the lymphocyte binding to their ligands on the
endothelium.

Step 2: LFA-1 activation and cell flattening

This process leads to activation and recruitment of
LFA-1 to the nonvillous surface of the lymphocyte.
This integrin binds very strongly to ICAM-1 and -2 on
the endothelial cell, the intimate contact causing the
lymphocyte to flatten.
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Table 8.2. The integrin superfamily. In general, the integrins are
concerned with intercellular adhesion and adhesion to extracellular
matrix components. Many of them are also involved in cell signal
transduction. They are heterodimers with unique but related o
chains which can be grouped into subsets, each of which has a com-
mon B chain. The VLA subfamily took its name from VLA-1 and -2
which appeared as very late antigens (VLA) on T-cells, 24 weeks
after in vitro activation. However, VLA-3, -4 and -5 belong to the
same family but are not ‘very late’ and are found to different extents
on lymphocytes, monocytes, platelets and probably hematopoietic
progenitors. A structure called the I (inserted) domain is present in
many integrin subunits and contains the metal ion-dependent adhe-
sionsite (MIDAS) which, in the presence of M| gz'*, isinvolved inbind-
ing the Arg.Gly.Asp. (RGD) motif on many of the ligands essential
for cell adhesion.

Integrin | Subunits *CD group Expr.essioﬁ. Ligond .
| VLA profeins |
VLA- o,B, CD48a/CD29 = Widespread LM, CO |

VLA-2 wB, |CD49b/CD29 Widespread LM, CO
| VA3 sy CD49c/CD29  Widespreod FN, LM, CO, EN
VA4 | oB, CD49d/CD29 Widespread ~ FN, VCAM-1
VIAS | oeB, CD49¢/CD29  Widespread FN
VLA-6 ogBy CD491/CD29  Widespread M
Leukocyte integrins
LFA-1 B, CD110/CD18  Leukocytes | ICAM-1,-2,-3
CR3 (Mac-1) B, CD11b/CD18 N, Mo, LGL | ICAM-1, C3bi, |
FG, FX
p150,95 4B, CD11¢/CD18, M, Mo, N C3bi, LPS |
0B, CD11d/CD18|  Tissue M ICAM-3

LPAM-1 B, CD49d/ND | Lymphocyles = MAGCAM-1,
| VCAM-1, FN
0Py CD103/ND  Intraepithelial | E-codherin

T-cells

l Cytoadhesins

GPIIb/I1la apfs  CD41/CD61 Megakaryocyles, FN,VN,FG,
platelets VWF, THR
VN receptor s CD51/CD61 | Widespread VN,FN,FG,

VWF, THR, TN

CO, collagen; CR3, complement receptor 3; EN, entactin; FG, fibrino-
gen; FN, fibronectin; FX, factor X; GPIIb/IlIa, integrin glycoproteins
IIb and IITa; ICAM, intercellular adhesion molecule; LFA, lympho-
cyte function-associated molecule; LGL, large granular lymphocyte;
LM, laminin; LPAM, lymphocyte Peyer s patch adhesion molecule;
M, macrophage; MAdCAM, mucosal addressin cell adhesion mole-
cule; Mo, monocyte; N, neutrophil; THR, thrombospondin; TN,
tenascin; VCAM, vascular cell adhesion molecule; VLA, very late
antigen (although they are not all expressed late!); VN, vitronectin;
VWE, von Willebrand factor. *CD markers are explained on p. 147.
ND, no CD designation yet assigned.

Step 3: Diapedesis

The flattened lymphocyte now uses the LFA-1-ICAM
interaction and the immunoglobulin superfamily
member PECAM-1 (platelet endothelial cell adhesion
molecule, CD31; not only present on platelets, see Ap-
pendix1),toelbowitswaybetweentheendothelial cells
andintothetissueinresponsetoachemotacticsignal.

A closer look at the interacting receptors and
their ligands

The ligands for selectins tend to be mucinous mole-
cules covered with dense patches of O-linked sugars.
The selectins generally terminate in a lectin domain
(hence ‘selectin’), as might be expected given the
nature of the ligands.

P- and E-selectins allow memory T-cells expressing
highlevels of VLA-4 tolocalize atsites of inflammation
where subsequent interaction with the upregulated
vascular cell adhesion molecule (VCAM-1) on the in-
flamed endothelium, and with various cytokine and
chemokine inflammatory mediators presented on the
surface of extracellular matrix proteoglycans, leads to
lymphocyte transmigration. Secretion of heparanase
by the stimulated T-cell could break down elements
of the extracellular matrix, thereby facilitating move-
ment towards the sounds of inflammatory gunfire.

Homing previously activated and memory lympho-
cytes to sites of inflammation provoked by infectious
agents makes a great deal of sense. The same may be
said for the mechanisms which enable lymphocytes
bearing receptors for mucosal-associated lymphoid
tissue (MALT) to circulate within and between the col-
lections of lymphoid tissue guarding the external body
surfaces (see figure 8.10). In this way, lymphocytes,
such as those programed to support the synthesis of
IgA destined for secretion, will not waste time cooling
their heels in encapsulated peripheral lymph nodes
which play no role in mucosal protection.

ENCAPSULATED LYMPH NODES

The encapsulated tissue of the lymph node contains a
meshwork of reticular cells and their fibers organized
into sinuses. These act as a filter for lymph draining the
body tissues, and possibly bearing foreign antigens,
which enters the subcapsular sinus by the afferent
vessels and diffuses past the lymphocytes in the cortex
toreach themacrophages of the medullary sinuses (fig-
ure 8.7) and thence the efferent lymphatics (figures 8.4
and 8.7). What is so striking about the organization
of the lymph node is that the T- and B-lymphocytes
are very largely separated into different anatomical
compartments.

B-cell areas

The follicular aggregations of B-lymphocytes are a
prominent feature of the outer cortex. In the unstimu-
lated node they are present as spherical collections of
cells termed primary follicles (figure 8.7i), but after
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Figure 8.6. Homing and transmigration of lymphocytes. Fast-
moving lymphocytes are tethered (Step 1) to the vessel walls of the
tissue they are being guided to enter through an interaction between
specific homing receptors, such as L-selectin (+) or LPAM-1 (¢) locat-
ed on the microvilli of the lymphocyte, and their ligands, for exam-
ple GlyCAM-1 or MAACAM-1, on the endothelium of the vessel
wall. After rolling along the surface of the endothelial cells (Step 2),

activation of the lymphocyte LFA-1 integrin (cf. table 8.2) occurs
(Step 3, ). Note that, because this integrin is absent from the mi-
crovilli, firm binding occurs by the body of the lymphocyte to
its ligands, ICAM-1/2, on the endothelium. This process results in
cell flattening (Step 4) and migration of the lymphocyte between
adjacent endothelial cells, a process referred to as diapedesis
(Step 5).

Table 8.3. Ligand-receptor interactions determining the homing of defined lymphocyte populations.

Result of inferaction

*Ligand on
endothelium

Homing Receptor on

LFA-1

Rolling activation

Flatiening Diapedesis

Naive and memory
T-cells into a lymph
node

Naive T-cells info
Peyer's patches

LPAM-1" lymphoblasts
and memory T-cells into
Peyer's patch and
lamina propria

LPAM-1M
T-cells into site of
inflammation

*Inlymphnode and Peyer’s patches the molecules are present on the specialized HEV.
CCR7, CC subgroup chemokine receptor-7; ESL, E-selectin ligand; GlyCAM, glycosylation-dependent cell adhesion molecule; PSGL, P-selectin

glycoprotein ligand; SLC, secondary lymphoid tissue chemokine.

antigenic challenge they form secondary follicles
(figure 8.7f) which consist of a corona or mantle of con-
centrically packed, resting, small B-lymphocytes pos-
sessing both IgM and IgD on their surface surrounding
a pale-staining germinal center (figure 8.7b). This con-
tains large, usually proliferating, B-blasts, a minority

of T-cells, scattered conventional reticular macro-
phages containing ‘tingible bodies’ of phagocytosed
lymphocytes, and a tight network of specialized follic-
ular dendritic cells (FDCs) with elongated cytoplas-
mic processes and few, if any, lysosomes. Germinal
centers are greatly enlarged in secondary antibody
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Figure 8.7. Lymph node. (a) Diagrammatic representation of
section through a whole node. (b) Diagram showing differentia-
tion of B-cells during passage through different regions of an
active germinal center. FDC, follicular dendritic cell; M¢, macro-
phage; x, apoptotic B-cell. (¢) Human lymph node, low-power
view. (d) Medulla stained with methyl green (DNA)/pyronin
(RNA) to show the basophilic (pink) cytoplasm of the plasma
cells with their abundant ribosomes. (e) Medullary sinus of
lymph node draining site of lithium carmine injection showing
macrophages which have phagocytosed the colloidal dye (one
is arrowed). (f) Secondary lymphoid follicle showing germinal
center surrounded by a mantle of small B-lymphocytes stained
by anti-human IgD labeled with horseradish peroxidase (brown
color). There are few IgD-positive cells in the center but both areas
contain IgM-positive B-lymphocytes. (g) Node from mouse immu-
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nized with the thymus-independent antigen, Pneumococcus polysac-
charide SIII, revealing prominent stimulation of secondary follicles
with germinal centers. (h) Methyl green/pyronin stain of lymph
node draining site of skin painted with the contact sensitizer oxa-
zolone, highlighting the generalized expansion and activation of the
paracortical T-cells, the T-blasts being strongly basophilic. (i) The.
same study in a neonatally thymectomized mouse shows a lonely
primary nodule (follicle) with complete lack of cellular response in
the paracortical area. GC, germinal center; LM, lymphocyte mantle
of secondary follicle; MC, medullary cords; MS, medullary sinus;
PA, paracortical area; PC, plasma cell; PF, primary follicle; SF,
secondary follicle; SM, sinusoidal macrophage; SS, subcapsular
sinus. ((c) Photographed by Professor PM. Lydyard; (d—f) by DrK.A.
MacLennan; (g-i) courtesy of Dr M. de Sousa and Professor D.M.V.
Parrott.)



responses during which they constitute sites of B-cell
maturation and the generation of B-cell memory.

In the absence of antigen drive, the primary follicles
are composed of a mesh of FDCs whose spaces
are filled with recirculating, but resting, small B-
lymphocytes. On priming with a single dose of a T-
dependent antigen (i.e. antigen for which the B-cells
require cooperation from T-helper cells; cf. p. 171), the
FDC network can be colonized by as few as three pri-
mary B-blasts which undergo exponential growth,
producing around 10* so-called centroblasts and dis-
placing the original resting B-cells which now form the
follicular mantle. These highly mitotic centroblasts,
with no surface IgD (sIgD) and very little sIgM, then
differentiate into light zone centrocytes which arenon-
cycling and begin to upregulate their expression of sIg.
At this stage there is very extensive apoptotic cell
death, giving rise to DNA fragments which are visible
as ‘tingible bodies” within the macrophages, the final
resting place of the dead cells. The survivors undergo
their final training in the apical light zone. A
proportion of those which are shunted down the
memory cell pathway take up residence in the mantle
zone population, the remainder joining the recirculat-
ing B-cell pool. Other cells differentiate into plas-
mablasts with a well-defined endoplasmic reticulum,
prominent Golgi apparatus and cytoplasmic Ig; these
migrate to become plasma cells in the medullary cords
which project between the medullary sinuses (figure
8.7d). This maturation of antibody-forming cells at a
site distant from that at which antigen triggering has
occurred is also seen in the spleen, where plasma cells
are found predominantly in the marginal zone. One’s
guess is that this movement of cells acts to prevent the
generation of high local concentrations of antibody
within the germinal center, so avoiding neutralization
of the antigen on the FDCs and premature shutting off
of the immune response.

Theremainder of the outer cortex is also essentially a
B-cell area with scattered T-cells.

T-cell areas

T-cells are mainly confined to a region referred to as the
paracortical (or thymus-dependent) area (figure 8.7a);
in nodes taken from children with selective T-cell
deficiency (figure 15.5), or from neonatally thymec-
tomized mice (figure 8.7i), the paracortical region is
seen to be virtually devoid of lymphocytes. Further-
more, when a T-cell-mediated response is elicited in a
normal animal, say by a skin graft or by painting
chemicals such as picryl chloride on the skin to induce
contact hypersensitivity, there is a marked prolifera-
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tion of cells in the thymus-dependent area and typical
lymphoblasts are evident (figure 8.7h). In contrast,
stimulation of antibody formation by the thymus-
independent antigen, Pneumococcus polysaccharide
SIII, leads to proliferation in the cortical lymphoid
follicles with the development of germinal centers,
while the paracortical region remains inactive, re-
flecting the inability to develop cellular hypersensitiv-
ity to the polysaccharide (figure 8.7g). As expected,
nodes taken from children with congenital hypogam-
maglobulinemia associated with failure of B-cell de-
velopment conspicuously lack primary and secondary
follicles.

SPLEEN

On a fresh section of spleen, the lymphoid tissue form-
ing the white pulp is seen as circular or elongated gray
areas (figure 8.8b) within the erythrocyte-filled red
pulp which consists of splenic cords lined with
macrophages and venous sinusoids. As in the lymph
node, T- and B-cell areas are segregated (figure 8.8a).
The spleen is a very effective blood filter removing
effete red and white cells and responding actively to
blood-borne antigens, the more so if they are particu-
late. Plasmablasts and mature plasma cells are present
in the marginal zone extending into the red pulp
(figure 8.8c).

MUCOSAL-ASSOCIATED LYMPHOID
TISSUE (MALT)

The respiratory, gastrointestinal and genitouri-
nary tracts are guarded immunologically by sub-
epithelial accumulations of lymphoid tissue which are
not constrained by a connective tissue capsule (figure
8.9). These may occur as diffuse collections of lympho-
cytes, plasma cells and phagocytes throughout the
lung and the lamina propria of the intestinal wall (fig-
ure 8.9a and b), or as more clearly organized tissue
with well-formed follicles. In humans, the latter in-
cludes the lingual, palatine and pharyngeal tonsils
(figure 8.9¢), the Peyer’s patches of the small intestine
(figure 8.9d) and the appendix. MALT forms an
interconnected secretory system within which cells
committed to IgA or IgE synthesis may circulate
(figure 8.10).

In the gut, antigen enters the Peyer’s patches (figure
8.9d) across specialized epithelial cells (cf. figure 8.15)
and stimulates the antigen-sensitive lymphocytes.
After activation these drain into the lymph and, aftera
journey through the mesenteric lymph nodes and the
thoracic duct, they pass from the bloodstream into the
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Figure 8.8. Spleen. (a) Diagrammatic representation. (b) Low-
power view showing lymphoid white pulp (WP) and red pulp (RP).
(c) High-power view of germinal center (GC) and lymphocyte
mantle (M) surrounded by marginal zone (MZ) and red pulp (RP).
Adjacent to the follicle, an arteriole (A) is surrounded by the peri-
arteriolar lymphoid sheath (PALS) predominantly consisting of T-

lamina propria (figure 8.10) where they become IgA-
forming cells which, because they are now broadly
distributed, protect a wide area of the bowel with
protective antibody. The cells also appear in the lym-
phoid tissue of the lung and in other mucosal sites
guided by the interactions of specifichoming receptors
with appropriate HEV addressins as discussed earlier.
Similarly, intranasal immunization is particularly
effective at generating antibody production in the
genitourinary tract.

Intestinal lymphocytes

The intestinal lamina propria is home to a predomi-
nantly activated T-cell population rich in the LPAM-1

MARGINAL ZONE
(B-CELL AREA)

SECONDARY
FOLLICLE

J

cells. Note that the marginal zone is only present above the sec-
ondary follicle. (d) Localization of the thymus-independent antigen,
ficoll, on the marginal zone macrophages. The ficoll is visualized by
labeling with the red fluorescent dye tetramethyl-thodamine. ((b)
Photographed by Professor PM. Lydyard; (c) by Professor L.C.M.
MacLennan; (d) kindly provided by Professor ].H. Humphrey.)

integrin (table 8.2), the ligand for MAdACAM-1 on the
lamina propria postcapillary venules (figure 8.11).
These T-cells bear a phenotype roughly comparable to
that of peripheral blood lymphocytes: viz. >95% T-cell
receptor (TCR) oy and a CD4: CD8 ratio of 7: 3. Within
the lamina propria there is also a generous sprinkling
of activated B-blasts and plasma cells secreting IgA
for transport by the poly-Ig receptor to the intestinal
lumen (cf. p. 53).

Intestinal intraepithelial lymphocytes (IELs) are
quite a different kettle of fish. They are also mostly T-
cells, 10-40% of which have a yd TCR. Of those bearing
an o TCR, most are CD8 positive and can be divided
into two populations. One-third of them possess the
conventional form of CD8, which is a heterodimer
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Figure 8.9. The IgA secretory immune system (MALT). (a) Section
of lung showing a diffuse accumulation of lymphocytes (Ly) in the
bronchial wall. (b) Section of human jejunum showing lymphoid
cells (Ly), stained green by a fluorescent antileukocyte monoclonal
antibody, in the mucosal epithelium (ME) and in the lamina propria
(LP). A red fluorescent anti-IgA conjugate stains the cytoplasm of
plasma cells (PC) in thelamina propria and detects IgAin the surface

composed of a CD8 o chain and a CD8 B chain.
However, two-thirds of them instead express a CD8 aio.
homodimer which is almost exclusively found only on
IELs. Whilst the CD8 o8 IELs are restricted by classical
MHC class I molecules, the CD8 o IELs appear to
recognize nonclassical MHC molecules (cf. p. 77)
perhaps including TL and Qal but not, appar-
ently, CD1. The antigen specificity of most IELs is un-
known. Intraepithelial lymphocytes and intraepithe-
lial dendriticcellsexpresshighlevelsof the a3, integrin
whichbindsE-cadherin onintestinal epithelial cells.
The relatively high proportion of TCR ¥3 cells is also
unusual and most of these also express the CD8 o
characteristic of IELs. Since a number of cloned 6 T-

ke A N

mucus; altogether a super picture! (c) Low-power view of human
tonsil showing the MALT with numerous secondary follicles (SF)
containing germinal centers. (d) Peyer’s patches (PP) in mouse
ileum. The T-cell areas are stained brown by a peroxidase-labeled
monoclonal antibody to Thy 1. ((a) Kindly provided by Professor
P. Lydyard; (b) by Professor G. Jannosy; (c) by Mr C. Symes; and (d)
by DrE. Andrew.)

cells have been found to have specificity for heat-shock
proteins, which are widely distributed in nature and
usually highly immunogenic, it has been postulated
that they act as a relatively primitive first line of
defense at the outer surfaces of the body.

Reflect for a moment on the fact that roughly
10 bacteria reside in the intestinal lumen of the
normal adult human. That is a pretty impressive
number of ‘noughts’ to swallow. Yet combined with
the barrier of mucins produced by goblet cells and the
protective zone of secreted IgA antibodies, these col-
lections of intestinal lymphocytes represent a crucial
line of defense.

It is not only the intestine that has a localized

(b)
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Figure 8.10. Circulation of lymphocytes
within the mucosal-associated lymphoid
system. Antigen-stimulated cells move from
Peyer’s patches to colonize the lamina
propria and the other mucosal surfaces
(#~—~—~), forming what has been
described as a common mucosal immune
system.

Figure8.11. Selective expressionof themu-
cosal vascularaddressin MAdCAM-1onen-
dotheliuminvolved inlymphocyte homing
to gastrointestinal sites. Immunohistologic
staining reveals the presence of MAACAM-1
(a) onpostcapillary venules in thesmali
intestinallamina propriaand (b) on HEV in
Peyer’s patches, butits absence from (c) HEV
inperipherallymphnodes. (Reproduced
with permissionfrom Butcher E.C. et al. (1999)
AdvancesinImmunology72,209.) Atleastsome
component of intestinal trafficking appears to
operate asasubcomponentofacommon
mucosal immunesystem (cf. figure 8.10),
MAdCAM-1beinglargely absent from the
genitourinary tract,lung, salivary and
lacrimal gland, althoughitis presenton
vascular endotheliumin the mammary
gland.

immune system composed mostly of resident T-
lymphocytes; similar set-ups appear to apply to the
skin and to the liver. Nonclassical MHC antigens
seem to play an important role in these specialized
locales, with the MHC class I chain-related (MIC)
family members MICA and MICB (cf. p. 78) implicated
in the activation of human y8 TCR IELs, and CD1 in
antigen presentation to liver NK T-cells (cf. p. 102).

BONE MARROW CAN BE A MAJOR SITE OF
ANTIBODY SYNTHESIS

A few days after a secondary response, activated
memory B-cells migrate to the bone marrow where
they mature into plasma cells (figure 8.12). The bone
marrow is a major source of serum Ig, contributing up
to 80% of the total Ig-secreting cells in the 100-week-
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Figure 8.12. Plasma cells in human bone marrow. Cytospin prepa-
ration stained with rhodamine (orange) for IgA heavy chain and
fluorescein (green) for lambda light chain. One cell is IgA.A, another
IgA.non-A and the third is non-IgA.\ positive. (Photograph kindly
supplied by Drs Benner, Hijmans and Haaijman.)

old mouse. The peripheral lymphoid tissue responds
rapidly to antigen, but only for a relatively short time,
whereas bone marrow starts slowly and gives a long-
lasting massive production of antibody to antigens
which repeatedly challenge the host.

THE ENJOYMENT OF PRIVILEGED SITES

Certain selected parts of the body, for example brain,
anterior chamber of the eye and testis, have been des-
ignated privileged immunological sites, in the sense
that antigens located within them do not provoke reac-
tions against themselves. It has long been known, for
example, that foreign corneal grafts can take up long-
term. residence, and a number of viruses have been
expanded by repeated passage through animal brain.

Generally speaking, privileged sites are protected
by rather strong blood-tissue barriers and low
permeability to hydrophilic compounds and carrier-
mediated transport systems. Functionally insignifi-
cant levels of complement reduce the threat of acute
inflammatory reactions and unusually high concen-
trations of immunomodulators, such as IL-10 and
transforming growth factor-f (TGEB; cf. p. 179), endow
macrophages with an immunosuppressive capacity.
Immune privilege may also be maintained by Fas
(CD95)-induced apoptosis of autoaggressive cells.
Lesley Brent putitrather well: ‘Itmay be supposed that
it is beneficial to the organism not to turn the anterior
chamber or the cornea of the eye, or the brain, into an
inflammatory battle-field, for the immunological re-
sponse is sometimes more damaging than the antigen
insult that provoked it.”
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However, inflammatory reactions at the blood-
tissue barrier can open the gates to invasion by im-
munological marauders—witness the inability of
corneal grafts to take in the face of a local pre-existing
inflammation.

THE HANDLING OF ANTIGEN

Wheredoesantigengowhenitentersthebody?Ifitpen-
etratesthetissues,itwilltend tofinishupinthedraining
lymph nodes. Antigens which are encountered in the
upper respiratory tract or intestine are trapped by local
MALT, whereas antigens in the blood provoke a reac-
tion in the spleen. Macrophages in the liver will filter
blood-borne antigens and degrade them without pro-
ducing animmune response since they arenot strategi-
cally placed withrespecttolymphoid tissue.

Macrophages are general
antigen-presenting cells

‘Classically’, it has always been recognized that anti-
gens draining into lymphoid tissue are taken up by
macrophages. The antigens are then partially, if not
completely, broken down in the lysosomes; some may
escape from the cell in a soluble form to be taken up by
other antigen-presenting cells and a fraction may reap-
pear at the surface, either as a large fragment or as a
processed peptide associated with class Il major histo-
compatibility molecules. Although resting, resident
macrophages donotexpress MHC classIl, antigens are
usually encountered in the context of a microbial infec-
tious agent which can induce the expression of class
II by its adjuvant-like properties involving mole-
cules such as bacterial lipopolysaccharide (LPS). The
antigen-presenting cell must bear antigen on its sur-
face for effective activation of lymphocytes and there is
ample evidence that antigen-pulsed macrophages can
stimulate specific T- and B-cells both in vitro and when
injected back in vivo. Some antigens, such as polymeric
carbohydrates like ficoll, cannot be degraded because
themacrophageslack theenzymesrequired;inthesein-
stances, specialized macrophages in the marginal zone
of the spleen (see figure 8.8d), or the lymph node sub-
capsular sinus, trap and present the antigen to B-cells
directly, apparently without any processing or inter-
ventionfrom T-cells.

Interdigitating dendritic cells present antigen
to T-lymphocytes

Notwithstanding this impressive account of the
mighty macrophage in antigen presentation, there is
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one function where it is seemingly deficient, namely
the priming of naive lymphocytes. Animals which
have been depleted of macrophages, by selective
uptake of liposomes containing the drug dichlorome-
thylene diphosphonate, are as good as their con-
trols with intact macrophages in responding to T-
dependent antigens. We must conclude that cells other
than macrophages prime T-helper cells, and it is now
generally accepted that these are the interdigitating
dendritic cells (IDCs). These cells, which are of bone
marrow origin, have the awesome capacity to process
four times their own volume of extracellular fluid in
lhour, thereby facilitating antigen capture and pro-
cessing in their abundant intracellular MHC class II-
rich compartments (MIIC; cf. p. 95).

The IDCs are the créme de la créme of the antigen-
presenting cells and, if pulsed with antigen before
injection into animals, usually produce stunning
immune responses. In this connection, it is relevant to
note that large numbers of these dendritic cells can be
generated from peripheral blood by cultivation with
granulocyte-macrophage colony-stimulating factor
(GM-CSF) (cf. p. 179) to promote proliferation and
IL-4 to suppress macrophage overgrowth; this means
that it is perfectly feasible to contemplate their use for
immunotherapy, e.g. pulsing autologous dendritic
cells with the patient’s tumor antigens and then rein-
jecting them to evoke animmune response.

Immature dendritic cells in the blood that are
destined to become skin Langerhans’ cells express
cutaneous leukocyte antigen (CLA), directing their
homing to skin via interaction with E-selectin on the
relevant vascular endothelial cells just as occurs for
cutaneous T-cells. The Langerhans’ cells, and dendrit-
ic cells in other tissues, act as antigen sampling agents.
They are only moderately phagocytic but display
extremely active endocytosis. Receptors involved
in antigen capture, including the mannose receptor
and the immunoglobulin receptors FcyRII, FceRI
and FceRIl, are expressed at high levels. Unlike
macrophages, however, they do not express apprecia-
ble amounts of the high affinity FcyRI. The expression
of cell surface MHC class II, and of adhesion and co-
stimulatory molecules, is low at this early stage of the
dendritic cells’ life. However, as they differentiate into
fully fledged antigen-presenting cells, they decrease
their phagocytic and endocytic activity, show reduced
levels of molecules involved in antigen capture, but
dramatically increase their MHC class II and CD1.
Costimulatory molecules such as B7.1, B7.2 and CD40
are also upregulated at this stage, as are ICAM-1 and
ICAM-2 which are thought to contribute to both the
migratory and antigen-presenting properties of these

cells. Their expression of CD4 and the chemokine
receptors CCR5 and CXCR4 (cf. table 10.3) means that
they are attracted to and migrate into T-cell areas and
incidently become susceptible to infection by HIV
(seep.314).

There is evidence for different populations of IDCs,
although thisis still a somewhat shaky area. Two sepa-
rate developmental pathways have been described,
one which involves CD1a* CD14" cells with features of
Langerhans’ cells, and the other involving CDla~
CD14* cells that can differentiate into dermal dendritic
cells that lack Langerhans’ cell markers, such as Bir-
beck granules. Another subdivision that has been de-
scribed involves the ability of murine CD8 o myeloid
lineage dendritic cells to induce a Th2-type response,
whilst CD8 o lymphoid lineage dendritic cells acti-
vate Thl differentiation (cf. p. 181). Recent data sug-
gest a rather more complex situation, with dendritic
cells arising from several different types of progenitor
cells and the potential for functionally different types
of dendritic cells to arise from the same progenitor,
their function depending upon their maturation stage
and the local cytokine environment.

What is clear is that, in addition to their antigen-
presenting function, dendritic cells are important
producers of chemokines. Lymph node IDCs that
have matured from Langerhans’ cells secrete T-cell-
attracting chemokines, such as MDC (macrophage-
derived chemokine) and TARC (thymus- and
activation-regulated chemokine), with production lo-
calized to regions of the T-cell zone proximal to lym-
phoid follicles. MDC and perhaps TARC attract T-cells
that are already to some extent activated. An appar-
ently separate dendritic cell population constitutively
expresses ELC (EBI-1ligand chemokine) and SLC (sec-
ondary lymphoid tissue chemokine) in the T-cell zone
and attracts naive T-cells. Thus a first phase of recruit-
ment may occur involving naive T-cells, followed by a
second wave of activated cells, thereby enhancing the
possibility of encounter between antigen-bearing den-
dritic cells and their cognate antigen-specific T-cells.
Once these cells get together, there are a number of
receptor-ligand interactions involved in dendritic
cell activation of T-cells aside from MHC-peptide
recognition by the TCR. These include B7-CD28,
CD40-CD40L, OX40L-0X40 (CD134) and TRANCE
(TNF-related activation-induced cytokine)-TRANCE
receptor recognition events. In addition to the T-cell
zone, IDCs are also present in germinal centers,
although not as prominently as the follicular dendritic
cells to be discussed below. These germinal center
IDCs may play a role in B-cell expansion and differen-
tiation via their production of cytokines.
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It is worth noting that, unlike macrophages, which
in a sense are ‘brutal microbe crunchers’, the dendritic
cells are notstrongly phagocytic and they doneed help
from the macrophages in the preprocessing of particu-
late antigens, since these responses are completely
abolished in macrophage-depleted animals.

To summarize, the scenario for T-cell priming ap-
pears to be as follows. Peripheral immature dendritic
cellssuchasthe Langerhans’ cells (cf. figure2.6f), which
bind to skin keratinocytes through surface expression
of E-cadherin, can pick up and process antigen. As
maturation proceeds, they lose their E-cadherin and
produce collagenase, presumably to facilitate their
crossing of the basement membrane. They then travel
as ‘veiled’ cells in the lymph (figure 8.13b) before set-
tling down as IDCsin the paracortical T-cell zone of the
draining lymphnode (figure 8.13a). There, maturation
is completed (figure 8.14), the IDC delivers the antigen
with costimulatory signals for potent stimulation of
naive and subsequently of activated, specific T-cells,
whichtakeadvantage of thelargesurfaceareatobind to
the MHC—peptide complexon the[DCmembrane.

We will meet IDCs again in Chapter 12 when we dis-
cuss their central role within the thymus where they
present self-peptides to developing autoreactive T-
cells and trigger their apoptotic execution (known
more gently as ‘clonal deletion’; cf. p. 231).

Figure 8.13. Dendritic antigen-presenting cell. (a) Interdigi-
tating dendritic cell (IDC) in the thymus-dependent area of the
rat lymph node. This is thought to be an antigen-presenting
cell derived from the Langerhans’ cell in the skin and dendritic
cells in other tissues, which travels to the node in the afferent
lymph as a ‘veiled’ cell bearing antigen on its profuse surface
processes. Intimate contacts are made with the surface membranes
(arrows) of the surrounding T-lymphocytes (TL). The cytoplasm
of the IDC contains relatively few organelles and does not show
Birbeck granules (racket-shaped cytoplasmic organelles, charac-

Follicular dendritic cells stimulate B-cells in
germinal centers

Another type of cell with dendritic morphology, but
this time of mesenchymal origin, exists within lym-
phoid tissues and is referred to as the follicular den-
dritic cell (FDC). These are nonphagocytic and lack
lysosomes but have very elongated processes which
can make contact withnumerous lymphocytes present
within the germinal centers of secondary follicles.
Their possession of FcyRIL, FceRII and complement re-
ceptors enables them to frap complexed antigen very
efficiently and hold it in its native form on their surface
for extended periods, in keeping with the memory
function of secondary follicles. This would explain the
fact that secondary antibody responses can be boosted
by quite small amounts of immunogen which become
bound by circulating antibody and then fix C3. Evi-
dence for this notion may be derived from animals ef-
fectively depleted of complement by injection of cobra
venom factor which contains the reptilian equivalent
of C3b. This fires the alternative complement pathway
by forming a complex with factor B but, because of its
insensitivity to the mammalian C3 inactivator, it per-
sists long enough to discharge the feedback loop to
exhaustion and deplete C3 completely. Such mice can
neither localize antigen—antibody complexes on their

teristic of the Langerhans’ cell), although some IDCs in lymph
nodes do possess these granules, perhaps after antigenic stimula-
tion (x2000). (b) Scanning electron micrograph of a veiled cell. In
contrast with these dendritic cells which present antigen to
T-cells, the follicular dendritic cells in germinal centers stimulate B-
cells. ((a) Reproduced with permission of the authors and publishers
from Kamperdijk E.W.A., Hoefsmit E.Ch.H., Drexhage H.A. & Bal-
four B.H. (1980) In Van Furth R. (ed.) Mononuclear Phagocytes, 3rd
edn. Rijhoff Publishers, The Hague. (b) Courtesy of Dr G.G.
MacPherson.)

(b)
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Figure 8.14. Migration and maturation of
interdigitating dendritic cells. The
precursors of the IDCs are derived from
bone marrow stem cells. They travel via

the blood to nonlymphoid tissues. These
immature IDCs, e.g. Langerhans’ cells in
skin, are specialized for antigen uptake.
Subsequently they travel via the afferent
lymphatics as veiled cells (cf. figure 8.13b)
to take up residence within secondary
lymphoid tissues (cf. figure 8.13a) where
they express high levels of MHC class Il and
costimulatory molecules such as B7. These
cells are highly specialized for the activation
of naive T-cells.

Nonlymphoid tissue

Lymphoid fissue

Figure 8.15. M-cell within Peyer’s patch epithelium. (a) Scanning
electron micrograph of the surface of the Peyer’s patch epithelium.
The antigen-sampling M-cell in the center is surrounded by absorp-
tive enterocytes covered by closely packed, regular microvilli. Note
the irregular and short microfolds of the M-cell. (Reproduced with
permission of the authors and publishers from Kato T. & Owen R.L.
(1999) In OgraR. et al. (eds) Mucosal Immunology, 2nd edn. Academic
Press, San Diego.) (b) After uptake and transcellular transport by the
M-cell (M), antigen is processed by macrophages and thence by IDCs
which present antigen to T-cells in Peyer’s patches and mesenteric

follicular dendritic cells, nor generate memory B-cells
inresponse to T-dependent antigens (see p. 171).
Classically, a secondary response would be initiated
at the T-helper level by antigen, alone or as a complex,
being taken up by IDCs and macrophages. However,
the capture of immune complexes on the surface of
FDCs opens up an alternative pathway. One to three
days after secondary challenge, the filamentous den-

lymph nodes. E, enterocyte; L, lymphocyte; M¢, macrophage. (c)
Electron photomicrograph of an M-cell (M in nucleus) with adjacent
lymphocyte (Linnucleus). Note the flanking epithelial cells are both
absorptive enterocytes with a typical brush border. In some cases,
proteases on the surface of the M-cells modify the pathogen so that it
canadhereand betakenup. Pathogenic Salmonellacaninvadeand de-
stroy M-cells, making a hole through which otherbacteria caninvade
the underlying tissue. (Lead citrate and uranyl acetate, x 1600.) ((b)
Based onSminiaT.&Kraal G.(1998)InDelvesP)J. & RoittI. M. (eds) En-
cyclopediaof Immunology,2nd edn, p.188. AcademicPress, London.)

drites on the follicular cells, to which the immune com-
plexes are bound, form into beads which break off
as structures called ‘iccosomes’ (immune complex-
coated bodies). These bind to germinal center B-cells
which then endocytose and process the antigen for
presentation by the B-cell MHC class II, and sub-
sequent stimulation of T-helper cells to kick off the
secondary response.
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M-cells provide the gateway to the mucosal
lymphoid system

The mucosal surface is in the front line facing an un-
friendly sea of microbes and, generally, antigens are
excluded by the epithelium with its tight junctions and
mucous layer. Gut lymphoid tissue is separated from
the lumen by a layer of columnar epithelium inter-
spersed with microfold (M)-cells (figure 8.15a); spe-

The surface markers of cells in the immune system

¢ Individual surface molecules are assigned a cluster of
differentiation (CD) number defined by a cluster of mono-
clonal antibodies reacting with that molecule.

Organized lymphoid tissue

* The complexity of immune responses is catered for by a
sophisticated structure.

* Lymph nodes filter and screen lymph flowing from the
body tissues while spleen filters the blood.

* B-and T-cell areas are separated.

¢ B-cell structures appear in the lymph node cortex as
primary follicles which become secondary follicles with
germinal centers after antigen stimulation.

¢ Germinal centers with their meshwork of follicular den-
dritic cells expand B-cell blasts produced by secondary
antigen challenge and direct their differentiation into
memory cells and antibody-forming plasma cells.

Mucosal-associated lymphoid tissue

* Lymphoid tissue guarding the gastrointestinal tract
is unencapsulated and somewhat structured (tonsils,
Peyer’s patches, appendix), or present as diffuse cellular
collections in the lamina propria. Intraepithelial lympho-
cytes are mostly T-cells and include some novel subsets,
e.g. CD8 ao-bearing cells which use nonclassical MHC
molecules as restriction elements for antigen presentation.
* Together with the subepithelial accumulations of cells
lining the mucosal surfaces of the respiratory and geni-
tourinary tracts, this lymphoid tissue forms the ‘secretory
immune system’ which bathes the surface with protective
IgAantibodies.

Other sites

* Bone marrow is a major site of antibody production.

* The brain, anterior chamber of the eye and testis
are privileged sites in which antigens can be safely
sequestered.

cialized antigen-transporting cells with short, irregu-
lar microvillae, strong nonspecific esterase activity
and no MHC class II. They overlay intraepithelial
lymphocytes and macrophages (figure 8.15b and c).
Foreign material, including bacteria, is taken up
by M-cells and passed on to the underlying antigen-
presenting cells which, in turn, migrate to the
local lymphoid tissue to activate the appropriate

lymphocytes.

SUMMARY

Lymphocyte traffic

* Lymphocyte recirculation between the blood and lym-
phoid tissues is guided by specialized homing receptors
on the surface of the high-walled endothelium of the
postcapillary venules.

* Lymphocytes are tethered and then roll along the sur-
face of the selected endothelial cells through interactions
between selectins and integrins and their respective lig-
ands. Flattening of the lymphocyte and transmigration
across the endothelial cell follow LFA-1 activation.

¢ Entry of memory T-cells into sites of inflammation is
facilitated by upregulation of integrin molecules (VLA-4
and LFA-1)on the lymphocyte and corresponding binding
ligands on the vascular endothelium (VCAM-1 and
ICAM-1/2 respectively).

The handling of antigen

e Macrophages are general antigen-presenting cells for
primed lymphocytes but cannot stimulate naive T-
cells.

* This is effected by dendritic cells of hematopoietic ori-
gin which process antigen, migrate to the draining lymph
node and settle down as interdigitating dendritic cells.
They can present antigen-derived peptides to naive
T-cells, thereby powerfully initiating primary T-cell
responses.

¢ Follicular dendritic cells in germinal centers bind
immune complexes to their surface through Ig and C3b
receptors. The complexes are long-lived and provide a
sustained source of antigenic stimulation for B-cells.

* Specialized antigen-transporting M-cells provide the
gateway for antigens to the mucosal lymphoid tissue.

See the accompanying website (www.roitt.com)
for multiple choice questions.
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INTRODUCTION

The differences which distinguish immunocompe-
tent T- and B-cells are sharply demarcated at the
cell surface (table 9.1). The most clear-cut discrimi-
nation is established by reagents which recognize
components of the antigen receptors, anti-CD3 for
T-cells and anti-immunoglobulin for B-cells, and in
laboratory practice these are the markers most
often used to enumerate the two lymphocyte
populations. The surface expression of receptors
for Ig and complement also distinguishes T- and B-
cells, while the adventitious formation of rosettes
through the binding of sheep erythrocytes to CD2
is sometimes used for the detection and separation
of T-cells.

Differences in the CD markers determined by
monoclonal antibodies reflect disparate functional
properties and in particular define specialized
T-cell subsets. CD4 is a marker of T-helper cell
populations which promote activation and matu-

ration of B-cells and cytotoxic T-cells, and control
antigen-specific chronic inflammatory reactions
through stimulation of macrophages. CD4 mol-
ecules form links with class II major histocom-
patibility complex (MHC) on the cell presenting
antigen. Similarly, the CD8 molecules on cytotoxic
T-cells associate with MHC class I (figure 9.1).

Attention should also be drawn to the ‘nonspe-
cific mitogens” which activate populations and
sometimes subpopulations of T- or B-cells in a way
which is unrelated to the antigen specificity of the
lymphocyte receptors. They react with constant, as
distinct from highly variable, structures on the cell
surface. For this reason, they are often termed poly-
clonal B- or T-cell activators (table 9.1). We have al-
ready drawn attention in Chapter 5 to the ability of
superantigens such as staphylococcal enterotoxins
to act as polyclonal activators by stimulating all T-
cells bearing certain T-cell receptor (TCR) V3 fami-
lies irrespective of their specificity for antigen.

T-LYMPHOCYTES AND ANTIGEN-
PRESENTING CELLS INTERACT
THROUGH SEVERAL PAIRS OF
ACCESSORY MOLECULES

DENDRITIC HELPER  CYTOTOXIC (e.q.
The affinity of an individual TCR for its specific CELL T-CELL  T-CELL VIRALLY
. . . . MACROPHAGE INFECTED)
MHC-antigen peptide complex is relatively low B-CELL
(ﬁgure.9.2) and a S}lfﬁclently stable aSSOC1atlon_ with Figure 9.1. Helper and cytotoxic T-cell subsets are restricted by
the antigen-presenting cell (APC) can only be achieved MHC class. CD4 on helper T-cells contacts MHC class IT; CD8 on cy-

by the interaction of complementary pairs of accessory totoxic T-cells associates with classI.



CHAPTER 9—Lymphocyte activation 165

Table9.1. Comparison of human T-and B-cells.

- _ | T-cells B-cells
% in peripheral blood 65-80 8-15
ANTIGEN RECOGNITION Processed Native
| CELL SURFACE MOLECULES
| Antigen receptor TCR/CD3 Surface Ig
MHC class | - +
MHC class Il only affer activation “
CD2 e -
CD4 MHC class Il-restricted =
(helper)
CD5 + only on Blo
minor subset
CcD8 MHC class [-restricted -
(cytotoxic)
CcD19 - -
CD20 - +
CD21 (CR2: C3d and EBV - +
receptor
CD23 (FeeRIl - -
CD32 (FeyRID - -
| POLYCLONAL ACTIVATION Anti-CD3 ' Anti-lg

Phytohemagaglutinin Epstein-Barr virus
Pokeweed mitogen Pokeweed mifogen
| *S.aureus enterotoxin | S.aureus Cowan | strain |

*Staphylococcal superantigen, polyclonal response restricted to cer-
tain TCR Vf families.

INCREASING BINDING STRENGTH » ‘

2 ANTIBODIES ]

b__
- ’

| TCR/MHC-PEPTIDE |

b

|

GROWTH FACTOR
| [ar/cam | [cop2s/e7] g RECEPTORS
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Figure 9.2. The relative affinities of molecular pairs involved in
interactions between T-lymphocytes and cells presenting antigen.
The ranges of affinities for growth factors and their receptors, and of
antibodies, are shown for comparison. (Based on Davies M.M. &
Chien Y.-H. (1993) Current Opinion in Immunology 5,45.)

molecules such as LFA-1/ICAM-1, CD2/LFA-3, and
so on (figure 9.3). However, these molecular couplings
are not necessarily concerned just with intercellular
adhesion.

apc | Ap
. VCAM-1 | VLA-4
ICAM-
Ty | L
LFA-3 CcD2
n REE-— D & TcR R
CD4 CD4
D28
2 B7

YV oo ¥

CcD28
> ACTIVATION &
ANERGY <— | PROLIFERATION
BLOCK B7

Figure 9.3. Activation of resting T-cells. Interaction of costimulat-
ory molecules leads to activation of resting T-lymphocyte by anti-
gen-presenting cell (APC) on engagement of the T-cell receptor
(TCR) with its antigen-MHC complex. Engagement of the TCR sig-
nal 1 without accompanying costimulatory signal 2 leads to anergy.
Note, a cytotoxic rather than a helper T-cell would, of course, in-
volve coupling of CD8 to MHC 1. Engagement of CTLA-4 with B7
downregulatessignal 1.ICAM-1/2, intercellular adhesionmolecule-
1/2; LFA-1/2, lymphocyte function-associated molecule-1/2;
VCAM-1, vascular cell adhesion molecule-1; VLA-4, very late
antigen-4. (Based on Liu Y. & Linsley P.S. (1992) Current Opinion
in Immunology 4,265.)

THE ACTIVATION OF T-CELLS REQUIRES
TWO SIGNALS

Antibodies to the TCR, either anti-idiotype or anti-
CD3, when insolubilized by coupling to Sepharose,
will not fully activate resting helper T-cells on their
own. Upon addition of interleukin-1 (IL-1), however,
RNA and proteinsynthesisis induced, the cell enlarges
to a blast-like appearance, interleukin-2 (IL-2) synthe-
sisbegins and the cell moves from GOinto the G1 phase
of the mitotic cycle. Thus, two signals are required for
the activation of a resting helper T-cell (figure 9.3).
Antigen in association with MHC class II on the sur-
face of APCs is clearly capable of fulfilling these re-
quirements. Complex formation between the TCR,
antigen and MHC provides signal 1, through the
receptor-CD3 complex, and this is greatly enhanced



by the coupling of CD4 with the MHC. The T-cell is
now exposed to a costimulatory signal 2 from the APC.
Although this could be IL-1, it would appear that the
most potent costimulator is B7 on the APC binding to
CD28. Thus activation of resting T-cells can be blocked
by anti-B7; surprisingly, this renders the T-cell anergic,
i.e.unresponsive toany further stimulationby antigen.
As we shall see in later chapters, the principle that
two signals activate, but one may induce anergy in,
an antigen-specific cell provides a potential for tar-
geted immunosuppressive therapy. Unlike resting T-
lymphocytes, activated T-cells proliferate in response
toasinglesignal.

Adhesion molecules such as ICAM-1, VCAM-1 and
LFA-3 are not themselves costimulatory but augment
the effect of other signals (figure 9.3); an important
distinction. Early signaling events involve the aggre-
gation of lipid rafts composed of membrane subdo-
mains enriched in cholesterol and glycosphingolipids.
The cell membrane molecules involved in activation
become concentrated within these structures.

PROTEIN TYROSINE PHOSPHORYLATION IS
AN EARLY EVENT IN T-CELL SIGNALING

If a protein tyrosinekinase (PTK) phosphorylatesand
thereby activates a kinase precursor, which in turn
switches on a second kinase precursor and so on, one
has the basis for an enzymic phosphorylation cascade
which could amplify an initial signal, just as the prote-
olytic enzyme cascade amplifies the triggering event
of the complement system (cf. p. 10). As we shall see
shortly, these signaling cascades can become quite
extensive! (figure 9.4); but take it one step at a time
and you'llbe O.K.

Activation through
TCR/CD3/CD4
complex ¢ chain
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The initial signal for T-cell activation through the
TCRis greatly enhanced by cross-linking the TCR with
CD4 which brings the CD4-associated PTK, Lck, close
to the CD3-associated { chains. Immunoreceptor
tyrosine-based activation motifs (ITAMs) on the
chains become phosphorylated and bind to the SH2
domains of ZAP-70, which now becomes an active
PTK (figure 9.5) capable of initiating a series of down-
stream biochemical events. The key role of these
tyrosine kinases is underlined by the ability of the
PTK inhibitor herbimycin-A to block proximal TCR-
mediated signaling events such as phosphatidylino-
sitol turnover as well as later manifestations like IL-2
production. Receptor proximal events are coupled to

‘—__)- N o) N

Figure 9.4. Signaling pathways can become quite complex. (Re-
produced with permission from Zolnierowicz S. & Bollen M. (2000)
EMBO Journal 19,483.)

( : Phosphorylation

Protein tyrosine
kinase

Figure 9.5. Signals through the

Protein TCR/CD3/CD4/8 complex initiate a

.| tyrosine protein tyrosine kinase (PTK) cascade.
kinase The PTK Lck (p56'¥) phosphorylates the
activity tyrosine within the ITAM sequences of

CD3-associated { chains. These bind the {-
associated protein (ZAP-70) through its
SH2 (Src homology-2) domains and this in
turn acquires PTK activity for downstream
phosphorylation of later components in the

T Yool hoooooodxxL/1

Immunostimulatory Tyrosine-based Activation Motif

chain. In contrast to the three ITAMs on
each { chain, the CD3 v,  and € chains each
bear a single ITAM.
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downstream signaling cascades by nonenzymic adap-
tor proteins which link together the enzymes neces-
sary for signal transduction.

DOWNSTREAM EVENTS FOLLOWING
TCR SIGNALING

Ras function

Following TCR signaling, there is an early increase in
the level of active Ras—GTP (guanosine triphosphate)
complexes which regulate pivotal mitogen-activated
protein kinases (MAPK), suchas [NK or ERK, through
sequential kinase cascades. Thus, in one of the phos-
phorylation amplifying cascades, MEK (MAP-ERK
kinase) acts as a MAP kinase kinase and Raf as a
MAP kinase kinase kinase or MAPKKK (figure 9.6)! As
illustrated in figure 9.7, this is just one of a number of

MAP kinase kinose kinase (Raf)

MAP kinase kinase (Mek)

MAP Kinase (ERK)

Figure 9.6. Regulation of Ras activity controls kinase amplifica-
tion cascades. Anumber of cell surface receptors signal through Ras-
regulated pathways. Ras cycles between inactive Ras-GDP and
active Ras-GTP, regulated by guanine nucleotide exchange factors
(GEFs) which promote the conversion of Ras-GDP to Ras-GTP, and
by GTPase-activating proteins (GAPs) which increase the intrinsic
GTPase activity of Ras. Upon ligand binding to receptor, receptor
tyrosine kinases recruit adaptor proteins, e.g. Grb2, and GEF pro-
teins, such as Sos (‘son of sevenless’), to the plasma membrane.
These events generate Ras~-GTP which activates Raf. (Modified with
permission from Olson MLF. & Marais R. (2000) Seminars in Immunol-
08y 12,63.)

different pathways involved in T-cell activation. The
MAP kinases themselves may also be influenced
by CD28 operating through phosphatidylinositol 3-
kinase (PI3K). It should be stressed that the details of
these various pathways are not yet inscribed in tablets
of stone.

The phosphatidylinositol pathway

Within 15 seconds of TCR stimulation, the y1 isoform
of phospholipase C (PLCy1), an enzyme which (like
the y2 isoform) activates the phosphatidylinositol
pathway, is phosphorylated and its catalytic activity
increased. This early increase in phospholipase C ac-
tivity accelerates the hydrolysis of phosphatidylinosi-
tol 4,5-biphosphate (PIP,) to diacylglycerol (DAG)
and inositol 1,4,5-triphosphate (IP,) (figure 9.7). The
triphosphate binds to specific receptors on specialized
calcium storage vesicles and triggers the release of
Ca?* into the cytosol; this is supplemented by an influx
from the external milieu. The raised Ca?* level has at
least two consequences. First, it synergizes with di-
acylglycerol to activate protein kinase C (PKC); sec-
ond, it acts together with calmodulin to increase the
activity of calcineurin.

Control of IL-2 gene transcription

Transcription of IL-2 is one of the key elements in pre-
venting the signaled T-cell from lapsing into anergy
and is controlled by multiple receptors for transcrip-
tional factors in the promoter region (figure 9.7). The
MAP kinase JNK phosphorylates Jun, which then
binds as a binary complex with Fos to the AP-1 site,
deletion of which abrogates 90% of IL-2 enhancer
activity.

Under the influence of calcineurin, the cytoplasmic
component of the nuclear factor of activated T-cells
(NFAT,) becomes activated and translocates to the
nucleus where it forms a binary complex with NFAT,,
its partner which is constitutively expressed in the
nucleus. The NFAT complex binds to two different
IL-2 regulatory sites (figure 9.7). Note here that the
calcineurin effect is blocked by the anti-T-cell drugs
cyclosporin and FK506 (see Chapter 17). PKC- and
calcineurin-dependent pathways synergize in activat-
ing the multisubunit IxB kinase (IKK), which phos-
phorylates the inhibitor IxB thereby targeting it for
ubiquitination and subsequent degradation by the
proteasome. Loss of IxB from the IxB-NF«xB complex
exposes the nuclear localization signal on the NF«xB
transcription factor which then swiftly enters the
nucleus. In addition, the ubiquitous transcription
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factor Oct-1 interacts with specific octamer-binding
sequence motifs.

We have concentrated on IL-2 transcription as an
early and central consequence of T-cell activation, but
more than 70 genes arenewly expressed within 4 hours

of T-cell activation, leading to proliferation and the

synthesis of several cytokines and their receptors
(see Chapter 10).

Further thoughts on T-cell triggering

Aserial TCR engagement model for T-cell activation

We have already commented that the major docking
forces which conjugate the APC and its T-lymphocyte
counterpart must come from the complementary ac-
cessory molecules such as ICAM-1/LFA-1 and LFA-

Figure9.7. T-cell signalingleads to activation. The signals through
the MHC~antigen complex (signal 1) and costimulator B7 (signal 2)
initiate a protein kinase cascade and a rise in intracellular calcium,
thereby activating transcription factors which control entry in the
cell cycle from GO and regulate the expression of IL-2 and many other
cytokines. Itk is a member of the Tec family of kinases which associ-
ates withamultimeric complex containing a number of adaptor pro-
teins involved in PLCyl activation and thereby stimulates the IP,
and DAG pathways. Uponactivation by calcineurin, NFAT_ translo-
cates from the cytoplasm to the nucleus and complexes with the
nuclear component NFAT,. The complex then binds to the NFAT
transcription sites. The IxB kinase (IKK) mediates the release of
NExB from its inhibitor IxB, whence it translocates to the nucleus
and binds to a specific regulatory site. The Ras pathway activates the
Raf, MEK, ERK and Elk kinases, finally activating the transcription
factor Fos. Ras also activates Rac, which then phosphorylates JNKK,
the kinase which activates JNK, and finally the transcription factor
Junwhich, complexed with Fos, binds to the AP-1 transcription site.
B7 canincite a negative signal through CTLA-4. Note that the adap-
tor protein SLAP, also called Fyb, can play an inhibitory role in sig-
naling by abrogating the function of SLP-76. The scheme presented
omits several molecules which are thought to play important addi-
tional roles in signal transduction. As well as Lyk, other Src family
PTKSs, such as Fyn and Lyn, can phosphorylate ITAM motifs associ-
ated with anumber of receptors including TCR, BCR and FcR. Trans-
membrane adaptors not shown include SIT (SHP-2 interacting
transmembrane adaptor) and TRIM (T-cell receptor interacting mol-
ecule): the latter may act through the Grb2 adaptor as a positive reg-
ulator, whereas SIT may be a negative regulator. Abbreviations:
DAG, diacylglycerol; ERK, extracellular signal regulated kinase; IP,,
inositol triphosphate; JNK, Jun N-terminal kinase; LAT, linker for ac-
tivated T-cells; NFxB, nuclear factor k3; NFAT, nuclear factor of acti-
vated T-cells; OCT-1, octamer-binding factor; Pak, p21-activated
kinase; PI3K, phosphatidylinositol 3-kinase; PIP,, phosphatidyl-
inositol diphosphate; PKC, protein kinase C; PLC, phospholipase C;
SH2, Src-homology domain 2; SLAF, SLP-76-associated phospho-
protein; SLP-76, SH2-domain containing leukocyte-specific 76 kDa
phosphoprotein; ZAP-70, { chain-associated protein kinase. w3,
Positive signal transduction; — — 3, negative signal transduction;

|, adaptor proteins; [, guanine nucleotide exchange factors; [, ki-
nases; |, transcription factors; [, other molecules.

3/CD2, rather than through the relatively low affinity
TCR-MHC plus peptide links (figure 9.3). Nonethe-
less, cognate antigen recognition by the TCR remains
a sine qua non for T-cell activation. Fine, but how can
as few as 100 MHC-peptide complexes on an APC,
through their low affinity complexing with TCRs, ef-
fect the Herculean task of sustaining a raised intracel-
lular calcium flux for the 60 minutes required for full
cellactivation? Any fallin calcium flux, as may be occa-
sioned by adding an antibody to the MHC, and NFAT
dutifully returns from the nucleus to its cytoplasmic
location, so aborting the activation process.

Surprisingly, Valitutti and Lanzavecchia have
shown that as few as 100 MHC—peptide complexes on
an APC can downregulate 18000 TCRs on its cognate
T-lymphocyte partner. They suggest that each MHC-
peptide complex can serially engage up to 200 TCRs. In
their model, conjugation of an MHC-peptide dimer
with two TCRs (cf. p. 100) activates signal transduc-
tion, phosphorylation of the CD3-associated  chains
with subsequent downstream events, and then down-
regulation of those TCRs. Intermediate affinity bind-
ing favors dissociation of the MHC—peptide, freeing it
to engage and trigger another TCR, so sustaining the
required intracellular activation events. The model for
agonist action would also explain why peptides giv-
ing interactions of lower or higher affinity than the op-
timum could behave as antagonists (figure 9.8). The
important phenomenon of modified peptides behav-
ing as partial agonists, with differential effects on the
outcome of T-cell activation, is addressed in the legend
to figure 9.8.

The immunological synapse

Experiments using peptide-MHC and ICAM-1 mol-
ecules labeled with different fluorochromes and in-
serted into a planar lipid bilayer on a glass support
have provided evidence for the idea that T-cell ac-
tivation occurs in the context of an immunological
synapse. A clustered area of integrins acts as an anchor
to permit optimal interaction between the opposing
cellsurfaces. Initially unstable TCR-MHC interactions
occur in a broad outer ring surrounding the integrins.
The peptide-MHC molecules then move towards the
center of the synapse, changing places with the ad-
hesion molecules which now form the outer ring
(figure9.9).Ithasbeen suggested that the generation of
the immunological synapse only occurs after a certain
initial threshold level of TCR triggering has been
achieved, its formation being dependent upon cy-
toskeletal reorganization and leading to potentiation
of the signal.
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Figure9.8. Serial triggering model of TCR activation (ValituttiS. &
Lanzavecchia A. (1995) The Immunologist 3, 122). Intermediate affin-
ity complexes between MHC-peptide and TCR survive long
enough for a successful activation signal to be transduced by the
TCR, and the MHC-peptide dissociates and fruitfully engages
another TCR. A sustained high rate of formation of successful com-
plexes is required for full T-cell activation. Low affinity complexes
have a short half-life which either has no effect on the TCR or
produces inactivation, perhaps through partial phosphorylation of
{ chains (@), successful TCR activation; @, TCR inactivation; —, no
effect: the length of the horizontal bar indicates the lifetime of that
complex). Being of low affinity, they recycle rapidly and engage and
inactivate a large number of TCRs. High affinity complexes have
such a long lifetime before dissociation that insufficient numbers of
successful triggering events occur. Thus modified peptide ligands of
either low or high affinity can act as antagonists by denying the ago-
nist access to adequate numbers of vacant TCRs. Some modified
peptides act as partial agonists in that they produce differential ef-
fects on the outcomes of T-cell activation. For example, a single
residue change in a hemoglobin peptide reduced IL-4 secretion 10-
fold but completely knocked out T-cell proliferation. The mecha-
nism presumably involves incomplete or inadequately transduced
phosphorylation events occurring through a truncated half-life of
TCR engagement, allosteric effects on the MHC-TCR partners, or
orientational misalignment of the peptide within the complex.
Reproduced with permission of Hogrefe & Huber Publishers.

Damping T-cell enthusiasm

We have frequently reiterated the premise that no self-
respecting organism would permit the operation of
an expanding enterprise such as a proliferating T-
cell population without some sensible controlling
mechanisms.

Whereas CD28 is constitutively expressed on T-
cells, CTLA-4 is not found on the resting cell but is
rapidly upregulated following activation. It has a
10-20-fold higher affinity for both B7.1and B7.2 and, in
contrast to costimulatory signals generated through
CD28, B7 engagement of CTLA-4 downregulates T-
cell activation (figure 9.7), although the mechanism by
which it does so is unknown.

A number of adaptor molecules have been identi-
tied whichmaybe involved in reigning in T-cell activa-
tion. These include SLAP, SIT and members of the Cbl
family. Cbl-b appears to influence the CD28 depen-
dence of IL-2 production during T-cell activation, per-
haps via an effect on the guanine nucleotide exchange

10 um

| ¥, >

Figure 9.9. The immunological synapse. (a) The formation of the
immunological synapse. T-cells were brought into contact with
planar lipid bilayers and the positions of engaged MHC—peptide
(green) and engaged ICAM-1 (red) at the indicated times after initial
contact are shown (reproduced with permission from Grakoui A.,
Dustin M.L. et al. (1999) Science 285, 221. © American Association for
the Advancement of Science.). (b) Diagrammatic representation of
the resolved synapse in which the adhesion molecule pairs
CD2/LFA-3 and LFA-1/ICAM-1, which were originally in the cen-
ter, have moved to the outside and now encircle the antigen recogni-
tion and signaling interaction between TCR and MHC-peptide and
the costimulatory interaction between CD28 and B7. The CD43 mol-
ecule has been reported to bind to three different ligands, ICAM-1,
galectin-1 and MHC class I, and upon ligation is able to induce IL-2
mRNA, CD69 and CD154 (CD40L) expression and activate the
DNA-binding activity of the AP-1, NFkB and NFAT transcription
factors.

factor Vav. Another member of the Cbl family, Cbl-c, is
a negative regulator of Syk and ZAP-70, and may
thereby alter the triggering threshold of the antigen
receptors onboth T- and B-cells.

Tempting though it might be, phosphatases should
not automatically be equated with downregulation
of a phosphorylation cascade. The observation that
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T-cell mutants lacking CD45 do not possess signal
transduction capacity was at first sight deemed to
be strange because CD45 has phosphatase activity
and was thought thereby to downregulate signaling.
However, the Lck kinase in the CD45-deficient cells
is phosphorylated on tyrosine-505 which is a negative
regulatory site for kinase activity; hence dephosphory-
lation by CDA45 activates the Lck enzyme and the para-
dox is resolved.

B-CELLS RESPOND TO THREE DIFFERENT
TYPES OF ANTIGEN

1 Type 1thymus-independent antigens

Certain antigens, such as bacterial lipopolysaccha-
rides, at a high enough concentration, have the ability
to activate a substantial proportion of the B-cell pool
polyclonally, i.e. without reference to the antigen
specificity of the surface receptor hypervariable re-
gions. They do this through binding to a surface mol-
ecule which bypasses the early part of the biochemical
pathway mediated by the specific antigen receptor. At
concentrations which are too low to cause polyclonal
activation through unaided binding to these mitogenic
bypass molecules, the B-cell population with Ig recep-
tors specific for these antigens will selectively and pas-
sively focus them on their surface, where the resulting
highlocal concentration will suffice to drive the activa-
tion process (figure 9.10a).

2 Type 2 thymus-independent antigens

Certainlinear antigens which are not readily degraded
in the body and which have an appropriately spaced,
highly repeating determinant—Pneumococcus poly-
saccharide, ficoll, p-amino acid polymers and poly-

vinylpyrrolidone, for example—are also thymus-
independent in their ability to stimulate B-cells di-
rectly without the need for T-cell involvement. They
persist for long periods on the surface of specialized
macrophages located at the subcapsular sinus of the
lymph nodes and the splenic marginal zone, and can
bind to antigen-specific B-cells with great avidity
through their multivalent attachment to the com-
plementary Ig receptors which they cross-link (figure
9.10b).

In general, the thymus-independent antigens give
rise to predominantly low affinity IgM responses,
some IgG3 in the mouse, and relatively poor, if any,
memory. Neonatal B-cells donotrespond well to type 2
antigens and this has important consequences for the
efficacy of carbohydrate vaccines in young children.

3 Thymus-dependent antigens

The need for collaboration with T-helper cells

Many antigens are thymus-dependent in that they
provoke little or no antibody response in animals
which havebeen thymectomized atbirth and have few
T-cells (Milestone 9.1). Such antigens cannot fulfil the
molecular requirements for direct stimulation; they
may be univalent with respect to the specificity of each
determinant; they may be readily degraded by phago-
cytic cells; and they may lack mitogenicity. If they bind
to B-cell receptors, they will sit on the surfacejustlike a
hapten and do nothing to trigger the B-cell (figure
9.11). Cast your mind back to the definition of a hap-
ten—asmall molecule like dinitrophenyl (DNP) which
binds to preformed antibody (e.g. the surface receptor
of a specific B-cell) but fails to stimulate antibody pro-
duction (i.e. stimulate the B-cell). Remember also that
haptens become immunogenic when coupled to an

y Type 1 thymus-independent b Type 2 mymu;—iﬁt-jependent antigen with
antigens are polyclonal activators repeating deferminants cross-link g receptors
MARGINAL ZONE
MACROPHAGE
POLYCLONAL
ACTIVATOR
Figure 9.10. B-cell recognition of (a) type
1and (b) type 2 thymus-independent
antigens. The complex gives a sustained MITOGENIC
signal to the B-cell because of the long SITE T e e
half-life of this type of molecule. «~~~p-,
activation signal; —<_, surface Ig receptor;
— — —,cross-linking of receptors. ioti s




172 CHAPTER 9—Lymphocyte activation

Milestone 9.1 —T-B Collaboration for Antibody Production

In the 1960s, as the mysteries of the thymus were slowly THYMECTOMY | Ag INJECTED
unraveled, our erstwhile colleagues pushing back the
frontiers of knowledge discovered that neonatal thymec-

| ANTIBODY RESPONSE

TETANUS TOXO0ID [f«§

tomy in the mouse abrogated notonly the cellular rejection
of skin grafts, but also the antibody response to some but
notallantigens (figure M9.1.1). Subsequent investigations
showed thatboth thymocytes and bone marrow cells were
needed for optimal antibody responses to such thymus- f
dependentantigens (figure M9.1.2). By carrving out these TETANUS TOXOID ‘
transfers with cells from animals bearing a recognizable Neonatal
chromosome marker (T6), it became evident that the
antibody-forming cells were derived from the bone mar-

row inoculum, hence the nomenclature ‘T” for Thymus-

derived lyvmphocytes and ‘B’ for antibody-forming cell :
precursors originating in the Bone marrow. This conveni- Neonatal — PREs
ent nomenclature has stuck even though bone marrow | m

contains embryonic T-cell precursors since the immuno-

competent T- and B-cells differentiate in the thymus and
bone marrow respectively (see Chapter 12).

Sham +++

Figure M9.1.1. The antibody response to some antigens is
thymus-dependent and, to others, thymus-independent. The
| response to tetanus toxoid in neonatally thymectomized animals
| could be restored by the injection of thymocytes.

= | Thymocytes &
I None T Bone marrow (B!

Cells injected . hymoc\nes (T) (B) Brnts ko

Production of Ab = _ - ! + | e
Figure M9.1.2. The antibody response to a thymus-dependent which fails to give a response in neonatally thyvmectomized mice;
antigen requires two different cell populations. Different figure M9.1.1) and examined for the production of antibody after
populations of cells from a normal mouse histocompatible with 2weeks. The small amount of antibody svnthesized by animals
the recipient (i.e. of the same H-2 haplotype) were injected into receiving bone marrow alone is due to the presence of thymocvte
recipients which had been X-irradiated to destroy their own precursors in the cell inoculum which differentiate in the intact
lymphocyte responses. They were then primed with a thymus- thymus gland of the recipient.

dependent antigen such as sheep red blood cells (i.e. an antigen

appropriate carrier protein (see p. 80). Building on the

knowledge that both T- and B-cells are necessary for Antigen processing by B-cells

antibody responses to thymus-dependent antigens The need for physical linkage of hapten and carrier
(Milestone 9.1), we now know that the carrier func- strongly suggests that T-helpers must recognize the
tions to stimulate T-helper cells which cooperate with carrier determinants on the responding B-cell in order
B-cells to enable them to respond to the hapten by pro- to provide the relevant accessory stimulatory signals.
viding accessory signals (figure 9.11). It should also be However, since T-cells only recognize processed
evident from figure 9.11 that, while one determinant membrane-bound antigen in association with MHC
on a typical protein antigen is behaving as a hapten in molecules, the T-helpers cannot recognize native anti-
binding to the B-cell, the other determinants subserve gen bound simply to the Ig receptors of the B-cell as

a carrier function in recruiting T-helper cells. naively depicted in figure 9.11. All is not lost, however,
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since primed B-cells can present antigen to T-helper
cells—in fact, they work at much lower antigen con-
centrations than conventional presenting cells because
they can focus antigen through their surface receptors.
Antigen bound to surface Ig is internalized in endo-
somes which then fuse with vesicles containing MHC
class IT molecules with their invariant chain. Process-
ing of the protein antigen then occurs as described in
Chapter 5 (see figure 5.18) and the resulting antigenic
peptide is recycled to the surface in association with
the class Il molecules where it is available for recogni-
tion by specific T-helpers (figures 9.12 and 9.13). The
need for the physical union of hapten and carrier is
now revealed; the hapten leads the carrier to be
processed into the cell which is programed to make

@@

ANTIGEN

| NOB-CELL STIMULATION |  T-HELPERINDUCED B-CELL STIMULATION |

Figure9.11. T-helper cells cooperate through protein carrier deter-
minants to help B-cells respond to hapten or equivalent determi-
nants on antigens by providing accessory signals. (For simplicity
we are ignoring the MHC component and epitope processing in
T-cell recognition, but we won't forget it.)

antihapten antibody and, following stimulus by the T-
helper-recognizing processed carrier, it will carry out
its program and ultimately produce antibodies which
react with the hapten (is there no end to the wiliness of
nature?!).

THE NATURE OF B-CELL ACTIVATION

B-cells are stimulated by cross-linking surface Ig

Cross-linking of the B-cell receptor (BCR), for example
by anti-IgM conjugated to insoluble Sepharose parti-
cles or by polymeric type 2 thymus-independent anti-
gens with repeating determinants, induces the early
activation events. Coligation of the pan-B-cell marker
CD19 with surface Ig (sIg) reduces the threshold for
cell activation 100-fold. In vivo this could be brought
about by bridging the Ig and CR2 complement recep-
tors on the B-cell surface by antigen-C3d complexes
bound to the surface of APCs, since CD19 and CR2
(CD21) molecules enjoy mutual association.

Within 1 minute of surface Ig ligation, Src family ki-
nases rapidly phosphorylate the Syk kinase, Bruton’s
tyrosine kinase (Btk) and the ITAMSs on the sIg receptor
chains Ig-o and Ig-B. Syk binds to the Ig-o and Ig-B
ITAMs, analogously to ZAP-70 binding to the ITAMs
on the TCR-associated { chains. CD19 also becomes
phosphorylated, possibly by Lyn, thereby creating
binding sites for the SH2 domains of phosphatidyl-
inositol 3-kinase and the guanine nucleotide exchange
factor Vav. Although B-cells lack the LAT and SLP-76
adaptors of T-cells (cf. figure 9.7), they possess a ho-
molog of SLP-76 variously referred to as SLP-65, BLNK

Figure 9.12. B-cell handling of a thymus-
dependent antigen. Antigen captured by

ACID DEPENDEN
CARRIER HYDROLYTIC ENZYMES
DETERMINANT )
slg
RECEPTOR

classi +

the surface Ig receptor is internalized within invariant chain

an endosome, processed and expressed on : 2 : _

the surface with MHC class II (cf. figure Capture of antigen Endosome formation & fusion

5.18). Costimulatory signals through the =

CD40-CD40L (CD154) interaction are ACIITED NG S

required for the activation of the resting cell $ -

by the T-helper. sIg cross-linking by antigen cDa Bl

on the surface of an antigen-presenting cell H* ; $

islikely during secondary responses within i CD40

the germinal centers when complement- i il N

zon?i{?ng clﬁrmilexest on tfﬁlllsicwar B-CELL B-CELL | RESTING B-CELL
endritic cells interact with B-

lymphoblasts. ~~~p-, activation signal; y Anfigen processing 4 Carrier antigenic peptide—MHC1I
~, cross-linking of receptors. interacts on surface with T-cell receptor



Figure 9.13. Demonstration that endocytosed B-cell surface Ig re-
ceptors enter cytoplasmic vesicles geared for antigen processing.
Surface IgG was cross-linked with goat anti-human Ig and rabbit
anti-goat Ig conjugated to 15-nm gold beads (large, dark arrow).
After 2minutes, the cell sections were prepared and stained with
anti-HLA-DR invarjant chain (2nm gold; arrowheads) and an
antibody to a cathepsin protease (5nm gold; open arrows). Thus the
internalized IgG is exposed to proteolysis in a vesicle containing
class IT molecules. The presence of invariant chain shows that the
class Ilmolecules derive from the endoplasmic reticulum and Golgi,
not from the cell surface. Note the clever use of different-sized gold
particles to distinguish the antibodies used for localizing the various
intravesicular proteins, etc. (Photograph reproduced with permis-
sion from the authors and the publishers from Guagliardi L.E. et al.
(1990) Nature 343,133. Copyright © 1990 Macmillan Magazines Ltd.)

(B-celllinker protein) or BASH (B-cell adaptor contain-
ing SH2 domain). SLP-65 is phosphorylated by Syk
and forms a multimeric complex incorporating Vav,
Btk and phospholipase Cy2 (PLC72), the latter kicking
off the PIP, pathway. Just as in the T-cell, this generates
inositol triphosphate and diacylglycerol with a subse-
quent rise in intracellular calcium and activation of
protein kinase C (cf. figure 9.7). The enhancer-binding
protein NFxB is released from its inhibitor IxB on acti-
vation of protein kinase C and moves into the nucleus,
where its appearance is associated with « light chain
gene transcription. The SLP-65 adaptor also links
B-cell signaling into activation of the ERK and JNK
pathways.
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The BCR cross-linking model seems appropriate for
an understanding of stimulation by type 2 thymus-
independent antigens, since their repeating determi-
nants ensure strong binding to, and cross-linking of,
multiple Ig receptors on the B-cell surface to form
aggregates which persist owing to the long half-life of
the antigen and sustain the high intracellular calcium
needed for activation. On the other hand, type 1 T-
independent antigens, like the T-cell polyclonal
activators, probably bypass the specific receptor and
act directly on downstream molecules such as diacyl-
glycerol and protein kinase C since Ig-o. and Ig-B are
not phosphorylated.

T-helper cells activate resting B-cells

T-dependent antigens pose a different problem, since
they are usually univalent with respect to B-cell recep-
tors, i.e. each epitope appears once on a monomeric
protein, and as a result they cannot cross-link the sur-
face Ig. However, we have discussed in some detail
how antigen captured by a B-cell receptor can be inter-
nalized and processed for surface presentation as a
peptide complexed with class Il MHC (cf. figure 9.12).
This can now be recognized by the TCR of a carrier-
specific T-helper cell and, with the assistance of
costimulatory signals arising from the interaction of
CD40 with its ligand CD40L (cf. figure 9.12), B-cell
activation is ensured.

In effect, the B-lymphocyte is acting as an antigen-
presenting cell and, as mentioned above, it is very effi-
cientbecause of its ability to concentrate the antigen by
focusing onto its surface Ig. Nonetheless, although a
preactivated T-helper can mutually interact with and
stimulate a resting B-cell, a resting T-cell can only be
triggered by a B-cell that has acquired the B7 costimu-
lator and this is only present on activated, not resting,
B-cells.

Presumably the immune complexes on follicular
dendritic cells in germinal centers of secondary
follicles can be taken up by the B-cells for presentation
to T-helpers, but, additionally, the complexes could
cross-link the slg of the B-cell blasts and drive
their proliferation in a T-independent manner. This
would be enhanced by the presence of C3 in the com-
plexes since the B-cell complement receptor (CR2) is
comitogenic.
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SUMMARY

Immunocompetent T- and B-cells differ in many respects

¢ The antigen-specific receptors, TCR/CD3 on T-cells
and surface Ig on B-cells, provide a clear distinction
between these two cell types.

¢ T-and B-cells differ in their receptors for C3d, IgG and
certain viruses.

* There are distinct polyclonal activators of T-cells (PHA,
anti-CD3) and of B-cells (anti-lg, Epstein-Barr virus).

T-lymphocytes and antigen-presenting cells interact through
pairs of accessory molecules

e The docking of T-cells and APCs depends upon strong
mutual interactions between complementary molecular
pairs on their surfaces: MHC [I-CD4, MHC [-CDS8,
VCAM-1-VLA-4, ICAM-1-LFA-1, LFA-3-CD2, B7-CD28
(and CTLA-4),

Activation of T-cells requires two signals

* Two signals activate T-cells, but one alone produces
unresponsiveness (anergy).

* One signal is provided by the low affinity cognate
TCR-MHC plus peptide interaction.

* The second costimulatory signal is mediated through
ligation of CD28 by B7.

Protein tyrosine phosphorylation is an early event in

T-cell signaling

¢ The TCR signal is transduced and amplified through a
protein tyrosine kinase (PTK) enzymic cascade.

* CD4/TCR colocation leads to phosphorylation of
ITAM sequences on CD3-associated C chains by the CD4-
associated Lck PTK. The phosphorylated ITAMs bind and
then activate the ZAP-70 kinase.

Downstream events following TCR signaling

» Nonenzymic adaptor proteins form multimeric com-
plexes with kinases and guanine nucleotide exchange
factors (GEFs).

* Hydrolysis of phosphatidylinositol diphosphate by
phospholipase Cyl or Cy2 produces inositol triphosphate
(IP,) and diacylglycerol (DAG).

¢ [P, mobilizes intracellular calcium.

* DAG and increased calcium activate protein kinase C.

* The raised calcium together with calmodulin also
stimulates calcineurin activity.

» Activation of Ras by the guanine nucleotide exchange
factor Sos sets off a kinase cascade operating through Raf,

the MAP kinase kinase MEK and the MAP kinase ERK.
CD28 through PI3 kinase can also influence MAP kinase.

¢ The transcription factors Fos and Jun, NFAT and NF«xB
areactivated by MAP kinase, calcineurin and PKC, respec-
tively, and bind to regulatory sites in the IL-2 promoter
region.

* A small number of MHC-peptide complexes can
serially trigger a much larger number of TCRs thereby
providing the sustained signal required for activation.

¢ Initial binding of integrins facilitates the formation of
an immunological synapse, the core of which exchanges
integrins for TCR interacting with MHC—peptide.

» B7 delivers a negative signal through CTLA-4, and Cbl
family adaptor molecules are also involved in negative
signaling pathways.

* The phosphatase domains on CD45 are required to
remove phosphates atinhibitory sites on kinases.

B-cells respond to three different types of antigen

¢ Type 1 thymus-independent antigens are polyclonal ac-
tivators focused onto the specific B-cells by slg receptors.
¢ Type 2 thymus-independent antigens are polymeric
molecules which cross-link many slg receptors and, be-
cause of their long half-lives, provide a persistent signal to
the B-cell.

* Thymus-dependentantigens require the cooperation of
helper T-cells to stimulate antibody production by B-cells.
* Antigen captured by specific slg receptors is taken into
the B-cell, processed and expressed on the surface as a
peptide in association with MHC L.

* This complex is recognized by the T-helper cell which
activates the resting B-cell.

* The ability of protein carriers to enable the antibody
response to haptens is explained by T-B collaboration,
with T-cells recognizing the carrier and B-cells the hapten.

The nature of B-cell activation

* Cross-linking of surface Ig receptors (e.g. by type 2
thymus-independent antigens) activates B-cells.

® T-helper cells activate resting B-cells through TCR
recognition of MHC Il—carrier peptide complexes and co-
stimulation through CD40L-CD40 interactions (analo-
gous to the B7-CD28 second signal for T-cell activation).

:
See the accompanying website (www.roitt.com)

for multiple choice questions.

175



FURTHER READING

Acuto O. & Cantrell D. (2000) T cell activation and the cytoskeleton.
Annual Reviews in Immunology 18, 165.

Bromley S.K., Burack W.R., Johnson K.G. et al. (2001) The immuno-
logical synapse. Annual Review of Immunology 19, 375.

Grakoui A. et al. (1999) The immunological synapse: a molecular
machine controlling T cell activation. Science 285, 221.

Jenkins M.K., Khoruts A., Ingulli E. et al. (2001) In vivo activation of
antigen-specific CD4 T cells. Annual Review of Immunology 19, 23.

Michel G. (ed.) (1999) Biochemical Pathways: An Atlas of Biochemistry
and Molecular Biology. John Wiley & Sons, New York.

176 CHAPTER 9—Lymphocyte activation

Myung P.S., Boerthe N.J. & Koretzky G.A. (2000) Adaptor proteins
in lymphocyte antigen-receptor signaling. Current Opinion in
Immunology 12, 256.

Olson M.E. & Marais R. (2000) Ras protein signalling. Seminars in
Immunology 12, 63.

Oosterwegel A. et al. (1999) CTLA-4 and T cell activation. Current
Opinion in Immunology 11, 294.

Schraven B. ef al. (1999) Integration of receptor-mediated signals
in T cells by transmembrane adaptor proteins. Immunology Today
20,431.



CHAPTER10 177

The production of effectors

Introduction, 177
Cytokines act as intercellular messengers, 177
Cytokine action is transienf and usually short range, 177
Cytokines act through cell surface receptors, 178
Signal fransduction through cytokine receptors, 180
Cytokines offen have mulfiple effects, 181
Network interactions, 181
Different T-cell subsets can make different cytokine patterns, 181
The bipolar Th1/Th2 concept, 181
Interactions with cells of the innafe immune system biases the
Th1/Th2 response, 183
Cytotoxic T-cells can also be subdivided into Tc1/Tc2, 184
Activated T-cells proliferate in response to cytokines, 184
T-cell effectors in cell-mediated immunity, 185
Cytokines mediate chronic inflammatory responses, 185
Killer T-cells, 188

Inflammation must be regulated, 189
Proliferation and maturation of B-cell responses are mediated
by cytokines, 189
What is going on in the germinal center? 190
The synthesis of antibody, 190
Immunoglobulin class switching occurs in individual B-cells, 191
Class-switched B-cells are subject fo high mutation rales affer
the initial response, 193
Factors affecting antibody affinity in the immune response, 195
The effect of antigen dose, 195
Maturation of affinity, 195
Memory cells, 195
The memory population is not simply an expansion of
corresponding naive cells, 196
Summary, 197
Further reading, 199

INTRODUCTION

We have dwelt upon the early events in lympho-
cyte activation consequent upon the engagement
of the T-cell receptor (TCR) and the provision of an
appropriate costimulatory signal. Acomplex series
of tyrosine and serine/ threonine phosphorylation
reactions produces the factors which push the cell
into the mitotic cycle and drive clonal proliferation
and the differentiation to effectors. A succession of
genes are upregulated by T-cell activation. Within
the first half hour, nuclear transcription factors
such as Fos/Jun and NFAT, which regulate
interleukin-2 (IL-2) expression and the cellular
protooncogene c-myc, are expressed, but the next
few hours see the synthesis of a range of soluble
cytokines and their receptors. Much later we see
molecules like the transferrin receptor related to
cell division and very late antigens such as the
adhesion molecule VLA-1.

CYTOKINES ACT AS INTERCELLULAR
MESSENGERS

In contrast with the initial activation of T-cells and T-
dependent B-cells, which involves intimate contact

with the antigen-presenting cells (APCs), subsequent
proliferation and maturation of the response are or-
chestrated by soluble mediators generically termed
cytokines (figure 10.1). With the realization that a
given cytokine can be produced by many different cell
types, terms such as lymphokine or monokine have
become somewhat obsolete (table 10.1).

Cytokine action is transient and usually
short range

These low molecular weight secreted proteins, usually
15-25kDa, mediate cell growth, inflammation, immu-
nity, differentiation, migration and repair. Because
they regulate the amplitude and duration of the
immune-inflammatory responses, they must be pro-
duced in a transient manner tightly regulated by the
presence of foreign material, and it is relevant that
the AU-rich sequences in the 3’ untranslated regions of
the mRNA of many cytokines are correlated directly
with rapid degradation and therefore short half-life.
Unlike endocrine hormones, the majority of cytokines
normally act locally in a paracrine or even autocrine
fashion. Thus cytokines derived from lymphocytes
rarely persist in the circulation, but nonlymphoid cells
can be triggered by bacterial products to release
cytokines which may be detected in the bloodstream,
often to the detriment of the host. Certain cytokines,
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o-HELICAL CYTOKINES

B-SHEET CYTOKINES |

| Short o helices (ca. 15 aa) |

\ Long « helices (ca. 25 aa)

Examples: Examples:
-2 IL-6
IL-3 IL-10
IL-4 IL-11
IL-5 L-12
-7 G-CSF
-9 IFNo./B
13 LIF
IL-16

M-CSF

GM-CSF

IFNy

TNF
r

|
‘ Exomples:
|
(CD40L)

Figure 10.1. Cytokine structures. Cytokines can be divided into a
number of different structural groups. Illustrated here are three
of the main types of structure and some named examples of each
type: (a) four short (~15 amino acids) a-helices, (b) four long
(~25amino acids) a-helices and (c) a B-sheet structure. (Reproduced
with permission from Michal G. (ed.) (1999) Biochemical Pathways:
An Atlas of Biochemistry and Molecular Biology. John Wiley & Sons,
New York.)

including IL-1 and tumor necrosis factor (TNF), also
exist in membrane forms which can exert their stimu-
latory effects without becoming soluble.

Cytokines act through cell surface receptors

Cytokines are highly potent, often acting at femto-
molar (1075M) concentrations, combining with small
numbers of high affinity cell surface receptors to pro-
duce changes in the pattern of RNA and protein
synthesis. A common feature in the triggering of the
cytokine receptors is the ligand-induced association of
receptor subunits which allows signal transduction
through the interplay of their juxtaposed cytoplasmic
domains. There are six major cytokine receptor struc-
tural families (figure 10.2).

Hematopoietin receptors

These are the largest family, sometimes referred to
simply as the cytokine receptor superfamily. These
receptors generally consist of one or two polypeptide
chains responsible for cytokine binding and an addi-
tional shared (common or ‘c’) chain involved in signal
transduction. The yc (CD132) chain is used by the IL-2

receptor (figure 10.2a) and IL-4,1L-7,IL-9,IL-13and IL-
15 receptors, a fc (CDw131) chain by IL-3, IL-5 and
granulocyte-macrophage colony-stimulating factor
(GM-CSF) receptors, and gp130 (CD130) shared chain
by the IL-6, IL-11, IL-12, oncostatin M, ciliary neuro-
trophic factor and leukemia inhibitory factor (LIF)
receptors.

Interferon receptors

These also consist of two polypeptide chains and, in
addition to the IFNa, IFNP and IFNY receptors (figure
10.2b), this family includes the IL-10 receptor.

TNF receptors

The receptor polypeptides are cysteine rich and
trimerize following cytokine binding. They include
the tumor necrosis factor (TNF) receptor (figure 10.2c),
lymphotoxin (LT) and nerve growth factor (NGF) re-
ceptors, and the cell surface-associated molecules
CD40 and CD95 (Fas).

IgSF cytokine receptors

Immunoglobulin superfamily members are broadly
utilized in many aspects of cell biology (cf. p. 245) and
include the IL-1 receptor (figure 10.2d), and the
macrophage colony-stimulating factor (M-CSF) and
stem cell factor (SCF/ c-kit) receptors.

Chemokine receptors

As we shall discover shortly, these comprise a family
of approximately 20 different G-protein-coupled,
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Table 10.1. Cytokines: their origin and function.

CYTOKINE

I-1e, I-1B

-2

IL-3
-4

I-56
-6

-7
IL-8
-9

I-10

IL-11
=12

I-13

IL-15

I-16
IL-17
IL-18
I-18
IL-20
IL-21
=22
I-23

TNF (TNFor)
Lymphotoxin (TNF@)

IFNa
IFNB
IFNy

TGFB

LIF
Eta-1
Oncostatin M

Th, Mg, Fibro, MC, Endo

SOURCE

Mono, M¢, DC, NK, B, Endo

Thl

T, NK, MC
Th2, Te2, NK, NK-T, & T, MC

Th2, MC
Th2, Mono, M¢, DC, BM stroma

BM and thymic stroma
Mono, Mé, Endo
Th

Th (Th2 in mouse), Tc, B, Mono, Mo

BM stroma
Mono, Mo, DC, B

Th2, MC

T, NK, Mono, Mo, DC, B

Th, Tc

T

Mé¢, DC
Mono
Keratinocytes?
Th

T

DC

Fibro, Endo
Fibro, Endo, Epith
BM stroma

Th, Mono, M¢, DC, MC, NK, B
ThlTe

Leukocytes
Fibroblasts
1, Te1, NK

Th3, B, Mg, MC

Thymic epith, BM stroma
T

T. Mo

Stimulates growth of progenitors of mono, neutro, eosino and baso; activates Mo

EFFECTOR FUNCTION

Costimulates T activation by enhancing production of cytokines including IL-2 and its
receptor; enhances B proliferation and maturation; NK cytotoxicity; induces IL-1,-6,-8, TNF,
GM-CSF and PGE, by M¢; proinflammatory by inducing chemokines and ICAM-1 and
VCAM-1 on endothelium; induces fever, APP. bone resorption by osteoclasts

Induces proliferation of activated T- and B-cells; enhances NK cytotoxicity and killing of tumor
cells and bacteria by monocyles and Mo

Growth and differentiation of hematopoietic precursors; MC growth

Induces Th2 cells; stimulates proliferation of activated B, T, MC; upregulates MHC closs 11 on
B and Mo, and CD23 on B; downregulates IL-12 production and thereby inhibits Th1
differentiation; increases M¢ phagocytosis; induces switch o IgG1 and IgE

Induces proliferation of eosino and activated B; induces switch fo IgA

Differentiation of myeloid stem cells and of B into plasma cells; induces APP; enhances T
proliferation

Induces differentiation of lymphoid stem cells into progenitor T and B; activates mature T
Mediates chemotaxis and activation of neutrophils

Induces proliferation of thymocytes; enhances MC growth; synergizes with IL-4 in switch fo
1gG1 and IgE

Inhibifs IFNy secretion by mouse, and IL-2 by human, Th1 cells; downregulates MHC class 11
and cytokine (including IL-12) production by mono, M¢ and DC, thereby inhibiting Th1
differentiation; inhibits T proliferation; enhances B differentiation

Promotes differentiation of pro-B and megakaryocyles; induces APP

Critical cytokine for Th1 differentiation; induces proliferation and IFNy production by Th1,
CD8* and ¥5 T and NK; enhances NK and CD8 T cytotoxicity

Inhibits activation and cytokine secretion by M¢; co-activates B proliferation; upregulates
MHC class 11 and CD23 on B and mono; induces switch fo IgG1 and IgE; induces VCAM-1
on endo

Induces proliferation of T-, NK and activated B and cytokine production and cytotoxicity in NK
and CD8~ T: chemotactic for T; stimulates growth of intestinal epithelium
Chemoattractant for CD4 T, mono and eosino; induces MHC class 11

Proinflammatory; stimulates production of cytokines including TNF,IL-1p,-6,-8, G-CSF
Induces IFNy production by T: enhances NK cytotoxicity

Modulation of Th1 acfivity

Regulation of inflammatory responses to skin?

Regulation of hematopoiesis; NK differentiation; B activation; T costimulation

Inhibits I1L-4 production by Th2

Induces proliferation and IFNy production by Th1; induces proliferation of memory cells

Stimulates growth of neutro progenitors
Stimulates growth of mono progenitors
Stimulates stem cell division (c-kif ligand) |

Tumor cytotoxicity; cachexia (weight loss); induces cytokine secretion; induces E-selectin on
endo; activates Ma¢; antiviral

Tumor cytofoxicity; enhances phagocytosis by neutro and M¢; involved in lymphoid organ
development; antiviral

Inhibits viral replication; enhances MHC class I

Inhibits viral replication; enhances MHC class [

Inhibits viral replication; Enhances MHC class I and I1; activates M¢; induces switch to 1gG20;
antagonizes several IL-4 actions; inhibits proliferation of Th2

Proinflammatory by, e.g., chemoatiraction of mono and Mé but also anti-inflammatory by,
e.g. inhibiting lymphocyte proliferation; induces switch to IgA; promotes fissue repair
Induces APP

Stimulates IL-12 production and inhibits IL-10 production by Mé

Induces APP

APP, acute phase proteins; B, B-cell; baso, basophil; BM, bone marrow; Endo, endothelium; eosino, eosinophil; Epith, epithelium; Fibro, fibro-
blast; GM-CSF, granulocyte-macrophage colony-stimulating factor; IL, interleukin; LIF, leukemia inhibitory factor; M¢, macrophage; MC,
mast cell; Mono, monocyte; neutro, neutrophil; NK, natural killer; SLE steel locus factor; T, T-cell; TGFp , transforming growth factor-f. Note that
there is not an interleukin-14. This designation was given to an activity that, upon further investigation, could not be unambiguously assigned
to asingle cytokine. IL-8 is a member of the chemokine family. These cytokines are listed separately in table 10.3.
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Figure10.2. Cytokine receptor families. One example is shown for
each family. (a) The hematopoietin receptors operate through a
common subunit (yc, Bc or gpl30, depending on the subfamily)
which transduces the signal to the interior of the cell. In essence,
binding of the cytokine to its receptor must initiate the signaling
process by mediating hetero- or homodimer formation involving
the common subunit. In some cases the cytokine is active when
bound to the receptor either in soluble or membrane-bound form
(e.g. IL-6). The IL-2 receptor is interesting with respect to its ligand
binding. The c.chain (CD25, reacting with the Tac monoclonal) of the
receptor possesses two complement control protein structural do-
mains and binds IL-2 with a low affinity; the B chain (CD122) has a
membrane proximal fibronectin type III structural domain and a
membrane distal cytokine receptor structural domain, and associ-
ates with the common ychain (CD132) which has a similar structural
organization. The B chain binds IL-2 with intermediate affinity. IL-2
binds to and dissociates from the o chain very rapidly but the same
processes involving the B chain occur at two or three orders of mag-
nitude more slowly. When the o, B and 7y chains form a single recep-

seven transmembrane segment, receptors (figure
10.2¢).

TGFreceptors

Receptors for transforming growth factors such as
the TGFB receptor (figure 10.2f) possess cytoplasmic
portions with serine/threonine kinase activity.

Signal transduction through cytokine receptors

The ligand-induced homo- or heterodimerization of
cytokine receptor subunits represents a common
theme for signaling by cytokines. The two major routes

that are utilized are the Janus kinase (JAK)-STAT

tor, the o chain binds the IL-2 rapidly and facilitates its binding to a
separate site on the 3 chain from which it can only dissociate slowly.
Since the final affinity (K;) is based on the ratio of dissociation
to association rate constants, then K; = 1074sec™!/10"mM!sec!=
10 M, which is a very high affinity. The y chain does not itself bind
IL-2 but contributes towards signal transduction. (b) The interferon
receptor family consists of heterodimeric molecules each of which
bears two fibronectin type Ill domains. (c) The receptors for TNFand
related molecules consist of a single polypeptide with four TNFR
domains. The receptor trimerizes upon ligand binding and, in com-
monwithanumber of other receptors, is also found in a soluble form
which, when released from a cell following activation, can act as an
antagonist. (d) Another group of receptors contains varying num-
bers of Ig superfamily domains, whereas (e) chemokine receptors
are members of the G-protein-coupled receptor superfamily and
have seven hydrophobic transmembrane domains. (f) The final fam-
ily illustrated are the TGF receptors which require association be-
tween two molecules, referred to as TGFR type I and TGER type II,
for signaling to occur.

and the Ras—-MAP kinase pathways. Members of the
cytokine receptor superfamily (hematopoietin re-
ceptors) lack catalytic domains and therefore associate
with JAKs including JAK1, JAK2, JAK3 and Tyk2.
Upon cytokine-induced receptor dimerization, the
JAKSs reciprocally phosphorylate, and thereby acti-
vate, each other. Once activated, they can phosphory-
late the cytoplasmic domains of the receptors to create
binding sites for SH2-containing signaling proteins.
These include one or more of the group of transcription
factors termed STATs (signal transducers and activa-
tors of transcription), which also become phosphory-
lated by the workaholic JAKs, an event which causes
the STATs to dissociate from the receptor and dimerize.
The dimerized STATs then translocate to the nucleus
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Figure 10.3. Cytokine receptor-mediated pathways for gene tran-
scription. Cytokine-induced receptor oligomerization activates the
associated JAK kinases. These phosphorylate the STAT DNA-
binding transcription factors which dimerize and translocate to the
nucleus. Cytokine receptors can also activate src family kinases
which, via adaptor proteins such as Shc, Grb2 and SHP-2, could
generate transcription factors via the two routes shown. MAPK,
mitogen-activated protein kinases (see figure 9.7); MEK, kinase
activator of MAPK; PI-3 kinase, phosphatidylinositol 3-kinase.

where they play an important role in pushing the cell
through the mitotic cycle (figure 10.3). JAKs may also
act through src family kinases to generate other tran-
scription factors via the Ras-MAP kinase route (figure
10.3). Some cytokines also activate phosphatidyl-
inositol 3-kinase (PI3K) and phospholipase C (PLCy).

Downregulation of cytokine receptor-mediated
signals involves members of the SOC (suppressor of
cytokine signaling) and CIS (cytokine-inducible src
homology domain 2 [SH2]-containing) families. Al-
though their mode of action is still being evaluated,
some of these molecules may function by directly
blocking phosphorylation motifs on the receptor, or
possibly by acting as scavengers of tyrosine phospho-
rylated proteins, targeting them for ubiquitin/
proteasome (cf. p. 94) degradation.

Cytokines often have multiple effects

In general, cytokines are pleiotropic, i.e. exhibit
multiple effects on a variety of cell types (table 10.1),

and there is considerable overlap and redundancy
between them with respect to individual functions,
partially accounted for by the sharing of receptor com-
ponents and the utilization of common transcription
factors. For example, many of the biological activities
of IL-4 overlap with those of IL-13. However, it should
be pointed out that virtually all cytokines have at least
some unique properties.

Their roles in the generation of T- and B-cell effec-
tors, and in the regulation of chronic inflammatory
reactions (figure 10.4a and b), will be discussed
at length later in this chapter. We should note here
the important role of cytokines in the control of
hematopoiesis (figure 10.4c). The differentiation of
stem cells to become the formed elements of blood
within the environment of the bone marrow is care-
fully nurtured through the production of cytokines
by the stromal cells. These include GM-CSE G-
CSF (granulocyte colony-stimulating factor), M-CSF,
IL-6 and -7 and LIF (see table 10.1), and many of them
are also derived from T-cells and macrophages. Itisnot
surprising therefore that, during a period of chronic
inflammation, the cytokines that are produced recruit
new precursors into the hematopoietic differentiation
pathway—a useful exercise in the circumstances.
One of the cytokines, IL-3, should be highlighted for
its exceptional ability to support the early cells in
this pathway, particularly in synergy with IL-6 and
G-CSE.

Network interactions

The complex and integrated relationships between the
different cytokines are mediated through cellular
events. The genes forIL-3,-4 and -5and GM-CSF areall
tightly linked on chromosome 5 in a region containing
genes for M-CSF and its receptor and several other
growth factors and receptors. Interaction may occur
through a cascade in which one cytokine induces the
production of another, through transmodulation of
the receptor for another cytokine and through syner-
gism or antagonism of two cytokines acting on the
same cell (figure 10.5). The means by which target cells
integrate and interpret the complex patterns of stimuli
induced by these multiple soluble factors is only
slowly unfolding.

DIFFERENT T-CELL SUBSETS CAN MAKE
DIFFERENT CYTOKINE PATTERNS

The bipolar Th1/Th2 concept

Helper T-cell clones can be divided into two main
types with distinct cytokine secretion phenotypes
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Figure 10.4. Cytokine action. A general but not entirely compre-
hensive guide to indicate the scope of cytokine interactions (e.g. for
reasons of simplicity we have omitted the inhibitory effects of IL-10
on monocytes and the activation of NK cells by IL-12). EOSIN¢g,
eosinophil; LAK, lymphokine-activated killer; M¢, macrophage;
NK, natural killer cell; PMN, polymorphonuclear neutrophil.
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Table 10.2. Cytokine patterns of helper T-cell clones. Interleukin-
10is not listed in the table. Although classed as a Th2 cytokine in the
mouse, itis produced by both Th1 and Th2 cells in the human.

CYTOKINE PATTERNS OF T-CELL CLONES

IFNy
IL-2

Lymphotoxin (TNFg)
TNF (TNFa)
GM-CSF

IL-3

IL-4

IL-5

IL-6

IL-13

- -

Th1/2, T-helper1/2.

l Negative

(table 10.2). This makes biological sense in that Thl
cells producing cytokines such as IFNywould be espe-
cially effective against intracellular infections with
viruses and organisms which grow in macrophages,
whereas Th2 cells are very good helpers for B-cells and
would seem to be adapted for defense against para-
sites which are vulnerable to IL-4-switched IgE, IL-5-
induced eosinophilia and IL-3/4-stimulated mast cell
proliferation. Thus, studies on the infection of mice
with the pathogenic protozoan Leishmania major
demonstrated that intravenous or intraperitoneal in-
jection of killed promastigotes leads to protection
against challenge with live parasites associated with
high expression of IFNymRNA and low levels of IL-4
mRNA; the reciprocal finding of low IFNyand high IL-
4 expression was made after subcutaneous immuniza-
tion which failed to provide protection. Furthermore,
nonvaccinated mice infected with live organisms
could be saved by injection of IFNy and anti-1L-4.
These results are consistent with the preferential ex-
pansion of a population of protective IFNy-secreting
Th1 cells by intraperitoneal or intravenous immuniza-
tion, and of nonprotective Th2 cells producing IL-4
in the subcutaneously injected animals. The ability of
IFNYy, the characteristic Th1 cytokine, to inhibit the pro-
liferation of Th2 clones, and of Th2-derived IL-4 and
-10 to block both proliferation and cytokine release by
Th1 cells, would seem to put the issue beyond reason-
able doubt (figure 10.6).

The original Mosmann-Coffman classification into
Thl and Th2 subsets was predicated on data obtained
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Figure 10.5. Network interactions of cy-
tokines. (a) Cascade: in this example TNF
induces secretion of IL-1 and of itself (au-

b Receptor transmodulation
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gers resulting from the combination of
cytokine with its surface receptor.) (b) Re-
ceptor transmodulation showing upregula-
tion of each chain forming the high affinity
IL-2 receptor in an activated T-cell by indi-
vidual cytokines and downregulation by
TGEp. (¢) Synergy of TNF and IFNyin up-
regulation of surface MHC class IImole-
cules on cultured pancreatic insulin-
secreting cells. (d) Antagonism of IL-4 and
IFNY on transcription of silent (‘sterile”)
mRNA relating to isotype switch (cf. figure
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TRANSCRIPT
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10.17).

with clones which had been maintained in culture for
long periods and might have been artifacts of condi-
tions in vitro. The use of cytokine-specific monoclonal
antibodies for intracellular fluorescent staining, and of
ELISPOT assays (cf. p. 140) for the detection of the se-
creted molecules, has demonstrated that the Th1/Th2
dichotomy is also apparent in freshly sampled cells
and thus also applies in vivo. Nonetheless, it is perhaps
best not to be too rigidly constrained in one’s thinking
by the Th1/Th2 paradigm, but rather to look upon
T-cells as potentially producing a whole spectrum of
cytokine profiles (ThO, figure 10.6), with possible
skewing of the responses towards the extreme Th1 and
Th2 patterns depending on the nature of the antigen
stimulus. Thus, other subsets may also exist, in partic-
ular the transforming growth factor- (TGFB) and IL-
10-producing Th3/Trl (T-regulatory 1) cells, which
are of interest because these cytokines can mediate im-
munosuppressive effects and may be involved in the
induction of mucosally induced tolerance (cf. p. 444).

Interactions with cells of the innate immune
system biases the Th1/Th2 response

Antigen-presenting cells, and in particular dendritic
cells, appear to be pivotal in driving differentiation to-
wards a Thl or Th2 phenotype. IL-12 seems to be par-

ticularly important for the production of Th1 cells and
IL-4 for the production of Th2 cells. Invasion of phago-
cytic cells by intracellular pathogens induces copious
secretion of IL-12, which in turn stimulates IFNYy pro-
duction by NK cells. These two cytokines selectively
drive differentiation of Th1 development and inhibit
Th2 responses (figure 10.6). However, IL-4 effects
appear to be dominant over IL-12 and therefore the
amounts of IL-4 relative to the amounts of IL-12 and
IFNy will be of paramount importance in determining
the differentiation of ThO cells into Th1 or Th2 (figure
10.7). IL-4 downregulates the expression of the IL-12R
B, subunit necessary for responsiveness to IL-12,
further polarizing the Th2 dominance.

A special cell population, the NK-T cells bearing the
NK1.1* marker, rapidly releases an IL-4-dominated
pattern of cytokines on stimulation. These cells have
many unusual features. They may be CD48" or
CD#4*8™ and express low levels of T-cell off receptors
with an invariant o chain and very restricted 3, many
of these receptors recognizing the nonclassical MHC-
like CD1 molecule. Their morphology and granule
content are intermediate between T-cells and NK cells.
Although they express TCRaf3, there is an inclination
to classify them on the fringe of the ‘innate’ immune
system with regard to their primitive characteristics
and possession of the lectin-like NK1.1 receptor which

IL-4 IFNy
(BCELL J
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Figure 10.6. The generation of Th1 and Th2 CD4 subsets. It is en-
visaged that, following the initial stimulation of T-cells, a range of
cells producing a spectrum of cytokine patterns emerges. Under dif-
ferent conditions, the resulting population can be biased towards
two extremes. IL-12, possibly produced through an ‘innate’-type ef-
fect of an intracellular infection on macrophages, encourages the de-
velopment of Th1 cells which produce the cytokines characteristic of
cell-mediated immunity. IL-4, possibly produced by interaction of mi-
croorganisms with the lectin-like NK1.1* receptor on NK-T cells,
skews the development to the production of Th2 cells whose cy-
tokines assist the progression of B-cells to antibody secretion and the
provision of humoral immunity. Cytokines produced by polarized
Th1 and Th2 subpopulations are mutually inhibitory. LT, lympho-
toxin (TNFB); Thp, T-helper precursor; ThO, early helper cell produc-
ing a spectrum of cytokines; other abbreviations as in table 10.1.

may be involved in the recognition of microbial
carbohydrates.

Whilst there is a certain amount of evidence indicat-
ing the existence of subpopulations of dendritic cells
specialized for the stimulation of either Thl or Th2

populations, this is an area that is still under intensive
investigation. However, it should be obvious from the
above discussion that the cytokines produced in the
immediate vicinity of the T-cell will be important. To
give one recent example, Cantor and colleagues
homologously deleted the gene for the cytokine Eta-1
(osteopontin) in mice and found that these animals
had severely impaired immunity to infection with
herpessimplexvirus and to the intracellularbacterium
Listeria monocytogenes. This was due to a deficient Th1
immunity caused by reduced IL-12 and IFNy and en-
hanced IL-10 production. It appears that Eta-1 produc-
tion by activated T-cells stimulates IL-12 production
by macrophage lineage cells and downregulates IL-10
production. Interestingly, both serine phosphorylated
and nonphosphorylated forms of Eta-1 are secreted
by T-cells, and the IL-12 effect is phosphorylation-
dependent whereas the IL-10 effect is not, indicating
that phosphorylation can regulate the activity of
secreted proteins.

Cytotoxic T-cells can also be subdivided
into Tc1/Tc2

Clones of human cytotoxic T-cells obtained by limiting
dilution also characteristically secrete particular cy-
tokines. Thus, Tcl cells secrete IENy but not IL-4,
whilst Tc2 cells secrete IL-4 but not IENY. These clones
show no differences in their cytolytic function but,
when cocultured with CD4* T-cells, Tc1 clones induce
Th1 cells, whilst Tc2 clones induce Th2 cells.

ACTIVATED T-CELLS PROLIFERATE IN
RESPONSE TO CYTOKINES

In so far as T-cells are concerned, amplification follow-
ing activation is critically dependent upon IL-2 (figure
10.8). This cytokine is a single peptide of molecular
weight 15.5kDa which acts only on cells which express
high affinity IL-2 receptors (figure 10.2). These recep-
tors are not present on resting cells, but are synthesized
within a few hours after activation.

Separation of an activated T-cell population into
those with high and low affinity IL-2 receptors showed
clearly that an adequate number of high affinity re-
ceptors were mandatory for the mitogenic action of
IL-2. The numbers of these receptors on the cell in-
crease under the action of antigen and of IL-2 and, as
antigen is cleared, so the receptor numbers decline
and, with that, the responsiveness to IL-2. It should be
appreciated that, although IL-2 is an immunologically
nonspecific T-cell growth factor, it only functions
appropriately in specific responses because unstimu-
lated T-cells do not express IL-2 receptors.
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Figure 10.7. Polarization of T-helper responses is driven by den-
dritic cells. Initial activation of the ThO cell is dependent upon pre-
sentation of peptide-MHC to the TCR, together with costimulatory
signals such as that provided by CD80 and CD86 (B7.1 and B7.2 re-
spectively) on the dendritic cell. Subsequently, the T-cells are driven
towards a Th2 phenotypeby the presence of IL-4 or a Th1 phenotype
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Figure 10.8. Activated T-blasts expressing surface receptors for
IL-2 proliferate in response to IL-2 produced by itself or by another
T-cell subset. Expansion is controlled through downregulation of
the IL-2 receptor by IL-2 itself. The expanded population secretes
a wide variety of biologically active cytokines of which IL-4 also
enhances T-cell proliferation.

by the presence of IL-12 and IFNY. The ThO cells express both the B,
and B, chains of the IL-12 receptor, but IL-4 causes loss of expression
of the B, chain. Whilst IL-12 is predominantly a product of the
macrophage/dendritic cell lineage, IL-4 is produced by a number of
cell types including mast cells, ¥ T-cells, NK-T cells, Th0 and Th2
cells.

The T-cell blasts also produce an impressive array of
other cytokines, and the proliferative effect of IL-2 is re-
inforced by the action of IL-4 and, to some extent, IL-6,
which react with corresponding receptors on the di-
viding T-cells. We mustnotlose sight of theimportance
of control mechanisms, and obvious candidates to sub-
sume this role are TGFp, which blocks IL-2-induced
proliferation (figure 10.5b) and the production of TNF
(TNFo) and lymphotoxin (TNFp), and the cytokines
IFNy, IL-4 and IL-12, which mediate the mutual antag-
onism of Th1 and Th2 subsets.

T-CELL EFFECTORS IN CELL-MEDIATED
IMMUNITY

Cytokines mediate chronic inflammatory
responses

In addition to their role in the adaptive response, T-cell
cytokines are responsible for generating antigen-
specific chronic inflammatory reactions which deal
with intracellular parasites (figure 10.4b and 10.9), al-
though there is a different emphasis on the pattern of
factors involved (cf. p. 274).

Early events

The initiating event is probably a local inflammatory
response to tissue injury caused by the infectious agent
which would upregulate the synthesis of adhesion
molecules such as VCAM-1 (vascular cell adhesion
molecule) and ICAM-1 on adjacent vascular endothe-
lial cells. These would permit entry of memory T-cells
to the infected site through their VLA-4 and LFA-1
homing receptors (cf. p. 152). Contact with processed
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Figure 10.9. Cytokines controlling the antibody and T-cell-
mediated inflammatory responses. Abbreviations as in table 10.1.

antigen derived from the intracellular parasite will
activate the specific T-cell and induce the release of
secreted cytokines. TNF will further enhance the
expression of endothelial accessory molecules and
increase the chances of other memory cells in the cir-
culation homing in to meet the antigen provoking
inflammation.

Chemotaxis

The recruitment of T-cells and macrophages to the in-
flammatory site (figure 10.9) is greatly enhanced by the
action of chemotactic cytokines termed chemokines
(chemoattractant cytokine). These can be potentially
produced by a variety of cell types and are divided into
four families based on the disposition of the first (N-
terminal) two of the four canonical cysteine residues
(table 10.3). CXC chemokines have one amino acid and
CX3C have three amino acids between the two cys-
teines. CC chemokines have adjacent cysteines at this

Th2
IL-4,5,6
IL-3 GM-CSF
‘ ’ Plasma cell

rd |

 {
£

Thl

IFNy TNF LT
IL-3 GM-CSF

ANTIBODY IgM, G, A& E

location, whereas C chemokines lack cysteines 1 and
3 found in other chemokines. Chemokines bind to
G-protein-coupled seven transmembrane receptors
(figure 10.2). Despite the fact that a single chemokine
can sometimes bind to more than one receptor, and a
single receptor can bind several chemokines, many
chemokines exhibit a strong tissue and receptor
specificity. They play important roles in inflammation,
lymphoid organ development, cell trafficking, cell
compartmentalization within lymphoid tissues, Th1/
Th2 development, angiogenesis and wound healing.

Macrophage activation

Macrophages with intracellular organisms are ac-
tivated by agents such as IFNy, GM-CSF, IL-2 and TNF
and should become endowed with microbicidal
powers. During this process, some macrophages may
die (probably helped along by cytotoxic T-cells) and re-
lease living parasites, but these will be dealt with by
fresh macrophages brought to the site by chemotaxis
and newly activated by local cytokines so that they
have passed the stage of differentiation at which the
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Table10.3. Chemokines and their receptors. The chemokines are grouped according to the arrangement of their cysteines (see text). The letter
L designates ligand (i.e. the individual chemokine), whereas the letter R designates receptors. Names in parentheses refer to the murine ho-
mologs of the human chemokine where the names of these differ, or the murine chemokine alone if no human equivalent has been described.

FAMILY CHEMOKINE ' ALTERNATIVE NAMES CHEMOTAXIS RECEPTORS
CXC cxcul GROo/MGSA Neutro CXCR2=CXCR1
cxcL2 GROB/MGSAB Neutro CXCR2
CXCL3 GROY/MGSAY Neutro CXCR2
CXCL4 PF4 Eosino,Baso ?
CXCL5 ENA-78 Neutro CXCR2
CXCL6 GCP-2/(CKa-3) Neutro CXCR1, CXCR2
CXCL7 NAP-2 Neutro CXCR2
CXCL8 IL.-8 Neutro CXCR1, CXCR2
CXCL9 Mig T, NK CXCR3
CXcL10 IP-10 T, NK CXCR3
CcXcLn I-TAC T, NK CXCR3
CXCL12 SDF-10/B T, B, DC, Mono CXCR4
CXCL13 BLC/BCA-1 B CXCR5
CXCL14 BRAC/Bolekine ? ?
CXCL15 Lungkine Neutro ?
c XCL1 Lymphotactin/SCM-1c/ATAC T XCR1
XCL2 SCM-1B T XCR1
CX3C | CX3CL1 Fractalkine/Neurotactin T, NK, Mono CX3CR1
cC [l CCL1 1-309/(TCA-3/P500) Mono CCR8
| CCL2 MCP-1/MCAF T, NK, DC, Mono, Baso CCR2
CCL3 MIP-1¢/LD78cx T, NK, DC, Mono, Eosino CCR1, CCR5
CCL4 MIP-1B T, NK, DC, Mono CCR5
CCLS RANTES T, NK, DC, Mono, Eosino, Baso CCR1, CCR3, CCR5
(CCLB) (C10/MRP-1) ? ?
CCL7 MCP-3 T, NK, DC, Mono, Eosino, Baso CCR1,CCR2, CCR3
cCL8 MCP-2 T, NK, DC, Mono, Baso CCR3
(CCL9/10) (MRP-2/CCF18/MIP-17) ? ?
ccLn Eotaxin-1 T, DC, Eosino, Baso CCR3
(ccL12) (MCP-5) T, NK, DC, Mono, Baso CCR2
ccLi3 MCP-4 T, NK, DC, Mono, Eosino, Baso CCR2, CCR3
CCL14 HCC-1/HCC-3 T, Mono, Eosino CCR1
CCL15 HCC-2/Leukotactin-1/MIP-18 T CCR1, CCR3
CCL16 HCC-4/LEC/(LCC-1) T CCR1
ccL17 TARC T, DC, Mono CCR4
CCL18 DCCK1/PARC/AMAC-1 T ?
CCL19 | MIP-3B/ELC/Exodus-3 T,B,DC CCR7
CCL20 MIP-30./LARC/Exodus-1 oc CCRE
ccL21 6Ckine/SLC/Exodus-2/(TCA-4) T,DC CCR7
cCL22 MDC/STCP-1/ABCD-1 T, DC, Mono CCR4
CCL23 MPIF-1 T CCR1
CCL24 MPIF-2/Ectaxin-2 T, DC, Eosino, Baso CCR3
CCL25 TECK T, DC, Mono CCR9
CCL26 SCYA26/Eotaxin-3 T CCR3
CCL27 . CTACK/ALP/ESkine T CCR10

B, B-cell; Baso, basophil; DC, dendritic cell; Eosino, eosinophil; Mono, monocyte; Neutro, neutrophil; NK, natural killer; T, T-cell.

intracellular parasites can subvert their killing mecha-
nisms (cf. p. 263).

Combating viral infection

Virally infected cells require a different strategy and
one strand of that strategy exploits the innate inter-
feron mechanism to deny the virus access to the cell’s
replicative machinery. IFNy, TNF and lymphotoxin all

induce 2'-5" (A) synthetase, a protein which is in-
volved in viral protection. TNF has another string toits
bow in its ability to kill certain cells, since death of an
infected cell before viral replication has occurred is
obviously beneficial to the host. Its cytotoxic potential
was first recognized using tumor cells as targets (hence
the name), and IFNy and lymphotoxin can act syner-
gistically, with IFNy setting up the cell for destruction
by inducing the formation of TNF receptors.



CHAPTER 10—The production of effectors

Killer T-cells

The generation of cytotoxic T-cells

Cytotoxic T-cells (Tc), also referred to as cytotoxic T-
lymphocytes (CTLs), represent the other major arm of
the cell-mediated immune response and are of strate-
gic importance in the killing of virally infected cells
and possibly in contributing to the postulated surveil-
lance mechanisms against cancer cells.

The cytotoxic cell precursors recognize antigen on
the surface of cells in association with class I major his-
tocompatibility complex (MHC) molecules and, like
B-cells, they usually require help from T-cells. The
mechanism by which help is proffered may, however,
be quite different. As explained earlier (see p. 173),
effective T-B collaboration is usually ‘cognate” in that
the collaborating cells recognize two epitopes which
are physically linked (usually on the same molecule). If
wemay remind the reader without causing offense, the
reason for this is that the surface Ig receptors on the
B-cell capture native antigen, process it internally and
present it to the Th as a peptide in association with
MHC class II. Although it has been shown that linked
epitopes on the antigen are also necessary for coopera-
tion between Th and the cytotoxic T-cell precursor
(Tcp), the nature of T-cell recognition prevents native
antigen being focused onto the Tcp by its receptor for
subsequent processing, even if that cell were to express
MHC II, which in its resting state it does not. It seems
most likely that Th and Tcp bind to the same APC, for
example a dendritic cell, which has processed viral
antigen and displays processed viral peptides in asso-
ciation with both class II (for the Th cell) and class I (for
the Tcp) on its surface; one cannot exclude the possibil-
ity that the APC could be the virally infected cell itself.
Cytokines from the triggered Th will be released in
close proximity to the Tcp which is engaging the
antigen-MHC signal and will be stimulated to prolif-
erate and differentiate into a Tc under the influence of
IL-2 and -6 (figure 10.10a). However, interaction of the
APC with the Th and the Tc cell can be temporally sep-
arated and, in this case, it appears that the helper T-cell
‘licenses” the dendritic cell for future interaction with
the cytotoxic T-cell. It does this by activating the den-
dritic cell through CD40, thereby upregulating co-
stimulatory molecules and cytokine production, in
particular IL-12, by the dendritic cell (figure 10.10b).
An entirely Th-independent mechanism of Tc activa-
tion is also thought to occur. This has been demon-
strated in, for example, the response to protein
antigens given with potent adjuvants such as im-
munostimulatory DNA sequences (ISSs), in this case
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Figure 10.10. T-helper cell activation of cytotoxic T-cells. Activa-
tion of the CD4* helper T-cells (Th) by the dendritic cell involves a
CD40-CD40ligand (CD154) costimulatory signal and recognition of
an MHC class II peptide presented by the T-cell receptor. (a) If both
the Th and the cytotoxic T-lymphocyte (Tc) are present at the same
time, the release of cytokines from the activated Th cells stimulates
the differentiation of the CD8* precursor into an activated, MHC
class I-restricted Tc. However, as shown in (b), the Th and the Tc do
notneed to interact with the APC at the same time. In this case, the Th
cell ‘licenses’ the dendritic cell for future interaction with a Tc cell.
Thus the Th cell, by engaging CD40, drives the dendritic cell from a
resting state into an activated state with upregulation of costimula-
tory molecules such as B7.1 and B7.2 (CD80 and CD86, respectively)
and increased cytokine production, particularly of IL-12.

possibly involving adjuvant-induced production of
proinflammatory cytokines and cell surface costimu-
latory molecules.

The lethal process

Cytotoxic T-cells (Tc) are generally of the CD8 subset,
and their binding to the target cell through T-cell recep-
tor recognition of antigen plus class IMHC is assisted
by association between CD8 and class I and by other
accessory molecules suchas LFA-1 and CD2 (see figure
9.3).
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Tc are unusual secretory cells which use a modified
lysosome to secrete their lytic proteins. Following de-
livery of the TCR/CD3 signal, the lytic granules are
driven at a rare old speed (up to 1.2 um/sec) along the
microtubule system and delivered to the point of con-
tact between the Tc and its target (figure 10.11). This
guarantees the specificity of killing dictated by TCR
recognition of the target and limits any collateral dam-
age to surrounding cells. As with NK cells, which have
comparable granules (cf. p. 18), exocytosis of the
granule contents, including perforins, granzymes and
TNE, causes lesions in the target cell membrane and
death by inducing apoptosis. Tc are endowed with a
second killing mechanism involving Fas and its ligand
(cf. p.19), but the inability of perforin knockout mice to
clear viruses effectively suggests that the secretory

Figure10.11. Conjugation of acytotoxic T-cell (onleft) toits target,
here a mouse mastocytoma, showing polarization of the granules to-
wards the target at the point of contact. The cytoskeletons of both
cells are revealed by immunofluorescent staining with an antibody
to tubulin (green) and the lytic granules with an antibody to
granzyme A (red). Twenty minutes after conjugation the target cell
cytoskeleton may still be intact (above), but this rapidly becomes
disrupted (below). (Photographs kindly provided by Dr Gillian
Griffiths.)

granules provide the dominant attack on virally in-
fected cells. Videomicroscopy shows that Tc are
serial killers. After the ‘kiss of death’, the T-cell can
disengage and seek a further victim, there being
rapid synthesis of new granules.

One should also not lose sight of the fact that CD8
cells synthesize other cytokines such as IFNy which
also have antiviral potential.

Inflammation must be regulated

Once the inflammatory process has cleared the inciting
agent, the body needs to switch it off. IL-10 has pro-
found anti-inflammatory and immunoregulatory ef-
fects, acting on macrophages and Th1 cells to inhibit
release of factors such as IL-1 and TNF. It induces the
release of soluble TNF receptors which are endoge-
nous inhibitors of TNF, and downregulates surface
TNF receptor. Soluble IL-1 receptors released during
inflammation canactto ‘decoy’ IL-1itself. IL-4 not only
acts to constrain Th1 cells but also upregulates produc-
tion of the natural inhibitor of IL-1, the IL-1 receptor
antagonist (IL-1Ra). The role of TGFp is more difficult
to tease out because it has some pro- and other
anti-inflammatory effects, although it undoubtedly
promotes tissue repair after resolution of the
inflammation.

PROLIFERATION AND MATURATION OF
B-CELL RESPONSES ARE MEDIATED
BY CYTOKINES

The activation of B-cells by Th, through the TCR
recognition of MHC-linked antigenic peptide plus
the costimulatory CD40L-CD40 interaction, leads to
upregulation of the surface receptor for IL-4. Copious
local release of this cytokine from the Th then drives
powerful clonal proliferation and expansion of the
activated B-cell population. IL-2 and IL-13 also con-
tribute to this process (figure 10.12).

Under the influence of IL-4 and IL.-13, the expanded
clones can differentiate and mature into IgE synthesiz-
ing cells. TGFp and IL-5 encourage cells to switch their
Ig class to IgA. IgM plasma cells emerge under the
tutelage of IL-4 plus -5, and IgG producers result
from the combined influence of IL-4, -5, -6, -13 and
IFNy (figure 10.12).

Type 2 thymus-independent antigens can activate
B-cells directly (cf. p. 171) but nonetheless still
need cytokines for efficient proliferation and Ig
production. These may come from accessory cells
such as NK and NK-T cells which bear lectin-like
receptors.
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Figure 10.12. B-cell response to thymus-dependent (TD) antigen:
clonal expansion and maturation of activated B-cells under the in-
fluence of T-cell-derived soluble factors. Costimulation through
the CD40L~CD40 interaction is essential for primary and secondary
immune responses to TD antigens and for the formation of germinal
centers and memory. c-myc expression, which is maximal 2hours
after antigen or anti-i stimulation, parallels sensitivity to growth
factors; transfection with c-myc substitutes for anti-LL.

WHAT IS GOING ON IN THE
GERMINAL CENTER?

The secondary follicle with its corona or mantle of
small lymphocytes surrounding the pale germinal
center is a striking and unique cellular structure. First,
let us recall the overall events described in Chapter 8.
Secondary challenge with antigen or immune com-
plexes induces enlargement of germinal centers, for-
mation of new ones, appearance of memory B-cells
and development of Ig-producing cells of higher affin-
ity. B-cells entering the germinal center become cen-
troblasts which divide with a very short cycle time of
6hours, and then become nondividing centrocytes in
thebasal light zone, many of which die from apoptosis
(figure 10.13). As the surviving centrocytes mature,
they differentiate either intoimmunoblast plasma cell
precursors, which secrete Ig in the absence of antigen,
or into memory B-cells.

What then is the underlying scenario? Following
secondary antigen challenge, primed B-cells may be
activated by paracortical Th cells in association with
interdigitating dendritic cells or macrophages, and
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migrate to the germinal center. There they divide in
response to powerful stimuli from complexes on
follicular dendritic cells (cf. p. 160) and from cytokines
released by T-cells inresponse to antigen-presenting B-
cells. During this particularly frenetic bout of cell divi-
sion, somatic hypermutation of B-cell Ig genes occurs.
The cells also undergo Ig class switching. Thereafter,
as they transform to centrocytes, they are vulnerable
and die readily, whence they are taken up as the “tingi-
ble bodies’ by macrophages, unless rescued by associ-
ation with antigen on a follicular dendritic cell. This
could result from cross-linking of surface Ig receptors
and is accompanied by expression of bcl-2 which pro-
tects against apoptosis. Signaling through CD40, by
presentation of antigen to Th cells, would also prolong
thelife of the centrocyte. In either case, the interactions
will only occur if the mutated surface Ig receptor still
binds antigen and, as the concentration of antigen
gradually falls, only if the receptor is of high affinity.
In other words, the system can deliver high affinity
antibody by a Darwinian process of high frequency
mutation of the Ig genes and selection by antigen of
the cells bearing the antibody which binds most
strongly (figure 10.14). This increase of affinity as the
antibody level falls late in the response is of obvious
benefit, since a small amount of high affinity antibody
can do the job of a large amount of low affinity (as in
boxing, a small ‘goodun’ will generally be amatch fora
mediocre ‘bigun’).

Further differentiation now occurs. The cells either
migrate to the sites of plasma cell activity (e.g. lymph
node medulla) or go to expand the memory B-cell pool
depending upon the cytokine and other signals re-
ceived. CD40 engagement by CD40 ligand on a T-cell
guides the B-cell into the memory compartment.

THE SYNTHESIS OF ANTIBODY

The sequential processes by which secreted Ig arises
are illustrated in figure 10.15. In the normal antibody-
forming cell there is a rapid turnover of light chains
which are present in slight excess. Defective control oc-
curs inmany myeloma cells and one may see excessive
production of light chains or complete suppression of
heavy chain synthesis.

The variable and constant regions are spliced to-
gether in the mRNA before leaving the nucleus. Differ-
ential splicing mechanisms also provide a rational
explanation for the coexpression of surface IgM and
IgD with identical V regions onasingle cell, and for the
switch from production of membrane-bound IgM
receptor to secretory IgM in the antibody-forming cell
(cf. figures4.1and 4.2).
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Figure 10.13. The events occurring in lymphoid germinal centers.
Germinal center B-cells can be enriched through their affinity for the
peanut agglutinin lectin. They show numerous mutations in the an-
tibody genes. Expression of LFA-1 and ICAM-1 on B-cells and follic-
ular dendritic cells (FDCs) in the germinal center makes them
‘sticky’. Centroblasts at the base of the follicle are strongly CD77 pos-
itive. The Th cells bear the unusual CD57 marker. The FDCs all ex-
press CD21 and CD54; those in the apical light zone are strongly
CD23 positive, those in the basal light zone express little CD23.

IMMUNOGLOBULIN CLASS SWITCHING
OCCURS IN INDIVIDUAL B-CELLS

The synthesis of antibodies belonging to the various
immunoglobulin classes proceeds at different rates.
Usually there is an early IgM response which tends to

PLASMA CELL
PRECURSOR

Through their surface receptors, FDCs bind immune complexes con-
taining antigen and C3 which, in turn, are very effective B-cell stimu-
lators since coligation of the surface receptors for antigen and C3
(CR2) lowers their threshold for activation. The costimulatory mole-
cules CD40 and B7 play pivotal roles. Antibodies to CD40 prevent
formation of germinal centers and anti-CD40L can disrupt estab-
lished germinal centers within 12 hours. Anti-B7.2, given early in the
immune response, prevents germinal center formation and, when
given at the onset of hypermutation, suppresses that process.

fall off rapidly. IgG antibody synthesis builds up to its
maximum over a longer time period. On secondary
challenge with antigen, the time-course of the IgM re-
sponse resembles that seen in the primary. By contrast,
the synthesis of IgG antibodies rapidly accelerates to a
much higher titer and there is a relatively slow fall-off
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inserum antibody levels (figure 10.16). The same prob-
ably holds for IgA, and in a sense both these im-
munoglobulin classes provide the main immediate
defense against future penetration by foreign antigens.

Individual cells can switch over from IgM to IgG
production. For example, antigen challenge of irradi-
ated recipients receiving relatively small numbers of
lymphoid cells produced splenic foci of cells, each
synthesizing antibodies of different heavy chain class
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Figure 10.14. Darwinian selection by antigen of B-cells with anti-
body mutants of high affinity protects against cell death in the
germinal center, either through cross-linking of sIg by antigen on fol-
licular dendritic cells, or through Th cell recognition of processed
antigen and signaling through CD40. In both cases, capture of anti-
gen, particularly as the concentration falls, will be critically affected
by the affinity of the surface receptor.

bearing a single idiotype; the common idiotype sug-
gests that each focus is derived from a single precursor
cell whose progeny can form antibodies of different
class.

Antibody synthesis in most classes shows consider-
able dependence upon T cooperation in that the re-
sponses in T-deprived animals are strikingly deficient;
such is true of mouse IgG1, IgG2a, IgA, IgE and part of
the IgM antibody responses. T-independent antigens
such as the polyclonal activator, lipopolysaccharide
(LPS) endotoxin, induce synthesis of IgM with some
IgG2b and IgG3. Immunopotentiation by complete
Freund’s adjuvant, a water-in-oil emulsion containing
antigen in the aqueous phase and a suspension of
killed tuberclebacilli in the oil phase (see p. 300), seems
to occur, at least in part through the activation of
Th cells which stimulate antibody production in T-
dependent classes. The prediction from this, that the
response to T-independent antigens (e.g. Preumococ-
cus polysaccharide, p. 171) should not be potentiated
by Freund’s adjuvant, is borne out in practice; further-
more, as mentioned previously, these antigens evoke
primarily IgM antibodies and poor immunological
memory, as do T-dependent antigens injected into
T-cell-deficient, neonatally thymectomized hosts.

Thus, in rodents at least, the switch from IgM to IgG
and other classes appears to be largely under T-cell
control critically mediated by CD40 and by cytokines
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Figure 10.15. Synthesis of immunoglobulin. As mRNA is translat-
ed on the ribosome, the N-terminal signal sequence (5S) isbound by
a signal recognition particle (SRP) which docks onto a receptor on
the outer membrane of the endoplasmic reticulum (ER) and facili-
tates entry of the nascent Ig chain into the ER lumen. The SS associ-
ates withaspecificmembranereceptorandis cleaved; theremainder
of the chain, asit elongates, complexes with the molecular chaperone

BiP (heavy chain-binding protein) which binds to the heavy chain
C4l and V; domains to control protein folding. The unassembled
chains oxidize and dissociate as the full H,L, Ig molecule. The as-
sembled H,L, molecules can now leave the ER for terminal glycosy-
lation in the Golgi and final secretion. Surface receptor Ig would be
inserted by its hydrophobic sequences into the membrane of the
endoplasmic reticulum as it was synthesized.
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(see p. 189). Let us take another look at the stimulation
of small, surface IgM-positive, B-cells by LPS. As we
noted, on its own, the nonspecific mitogen evokes the
synthesis of IgM, IgG3 and some IgG2b. Following ad-
dition of IL-4 to the system, there is class switching
from IgM to IgE and IgG1 production, whereas IFNy
stimulates class switching from IgM to IgG2a and
TGFp induces switching from IgM to IgA or IgG2b.
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Figure 10.16. Synthesis of IgM and IgG antibody classes in the
primary and secondary responses to antigen.

These cytokines induce the formation of germ-line
sterile transcripts which startat the I (initiation) exon 5’
of the switch region for the antibody class to which
switching will occur and terminate at the polyadenyla-
tion site 3’ of the relevant Cy gene (figure 10.17). The
transcripts are not translated but instead remain asso-
ciated with the template DNA, forming RNA-DNA
hybrids within the S regions of the DNA which might
act as targets for enzymes involved in the recombina-
tion process. Under the influence of the recombinase, a
given VD] gene segment is transferred from pé to the
new constant region gene (figure 10.17), so yielding
antibodies of the same specificity but of different class.

Class-switched B-cells are subject to high
mutation rates after the initial response

The reader will no doubt recollect that this idea
was raised in Chapter 4 when discussing the gen-
eration of diversity, and that the germinal center
has been identified as the site of intense mutagenesis.
The normal V-region mutation rate is of the order
of 107°/base pair/cell division, but this rises to

B-CELL

Figure10.17. Class switching to produce
antibodies of identical specificity but
differentimmunoglobulin isotype (in this
example from IgM to IgG1) is achieved by a
recombination process which utilizes the
specialized switch sequences (@) and
leads to a loss of the intervening DN A loop
(1, 8 and v8). Each switch sequence is

1-10 kilobases in length and comprises
guanosine-rich repeats of 20-100 base pairs.
Because the switch sequence associated
with each Cy; gene has a unique nucleotide
sequence, recombination cannot occur
homologously and therefore probably
depends upon nonhomologous end joining. [
DNA repair proteins including Ku70, Ku80

and the catalytic subunit of the DN A-

dependent protein kinase (DNA-PK )

are involved in this process. L
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Figure 10.18. Increasing somatic mutations in the immunodomi-
nant germ-line antibody observed in hybridomas isolated follow-
ing repeated immunization with phenyloxazolone. (Data from
Berek C. & Apel M. (1989) In Melchers F. et al. (eds) Progress in Im-
munology 7, 99. Springer-Verlag, Berlin.)

Germline Diversity

-

. VH

S

194 CHAPTER 10—The production of effectors

1073 /base pair/ generation in B-cells as a result of anti-
genic stimulation. This process is illustrated in figure
10.18 which charts the accumulation of somatic muta-
tions in the immunodominant Vi, /Vantibody struc-
ture during the immune response to phenyloxazolone.
With time and successive boosting, the mutation rateis
seen to rise dramatically and, in the context of the pre-
sentdiscussion, itis clear that the strategically targeted
hypermutations occurring within or adjacent to the
complementarity determining hypervariable loops
(figure 10.19) can give rise to cells which secrete anti-
bodies having a different combining affinity to that of
the original parent cell. Randomly, some mutated
daughter cells will have higher affinity for antigen,
some the same or lower and others perhaps none at all
(cf. figure 10.14). Similarly, mutations in the frame-
work regions may be ‘silent’ or, if they disrupt the fold-
ing of the protein, give rise to nonfunctional molecules.
Pertinently, the proportion of germinal center B-cells
with ‘silent’ mutations is high early in the immune re-
sponse but falls dramatically with time, suggesting
that early diversification is followed by preferential
expansion of clones expressing mutations which
improve their chances of reacting with and being
stimulated by antigen.

(b)

Somatic Mutation

Less Diverse

Figure 10.19. An ‘antigen’s eye view’ of sequence diversity
in human antibodies. The sequence diversity has been plotted
on a scale of blue (more conserved) to red (more diverse). The Vy;
domain is on the right and the V. _domain on the left in both pictures.
(a) Germ-line diversity prior to somatic hypermutation is focused
at the center of the antigen-binding site. (b) Somatic hypermutation
spreads diversity to regions at the periphery of the binding site
that are highly conserved in the germ-line V gene repertoire.

More Diverse

Somatic hypermutation is therefore complementary to germ-
line diversity. The V;; CDR3, which lies at the center of the antigen-
binding site, was not included in this analysis and therefore is
shown in gray as a loop structure. The end of the V.. CDR3 (also
excluded) lies at the center of the binding site and is not visible in
this representation. (Reproduced with kind permission from
Tomlinson LM. et al. (1996) Journal of Molecular Biology 256,
813.)
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FACTORS AFFECTING ANTIBODY AFFINITY
IN THE IMMUNE RESPONSE

The effect of antigen dose

Other things being equal, the binding strength of an
antigen for the surface receptor of a B-cell will be deter-
mined by the affinity constant of the reaction:

Ag+(surface)Ab=AgAb

and the reactants will behave according to the law of
mass action (cf. p. 86).

It may be supposed that, when a sufficient number
of antigen molecules are bound to the receptors on the
cell surface and processed for presentation to T-cells,
the lymphocyte will be stimulated to develop into an
antibody-producing clone. When only small amounts
of antigen are present, only those lymphocytes with
high affinity receptors will be able to bind sufficient
antigen for stimulation to occur and their daughter
cells will, of course, also produce high affinity anti-
body. Consideration of the antigen—antibody equilib-
rium equation will show that, as the concentration of
antigen is increased, even antibodies with relatively
low affinity will bind more antigen; therefore, at high
doses of antigen, the lymphocytes with lower affinity
receptors will also be stimulated and, as may be seen
from figure 10.20, these are more abundant than those
with receptors of high affinity. Furthermore, there is a
strong possibility that cells with the highest affinity
will bind so much antigen as to become tolerized (cf. p.
240). Thus, in summary, low amounts of antigen pro-
duce high affinity antibodies, whereas high antigen
concentrations give rise to an antiserum with low to
moderate affinity.

Maturation of affinity

In addition to being brisker and fatter, secondary
responses tend to be of higher affinity. There are pro-
bably two main reasons for this maturation of affinity
after primary stimulation. First, once the primary
response gets under way and the antigen concen-
tration declines to low levels, only successively higher
affinity cells will bind sufficient antigen to. maintain
proliferation. Second, at this stage the cells are mu-
tating madly in the germinal centers, and any mutants
with an adventitiously higher affinity will bind
well to antigen on follicular dendritic cells and be
positively selected for by its persistent clonal expan-
sion. Modification of antibody specificity by somatic
point mutations allows gradual diversification on
which positive selection for affinity can act during
clonal expansion.
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Figure 10.20. Relationship of antigen concentration to affinity of
antibodies produced. Low concentrations of antigen ([Ag}; o) bind
to and permit stimulation of a range of high affinity memory cells
and the resulting antibodies are of high affinity. High doses of anti-
gen ([Aglyy) are able to bind sufficiently to the low affinity cells and
thereby allow their stimulation, whilst the highest affinity cells may
bind an excess of antigen and be tolerized (dashed line); the resulting
antiserum will have a population of low to moderate affinity
antibodies.

It is worth noting that responses to thymus-
independent antigens, which have poorly developed
memory with very rare mutations, do not show this
phenomenon of affinity maturation. Overall, the
ability of Th to facilitate responses to nonpolymeric,
nonpolyclonally activating antigens, to induce expan-
sive clonal proliferation, to effect class switching and,
lastly, to fine-tune responses to higher affinity has
provided us with bigger, better and more flexible
immune responses.

MEMORY CELLS

Antibodies encoded by unmutated germ-line genes
represent a form of evolutionary memory, in the sense
that they tend to include specificities for commonly
encountered pathogens which appear in the so-called
‘natural antibody’ fraction of serum. Memory ac-
quired during the adaptive immune response requires
contact with antigen and expansion of antigen-specific
memory cells, as seen for example in the 20-fold in-
crease in cytotoxic T-cell precursors after immuniza-
tion of females with the male H-Y antigen.

Memory of early infections such as measles is long-
lived and the question arises as to whether the memo-
ry cells are long-lived or are subject to repeated antigen



stimulation from persisting antigen or subclinical rein-
fection. Fanum in 1847 described a measles epidemic
on the Faroe Islands in the previous year in which al-
most the entire population suffered from infection
except for a few old people who had been infected 65
years earlier. While this evidence favors the long
half-life hypothesis, memory function of B-cells trans-
ferred to an irradiated syngeneic recipient is lost
within a month unless antigen is given or the donor
is transgenic for the bcl-2 gene (remember that signals
in the germinal center which prevent apoptosis of cen-
trocytic B-cells also upregulate bcl-2 expression). It is
envisaged that B-cell memory is a dynamic state in
which survival of the memory cells is maintained by
recurrent signals from follicular dendritic cells in the
germinal centers, the only long-term repository of
antigen.

Recent evidence strongly suggests that memory T-
cells can, however, persist in the absence of antigen. T-
cellsisolated from mice several months after they were
immunized with lymphocytic choriomeningitis virus
(LCMV) were transferred into two groups of genetical-
ly modified mice which lacked endogenous T-cells,
one of the groups additionally lacking MHC class I
expression. T-cells were parked in these mice for 10
months and then analysed in vitro. Functional virus-
specific CD8* CTLs were still present in both groups of
mice, and in similar numbers, even though those from
the class I mice could not have had antigen presented
to their TCR. Indeed, these memory T-cells undergo
antigen- and MHC-independent proliferation in vivo,
their numbers controlled, at least in part, by a balance
between proliferation-inducing signals fromIL-15and
cell death-inducing signals from IL-2 released in the
local environment, both cytokines binding to the IL-2R
B chain (cf. figure 10.2). Other recent findings indicate
that helper T-cell memory also does not require the
continued presence of antigen or MHC and, at least in
some cases, Th memory is maintained in the absence of
cell division.

However, we should not lose sight of the fact that,
while these experiments in transgenic and knockout
animals clearly demonstrate that immunological
memory can be maintained in the absence of antigen,
usually antigen persists as complexes on follicular
dendritic cells. Therefore, there is the potential for
antigen-presenting cells within the germinal center to
capture and process this complexed antigen and then
present it to memory T-cells. Some evidence, again
recent (yes, this is a very rapidly moving area of im-
munology!), suggests that it is a type of dendritic cell,
and not the germinal center B-cells, that may subserve
this function.
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The memory population is not simply an
expansion of corresponding naive cells

In general, memory cells are more readily stimulated
by a given dose of antigen because they have a higher
affinity. In the case of B-cells, we have been satisfied by
the evidence linking mutation and antigen selection to
the creation of high affinity memory cells within the
germinal center of secondary lymph node follicles.
The receptors for antigen on memory T-cells also have
higher affinity but, since they do not undergo signifi-
cant somatic mutation during the priming response, it
would seem that cells with pre-existing receptors of
relatively higher affinity in the population of naive
cells proliferate selectively through preferential
binding to the antigen.

Intuitively one would not expect to improve on
affinity to the same extent that somatic hypermutation
can achieve for the B-cells, but nonetheless memory
T-cells augment their binding avidity for the antigen-
presenting cell through increased expression of acces-
sory adhesion molecules, CD2, LFA-1, LFA-3 and
ICAM-1. Since several of these molecules also function
to enhance signal transduction, the memory T-cell is
more readily triggered than its naive counterpart.
Indeed, memory cells enter cell division and secrete
cytokines more rapidly than naive cells, and there is
some evidence that they may secrete abroader range of
cytokines than do naive cells.

Aphenotypic change in the isoform of the leukocyte
common antigen CD45R, derived by differential splic-
ing, allows some distinction to be made between naive
and memory cells. Expression of CD45RA has been
used as a marker of naive T-cells and of CD45RO as a
marker of memory cells capable of responding to recall
antigens. However, most of the features associated
with the CD45RO subset are in fact manifestations of
activated cells and CD45RO cells can revert to the
CD45RA phenotype. Memory cells, perhaps in the
absence of antigenic stimulation, may therefore lose
their activated status and join a resting pool. Another
marker used for differentiating naive from memory
cells takes one step back on the CD ladder and utilizes
differences in the relative expression of the adhesion
moleculeCD44;naive T-cellsseem toexpresslow levels
of CD44 whilstmemory T-cellsexpresshighlevels.

It has been proposed by Lanzavecchia and col-
leagues that the CCR7 chemokine receptor allows a
distinction to be made between CCR7* ‘central
memory’ T-cells, which differentiate from naive T-
cells, and CCR7" “effector memory’ T-cells, which sub-
sequently arise from the central memory T-cells (figure
10.21). Both populations are long-lived. The central
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Figure 10.21. Central and effector memory T-cells. Naive T-cells
bear the CD45RA splice variant of the CD45 molecule and are at-
tracted from the thymus into secondary lymphoid tissue under the
influence of CCR7-binding chemokines suchas CCL19 (MIP-3f)and
CCL21 (6Ckine/SLC). Upon encounter with antigen, some of these
cells become effectors of the primary immune response, whilst
others differentiate into central memory T-cells which retain the
CCRY chemokine receptor but lose expression of CD45RA. Subse-
quent re-encounter with antigen will push these cells into the effec-

memory cells provide a clonally expanded pool of
antigen-primed cells which can travel to secondary
lymphoid organs under the influence of the CCL21
(SLC) chemokine (cf. table 10.3) and, following re-
encounter with antigen, can stimulate dendritic cells,
help B-cells and generate effector cells. In contrast, ef-
fector memory T-cells possess CCR1, CCR3 and CCR5
receptors for proinflammatory chemokines and con-
stitute tissue-homing cells which mediate inflamma-
tory reactions or cytotoxicity.

Virgin B-cells lose their surface IgM and IgD and
switch receptor isotype on becoming memory cells,
and the differential expression of these surface

SUMMARY

A succession of genes are upregulated by T-cell activation

* Within 15-30 minutes, genes for transcription factors
concerned in the progression GO to G1 and in the control of
IL-2 are expressed.

* Up to 14hours, cytokines and their receptors are
expressed.

* Later, a variety of genes related to cell division and
adhesion are upregulated.

Cytokines act as intercellular messengers
¢ Cytokines act transiently and usually at short range,

tor memory compartment with replacement of CCR7 by other
chemokine receptors such as CCR1, CCR3 and CCR5. This changes
the homing characteristics of these cells which can now relocate as
cytokine-secreting or cytotoxic T-cells to inflammatory sites under
the influence of a number of chemokines including CCL3 (MIP-10),
CCL4 (MIP-1B) and CCL5 (RANTES) (see table 10.3). Note that
whilst the activation and subsequent differentiation of these cells
is dependent on antigen, both central memory and effector memory
T-cells are thought to be long-lived in the absence of antigen.

markers has greatly facilitated the separation of B-and
T-cells into naive and memory populations for further
study. The costimulatory molecules B7.1 (CD80) and
B7.2 (CD86) are rapidly upregulated on memory B-
cells, and the potent ability of these cells to present
antigen to T-cells could well account for the brisk and
robust nature of secondary responses. A scheme simi-
lar to that outlined in figure 10.21 for T-cells may also
exist for the B-lymphocyte compartment, with an ini-
tial population of memory cells possessing the B220
marker developing into B220~ memory B-cells which
then go on to generate antibody-secreting effector
cells.

although circulating IL-1 and IL-6 can mediate release of
acute phase proteins from the liver.

* They act through surface receptors belonging to six
structural families.

* Cytokine-induced dimerization of individual subunits
of the main (hematopoietin) receptor family activates
protein tyrosine kinases, including JAKs, and leads to
phosphorylation and activation of STAT transcription
factors.

* Cytokines are pleiotropic, i.e. have multiple effects
in the general areas of: (i) control of lymphocyte

(continued p. 198)
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growth, (ii) activation of innate immune mechanisms
(including inflammation), and (iii) control of bone marrow
hematopoiesis (cf. figure 10.4).

» Cytokines may act sequentially, through one cytokine
inducing production of another or by transmodulation of
the receptor for another cytokine; they can also act syner-
gistically or antagonistically.

¢ Their roles in vivo can be assessed by gene ‘knockout’,
transfection or inhibition by specific antibodies.

Different T-cell subsets can make different cytokines

¢ Asimmunization proceeds, Thtend to develop into two
subsets: Th1 cells concerned in inflammatory processes,
macrophage activation and delayed sensitivity make IL-2
and -3, IFNy, TNEF, lymphotoxin and GM-CSF; Th2 cells
help B-cells to synthesize antibody and secrete IL-3, -4, -5,
-6 and -13, TNF and GM-CSF. IL-10 is secreted by Th2 cells
in mice butby both Th1 and Th2 subsets in humans.

* Early interaction of antigen with macrophages or
dendritic cells producing IL-12 or with a variety of cells
secreting IL-4 will skew the responses to Thl or Th2,
respectively.

* Other subsets may exist, including TGFp-secreting Th3
(Tr1) regulatory cells.

¢ Tel (IFNy) and Te2 (IL-4) populations can also be
distinguished.

Activated T-cells proliferate in response fo cytokines

¢ JL-2 acts as an autocrine growth factor for Th1 and
paracrine for Th2 cells which have upregulated their IL-2
receptors.

* Cytokines act on cells which express the appropriate
cytokine receptor.

T-cell effectors in cell-mediated immunity

* Cytokines mediate chronic inflammatory responses
and induce the expression of MHC class II on endothelial
cells, a variety of epithelial cells and many tumor cell lines,
so facilitating interactions between T-cells and nonlym-
phoid cells.

* Differential expression of chemokine receptors permits
selective recruitment of neutrophils, macrophages, den-
dritic cells and T- and B-cells.

* TNF synergizes with IFNyin killing cells.

» Cytotoxic T-cells are generated against cells (e.g. virally
infected) which have intracellularly derived peptide
associated with surface MHC class I. They kill using lytic
granules containing perforin, granzymes and TNE.

* T-cell-mediated inflammation is strongly down-
regulated by IL-4 and IL-10.

Proliferation of B-cell responses is mediated by cytokines

* Early proliferation is mediated by IL-4 which also aids
IgE synthesis.

¢ IgAproducersare driven by TGFB and IL-5.

¢ IL-4 plus IL-5 promote IgM and IL-4, -5, -6 and -13 plus
IFNystimulate IgG synthesis.

Events in the germinal center

* There is clonal expansion, isotype switch and mutation
in the dark zone centroblasts.

* The B-cell centroblasts die through apoptosis unless res-
cued by certain signals which upregulate bcl-2. These in-
clude cross-linking of surface Ig by complexes on follicular
dendritic cells and engagement of the CD40 receptor
which drives the cell to the memory compartment.

* Theselection of mutants by antigen guides the develop-
ment of high affinity B-cells.

The synthesis of antibody

* RNA for variable and constant regions is spliced
together before leaving the nucleus.

¢ Differential splicing allows coexpression of IgM and
IgD with identical V regions on a single cell and the switch
from membrane-bound to secreted IgM.

Ig class switching occurs in individual B-cells

¢ IgM produced early in the response switches to IgG,
particularly with thymus-dependentantigens. The switch
is largely under T-cell control.

* IgG, but not IgM, responses improve on secondary
challenge.

Antibody affinity during the immune response

¢ Low doses of antigen tend to select high affinity B-cells
and hence antibodies since only these can be rescued in the
germinal center.

* For the same reasons, affinity matures as antigen
concentration falls during an immune response.

Memory cells

¢ Memory T-cells can be maintained in the absence of
antigen.

* However, immune complexes on the surface of follicu-
lar dendritic cells in the germinal centers provide a long-
term source of antigen.

¢ Memory cellshave higheraffinity than naive cells, in the
case of B-cells through somatic mutation, and in the case of
T-cells through selective proliferation of cells with higher
affinity receptors and through upregulated expression of
associated molecules such as CD2 and LFA-1, which in-

(continued)
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crease the avidity (functional affinity) for the antigen-
presenting cell.

* Activated memory and naive T-cells are distinguished
by the expression of CD45 isoforms, the former having the
CD45RO phenotype, the latter CD45RA. It seems likely
that a proportion of the CD45RO population reverts to a
CD45RA pool of resting memory cells. CD45RA~ memory
cells can be divided into CCR7* central memory and
CCR7" effector memory cells.

* High levels of CD44 expression are also characteristic
of memory T-cells, low level expression being associated
with naive T-cells.

See the accompanying website (Www.roitt.com)
for multiple choice questions.
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INTRODUCTION

The acquired immune response evolved so that
it would come into play when contact with an
infectious agent is made. The appropriate antigen-
specific cells expand, often to form a sizable pro-
portion of the lymphocytes in the local lymphoid
tissues, the effectors eliminate the antigen and
then the response quietens down and leaves room
for reaction to other infections. Feedback mech-
anisms must operate to limit the response;
otherwise, after antigenic stimulation, we would
become overwhelmed by the responding clones of
T-cells and antibody-forming cells and their
products —obviously an unwelcome state of af-
fairs, as may be clearly seen in multiple myeloma,
where control over lymphocyte proliferation is
lost. It makes sense for antigen to be a major regu-
latory factor and for lymphocyte responses to be
driven by the presence of antigen, falling off in in-
tensity as the antigen concentration drops (figure
11.1). There is abundant evidence to support this
view. Antigens can stimulate the proliferation of
specific lymphocytes in vitro. Clearance of antigen
in vivo by injection of excess antibody during the
course of an immune response leads to a dramatic
drop in antibody synthesis and the number of
antibody-secreting cells.

ANTIGENS CAN INTERFERE WITH
EACH OTHER

The presence of one antigen in a mixture of antigens
can drastically diminish the immune response to the
others. This is true even for epitopes within a given
molecule; for example, the response to epitopes on the
Fab fragment of IgG is far greater when the Fab rather
than whole IgG is used for immunization due to the
inhibitory nature of the Fc region. Factors which
determine immunodominance include the precursor
frequency of the B-cells bearing antigen receptors for
differentepitopes on the antigen, the relative affinity of
these antigen receptors for their respective epitopes,
the degree to which the surface membrane antibody
protects the epitope from proteolysis following inter-
nalization of the antibody-antigen complex, and the
level of competition of processed antigenic peptides
for the major histocompatibility complex (MHC)
groove. There is a clear hierarchy of epitopes with re-
spect to this competitive binding based on differential
accessibility to proteases as the molecule unfolds, and
the presence or absence of particular amino acid se-
quences which facilitate breakdown to yield peptides
inhigh abundance and with relatively high affinity for
the MHC (figure 11.2). Thus, Sercarz envisages domi-
nant epitopes, which bag the lion’s share of the avail-
able MHC grooves, subdominant epitopes, which are
less successful, and cryptic epitopes, which generate
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Figure 11.1. Antigen drives theimmune response. As antigen con-
centration falls due to catabolism and elimination by antibody, the
intensity of the immune response declines, but is maintained for
some time atalower level by antigen trapped on germinal center fol-
licular dendritic cells.
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Figure 11.2. Mechanisms of epitope dominance at the MHC level.
The other factor which can influence dominance is the availability of
reactive T-cells; if these have been eliminated, e.g. through toleriza-
tion by cross-reacting self-antigens, a peptide which may have dom-
inated the MHC groove would be unable to provoke an immune
response.

miserably low concentrations of peptide-MHC that
are ignored by potentially reactive naive T-cells.
Clearly, the possibility that certain antigens in a mix-
ture, or particular epitopes in a given antigen, may
block a desired protective immune response has obvi-
ous implications for vaccine design. Contrariwise, the
identification of inhibitory peptides with a predatory
affinity for the MHC groove(s) should provide thera-

peutic agents to quash unwanted hypersensitivity
reactions.

COMPLEMENT AND ANTIBODY ALSO
PLAY A ROLE

Innate immune mechanisms are usually first on the
scene and activation of the alternative pathway of
complement activation will lead to C3d deposition on
the microbe. When C3d-coated antigens are recog-
nized by the B-cell, cross-linking of the BCR and the
CD21 complement receptor, with its associated signal-
transducing molecule CD19, enhances B-cell activa-
tion (figure 11.3a). In contrast, cross-linking of the BCR
with EcyRIIB1 (cf. p. 50) delivers a negative signal by
suppressing tyrosine phosphorylation of CD19 (figure
11.3b). Thus, removal of circulating antibody by
plasmapheresis during an ongoing response leads to
an increase in synthesis, whereas injection of pre-
formed IgG antibody markedly hastens the fall in the
number of antibody-forming cells (figure 11.4) consis-
tent with feedback control on overall synthesis.

In complete contrast, injection of IgM antibodies en-
hances theresponse (figure 11.4), presumably by cross-
linking antigen bound to the sIgM receptors without
activating the Fcyinhibitory receptor, and perhaps also
via the generation of C3d by the classical pathway of
complement activation. Since antibodies of this iso-
type are either already presentamongst the broadly re-
active natural antibodies, or if not will certainly appear
atanearly stage after antigen challenge, they would be
useful in boosting the initial response.

ACTIVATION-INDUCED CELL DEATH

Although clearance of antigen from the body by the
immune system will clearly lead to a downregulation
of lymphocyte proliferation due to the absence of a sig-
nal through the antigen receptor, even in the presence
of antigen the signals provided do not lead to the con-
tinuous proliferation of cells, but rather set off a train of
events that, unless the cells are protected in some way,
leads to activation-induced cell death (AICD) by apop-
tosis. It seems that AICD is perhaps primarily a feature
of CD4 cells, allowing these cells to be cleared from the
system following their proliferation. Subsequent to ac-
tivation, T-cells upregulate death receptors and their
ligands. If the ligands remain associated with the cell
surface they can activate apoptosis in adjacent cells.
However, they are often released from the cell surface
by proteases, producing soluble forms which in some
cases retain activity, for example the soluble version of
the TNF-related apoptosis-inducing ligand (TRAIL)
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Figure 11.3. Cross-linking of surface IgM antigen receptor to the
CD21 complement receptor stimulates, and to the Fcy receptor
FcyRIIB1 inhibits, B-cells. (a) Following activation of complement,
C3d becomes covalently bound to the microbial surface. The CD21
complement receptor binds C3d and signals through its associated
CD19 molecule. The CD19, CD21 and CD81 (TAPA-1) molecules
form the B-cell coreceptor and cross-linking of this complex to the
surface IgM of the BCR leads to tyrosine phosphorylation of CD19
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Figure11.4. Time-course of enhancement of antibody response to
sheep red blood cells (SRBC) due to injection of preformed IgM,
and of suppression by preformed IgG antibodies. Mice received
monoclonal IgM anti-SRBC, IgG anti-SRBC or medium alone intra-
venously 2hours prior to immunization with 10° SRBC. (Data pro-
vided by]. Reiter, P. Hutchings, P. Lydyard and A. Cooke.)

and subsequent binding of phosphatidylinositol 3-kinase (PI3-K),
leading to B-cell activation. (b) The FcyRIIB1 molecule possesses
a cytoplasmic immunoreceptor tyrosine-based inhibitory motif
(ITIM) and, upon cross-linking to membrane Ig, becomes phospho-
rylated and binds the inositol polyphosphate 5’-phosphatase SHIP.
This suppresses phosphorylation of CD19 and thus inhibits B-cell
activation.

retains the ability to signal through the receptor
TRAIL-R1. Such soluble ligands can potentially medi-
ate either paracrine or autocrine cell death. The death
receptors are members of the tumor necrosis factor re-
ceptor (TNF-R) family and include TNFRI, CD95 (Fas),
TRAMP (TNF receptor apoptosis-mediating protein),
the aforementioned TRAIL-R1, TRAIL-R2 and death
receptor (DR) 6. Apoptosis induction through these re-
ceptors initially involves cleavage of the inactive cys-
teine protease procaspase 8 to yield active caspase 8.
Ultimately, this activation pathway converges with the
apoptosis pathway induced by cellular stress, both
leading to the activation of downstream effector cas-
pases (figure 11.5). In addition to the death receptors,
therearealsoanumber of ‘decoy receptors’ which bind
the potentially apoptosis-inducing ligands but do not
signal.

When initially activated by peptide-MHC, T-cells
are resistant to apoptosis but become progressively
sensitive. Anumber of molecules are known to be pro-
tective against apoptosis; for example, bcl-2 and bel-
X, which appear to act as watchdogs preventing
the release of pro-apoptotic proteins from the mito-
chondria. Of particular relevance to death receptor-
mediated AICD, however, is the molecule FLIP (FLICE
inhibitory protein, FLICE being an older name for cas-
pase 8). FLIP bears structural similarity to caspase 8,
and therefore by competitive inhibition prevents re-
cruitment of this caspase into the death-inducing sig-
naling complex (DISC) (figure 11.5). It appears that the
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Figure 11.5. Activation-induced cell death. Receptor-based
induction of apoptosis involves the trimerization of TNF-R family
members (for example, Fas) by trimerized ligands (for example,
Fas-ligand). This brings together cytoplasmic death domains
(DD) which can recruit a number of death effector domain (DED)-
containing adaptor molecules to form the death-inducing signaling
complex (DISC). The different receptors use different combinations
of DED-containing adaptors; Fas uses FADD (Fas-associated protein
with death domain). The DISC induces the cleavage of inactive
procaspase 8 into active caspase 8, with subsequent activation of
downstream effector caspases. This process eventually leads to the
release of the endonuclease known as caspase-activated DNase
(CAD) from a restraining protein (inhibitor of CAD; ICAD) in the
cytoplasm, with subsequent translocation of the endonuclease to the
nucleus. A second pathway of apoptosis induction, often triggered

balance between caspase 8 and FLIP levels can deter-
mine the fate of the cell when the death receptor is
engaged by its ligand, but does not affect apoptosis
induced by the stress-activated mitochondrial path-
way (figure 11.6).

T-CELL REGULATION

T-helper cells

There is abundant evidence to suggest that different
populations of Th cells are specialized for different
helper functions. With respect to help for antibody pro-
duction, T-cell lines derived from Peyer’s patches are
much better at helping IgA-producing B-cells from
Peyer’s patch precursors than are splenic T-cell lines.
The help is for IgA-precommitted B-cells rather than

by cellular stress, involves a number of mitochondria-associated
proteins including cytochrome ¢, Smac/DIABLO and the bcl-2
family member bax. Caspase 9 activation is the key event in this
pathway and requires association of the caspase with a number of
other proteins including the cofactor Apaf-1; the complex formed
incorporates cytochrome c and is referred to as the apoptosome. The
activated caspase 9 then cleaves procaspase 3. Although the death
receptor and mitochondrial pathways are shown as initially
separate in the figure, there is some cross-talk between them. Thus,
caspase 8 can cleave the bcl-2 family member bid (not shown), a
process which promotes cytochrome c release from mitochondria.
Other members of the bcl-2 family, such as bel-2 itself and bel-X, in-
hibit apoptosis, perhaps by preventing the release of pro-apoptotic
molecules from the mitochondria. M, mitochondrion.

for induction of the class switch to IgA, since Peyer’s
patch T-cells do not markedly enhance IgA production
by splenic B-cells. Evidence for the production of an
IgE-binding factor from Fce receptor-bearing T-cells,
which enhances B-cell secretion of IgE, has been ob-
tained; intriguingly, a 13kDa T-cell-derived cytokine
called glycosylation inhibiting factor (GIF) inhibits N-
glycosylation of the IgE-binding factor so that it now
becomes a suppressor of IgE synthesis. It should also
be evident from the previous discussion of AICD that
Th cells will not be around to expand B-cell and Tc
clone sizes indefinitely.

T-cell suppression

It is perhaps inevitable that nature, having evolved
a functional set of T-cells which promote immune

203
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FLIP and pro-apoptotic caspase 8 can

determine the fate of the cell. {b)

FLIP Experiments involving overexpression of

Tronsgenie FLIP in a transgenic mouse model show
that this protein protects T-cells from AICD
stimulated through the death receptor

{ pathway by Fas-ligand, but not from cell

| death triggered via the mitochondrial

pathway using the drug staurosporine.
(Based on data obtained by J. Tschopp and

colleagues.)

Figure 11.7. Demonstration of T-
suppressor cells. Amouse of an appropriate
strain immunized with an immunogenic
dose of sheep erythrocytes makes a strong
antibody response. However, if spleen cells
from a donor of the same strain previously
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injected with a high dose of antigen are first
transferred to the syngeneic animal, they
depress the antibody response to anormally
immunogenic dose of the antigen. The effect
islost if the spleen cells are first treated with

y

a T-cell-specific antiserum (anti-Thy-1) plus

complement, showing that the suppressors
are T-cells. (After Gershon R.K. & Kondo K.
(1971) Immunology 21,903.)

responses, should also develop a regulatory set whose
job would be to modulate the helpers. T-cell suppres-
sionwas firstbrought to the serious attention of the im-
munological fraternity by a phenomenon colorfully
named by its discoverer, ‘infectious tolerance’. Quite
surprisingly it was shown that, if mice were made
unresponsive by injection of a high dose of sheep
red blood cells (SRBC), their T-cells would suppress
specific antibody formation in normal recipients to
which they had been transferred (figure 11.7). It may
not be apparent to the reader why this result was at

all surprising, but at that time antigen-induced toler-
ance was regarded essentially as a negative phenome-
non involving the depletion or silencing of clones
rather than a state of active suppression. Over the
years, T-cell suppression has been shown to modulate
a variety of humoral and cellular responses, the latter
including delayed-type hypersensitivity, cytotoxic
T-cells and antigen-specific T-cell proliferation.
However, the existence of dedicated professional T-
suppressor cells is a question which has generated a
great deal of heat.
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Suppressor and helper epitopes can be discrete

Detailed analysis of murine responses to antigens such
as hen egg-white lysozyme tells us that certain deter-
minants can evoke very strong suppressor rather than
helper responses depending on the mouse strain, and
also that T-suppressors directed to one determinant
can switch off helper and antibody responses to other
determinants on the same molecule. Thus mice of H-2¢
haplotype respond poorly to lysozyme because they
develop dominant suppression; however, if the three
N-terminal amino acids are removed from the antigen,
these mice now make a splendid response, showing
that the T-suppression directed against the deter-
minant associated with the N-terminal region has
switched off the response to the remaining determi-
nants on the antigen. Similar results have been ob-
tained in several other systems. This must imply that
the antigen itself acts as a form of bridge to allow com-
munication between T-suppressor and cells reacting to
the other determinants, as might occur through these
cells binding to an antigen-presenting cell expressing
several different processed determinants of the same
antigen on its surface (figure 11.8).

ANTIGEN
PRESENTING
CELL

SUPPRESSOR EPITOPE

HELPER EPITOPE
ANTIGEN

Figure11.8. Possible mechanism to explain the need fora physical
linkage between suppressor and helper epitopes. The helper and
putative suppressor cells can interact by binding close together on
the surface of an antigen-presenting cell, which processes the anti-
gen and displays the different epitopes on separate MHC molecules
onits surface.

Characteristics of suppression

What of the effectors of suppression? In a number of
experimental systems the cells which mediate sup-
pression are far more vulnerable than helpers to adult
thymectomy, X-irradiation and cyclophosphamide.
For example, adult thymectomy in the mouse has little
effect on the Th population, but leads to a fall in the T-
suppressors, thereby increasing the response to T-
independent antigens and preventing the fall-off in
IgE antibody to haptens coupled with Ascaris extracts
which occurs in intact animals.

Classically, suppressor T-cells have been described
as CD8*. For example, the B10.A (2R) mouse strain has
a low immune response to lactate dehydrogenase {3
(LDHB) associated with the possession of the H-2Ef3
gene of krather than bhaplotype. Lymphoid cells taken
from these animals after immunization with LDHf
proliferate poorly in vitro in the presence of antigen,
butif CD8* cells are depleted, the remaining CD4" cells
give a much higher response. Adding back the CD8*
cells reimposes the active suppression. Human sup-
pressor T-cells can also belong to the CD8 subset. Thus,
CD8* CD28" cells can prevent antigen-presenting B-
cells from upregulating costimulatory B7 molecules in
response to CD40-mediated signals from the CD40 lig-
and on Th cells. Following interaction with the CD8 T-
cells, the APCs are then capable of inducing anergy in
Th cells. This effect on B7 is mediated by inhibition of
NEFxB activation in the APC, an event necessary for
transcription of both the B7.1 (CD80) and B7.2 (CD86)
molecules.

More recently, it has become appreciated that regu-
latory CD4* cells can also be major effectors of suppres-
sion. In a model of inflammatory bowel disease (IBD),
in which transfer of CD45RBM8"CDA4* T-cells from
normal donor mice into mice with severe combined
immunodeficiency (SCID) leads to the development of
IBD, the disease can be prevented if CD45RBlwCD4+
regulatory T-cells (Tr) are transferred at the same time.
This immunoregulatory effect could be blocked by
antibodies to the IL-10 receptor or to TGFf in mice, or
toIL-4 and TGFp in rats.

Suppressor cells of the CD4 phenotype have also
been identified within the minor population which
express the IL-2 receptor o chain (CD25). These sup-
pressors are able to abrogate the responses of CD4*
CD25™ T-cells by an as yet undefined cell contact-
dependent, cytokine-independent mechanism.

Suppression is a regulated phenomenon

Let us look in a little more depth at some potential
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Figure11.9. Mutual antagonisms between T-cell subsetslinked in-
directly by processed antigen on an antigen-presenting cell lead to
functionally distinct modes of suppression. (Leaning heavily on
Bloom B.R., Salgame P. & Diamond B. (1992) Immunology Today 13,
131.) Yet another mechanism may prove to be important. Unlike the
mouse, many other mammalian species can express MHC class Il on
a proportion of their activated T-cells; presentation of processed
peptide by these cells can induce CD4-positive cytotoxic cells with
suppressor potential. We also need to know more about the circum-
stances leading to the production of TGFp by suppressors since this
cytokine inhibits T-cell proliferation.

mechanisms of suppression. We have already enter-
tained the idea that antigen-linked T-T interactions
can occur on the surface of an antigen-presenting cell
(figure 11.8) and the concept of T1 and T2 CD8 subsets
paralleling the Th1/Th2 dichotomy. Furthermore, the
evidence for mutual antagonism (suppression) be-
tween Thl and Th2 cells is very strong indeed. One
could postulate downregulation of Th1 cells by type 2
IL-4-producing CD8 cells, and suppression of Th2 cells
by type 1 IENy-producing CD8 cells, interacting on the
surface of an antigen-presenting cell (figure 11.9). In
this model, when the immune response has locked
onto a particular mode, e.g. Thl-mediated cellular
immunity, other types of response, such as T-B collab-
oration, are restricted through a cytokine inhibitory ef-
fect. Although these cells mediate T-suppression, they
would not be called dedicated professional suppres-
sors since, in a sense, their suppressive powers are a
by-product of their main defensive function. Perhaps
we need these cytokine-secreting Tc cells to prevent
Th cells getting out of hand by excessive proliferation,

just as IgG holds back the B-cells by feedback control.
There is indeed abundant evidence for such a regula-
tory mechanism whereby suppressors can be induced
by Th1 cells.

The nature of the antigen-presenting cell, upon
whose surface these interactions are thought to
occur, may influence the type of cells involved and
the outcome. It may be recalled that dendritic cells,
macrophages, B-cells, activated T-cells and even
epithelial cells with upregulated class II can all act
as antigen presenters. Of interest is the finding that
irradiation with UVB light inactivates dendritic
cells and stimulates T-suppression; IL-2 and IFNy are
downregulated and IL-4 production is increased.

Other issues which require solutions are the mecha-
nism by which high-dose antigen induces suppres-
sion, the role of cytotoxic CD4 and CD8 T-cells in these
phenomena and the extent to which idiotype-specific
T-suppressors contribute.

It is important not to lose track of the so-called ‘nat-
ural suppressor cells’, such as those provoked by total
lymph node irradiation, and we would like to draw
attention to a report that natural killer (NK) cells can
inhibit the one-way mixed lymphocyte reaction (see
p- 352) or the primary IgM response to sheep cells
in vitro, by suppressing dendritic cells which have
already taken up the antigen. This offers a further
opportunity for feedback control since IFNy and IL-2
produced by Th can activate NK cells.

Overall, suppression may be most commonly
mediated by secretion of cytokines such as TGF§, by
secretion of yet to be defined suppressor molecules
and by inactivation of APC function. Make no mis-
take, suppressionisstilla murky area, and isnot for the
unwary, but the light at the end of the tunnel is
beckoning.

Effector T-cells are guided to the appropriate
target by MHC surface molecules

Notonly do MHC molecules bearing a tell-tale peptide
signal the presence of an intracellular precursor
(cf. p. 95, Chapter 5), they also ensure that the T-cell
makes contact with the surface of the appropriate
target cell.

Let us explore this point by looking at the role of
Tc in viral infection. When a cell is first infected
with virus, there is an eclipse phase during which
the machinery of the cell is being switched for viral
replication and the only marker of the complete
microbe is the processed viral antigen peptide on the
cell surface. At this stage, killing of the cell by a cyto-
toxic T-cell will prevent viral replication. The killer
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T-cell knows it has reached its target when it recog-
nizes the surface viral peptide in association with class
I MHC molecules which are present on nearly every
cell in the body. Thus the killer cell operates on the
basis that processed viral antigen is the code for ‘viral
infection” and class I molecules are the code for “cell’
(cf. figure 5.26).

The situation is quite different with intracellular
bacteria and protozoa which do not go through an
eclipse phase after phagocytosis by macrophages, but
are held as infectious entities; lysis by cytotoxic T-cells
will merely release the organisms, not kill them. A sep-
arate strategy is required and, in this case, the effector
Th1 lymphocyte recognizes the infected macrophage
by the presence of microbial antigen on the surface in
association with a class II molecule which is now a
code for ‘macrophage’. This interaction triggers the re-
lease of macrophage-stimulating cytokines, dominant
among which is IFNy. Multiple microbicidal me-
chanisms are triggered in the activated macrophages,
including the formation of reactive oxygen intermedi-
ates and the synthesis of NO-, to the detriment of the
intracellular parasites (see p. 265). Similarly, in T-B co-
operation, the B-cell is recognized through its class
II molecule associated with the foreign antigen, al-
though in this case costimulatory signals through
CD40L-CD40 interactions are required for activation.
T-cells mediating suppression also utilize MHC mole-
cules, but the mechanisms are unclear. In summary,
each antigen-specific T-lymphocyte subset has to com-
municate with a particular cell type in order to make
the appropriate immune response, and it does so by
recognizing not only processed foreign antigen but
also the particular MHC molecule used as a marker of
that cell (table 11.1).

Some types of immunoregulatory cells, such as cer-
tain ¥ T-cells, may recognize activation-induced, non-
classical MHC molecules, as appears to be the case
with the recognition of the class Ib molecules T22 and
T10in themouse, although the precise role of such cells
is still being elucidated.

Table 11.1. Guidance of T-subpopulations to appropriate target
cell by MHC molecules.

Cell | MHC marker
Function interaction | onforgetcell |
| .
T-cell priming T—dendritic cell | 11 (+*B7/CD28)
T-helper (Th1) T-macrophage | II (+peptide)
T-helper (Th2) -8 11 (+*CD40L/CD40)
T-suppressor | T-T ?
T-cytofoxic T-target cell I

*Costimulatory molecules and their ligand.

IDIOTYPE NETWORKS

Jerne’s network hypothesis

The hypervariable loops on the immunoglobulin
molecule which form the antigen combining site have
individual characteristic shapes which can be recog-
nized by the appropriate antibodies as idiotypic deter-
minants (cf. p. 42). There are hundreds of thousands, if
not more, differentidiotypes in one individual.

Jerne reasoned brilliantly that the great diversity of
idiotypes would to a considerable extent mirror the di-
versity of antigenic shapes in the external world. Thus,
he said, if lymphocytes can recognize a whole range of
foreign antigenic determinants, they should be able to
recognize the idiotypes on the antigen receptors of
other lymphocytes. They would therefore form alarge
network or series of networks depending upon idio-
type-anti-idiotype recognition between T- and B-
cells (figure 11.10), and the response to an external
antigen perturbing this network would be condi-
tioned by the state of the idiotypic interactions.

Evidence for idiotypic networks

Anti-idiotype can be induced by autologous idiotypes

There is no doubt that the elements which can form
an idiotypic network are present in the body, and
autoanti-idiotypes occur during the course of antigen-
induced responses. For example, certain strains of
mice injected with pneumococcal vaccines make an
antibody response to the phosphorylcholine groups in
which the germ-line-encoded idiotype T15 dominates.
If the individual antibody-forming cells are examined
by plaque assays at different times after immuniza-
tion, waves of T15* and of anti-T15 (i.e. autoanti-
idiotype) cells are demonstrable. Similarly, immuniza-
tion with the acetylcholine agonist BISQ), followed
by fusion of the spleen cells to produce hybridomas,
yielded a series of anti-BISQ monoclonals (idiotypes)
and a smaller number of anti-idiotypic monoclonals,
of which a surprising proportion behaved as internal
images of BISQ in their ability to stimulate acetyl-
choline receptors (figure 11.11). Anti-idiotypic reactiv-
ity has also been demonstrated in T-cell populations
using various experimental systems. Indeed, anti-
idiotypic T-cells recognizing peptide derived from the
CDR2, CDR3 and framework regions of other TCRs
appear to forma part of the normal human T-cell reper-
toire. Immunization of multiple sclerosis patients with
myelin basic protein reactive T-cell clones induces
CD8* cytotoxic T-cells which recognize a peptide
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Figure 11.10. Elements in an idiotypic network in which the
antigen receptors on one lymphocyte reciprocally recognize an
idiotype on the receptors of another. T-helper, T-suppressor and B-
lymphocytes interact through idiotype-anti-idiotype reactions pro-
ducing either stimulation or suppression. T-T interactions could
occur through direct recognition of one T-cell receptor (TCR) by the
other, or more usually by recognition of a processed TCR peptide as-
sociated with MHC. One of the anti-idiotype sets, Ab,B, may bear an
idiotype of similar shape to (i.e. provides an internal image of) the

derived from a TCR CDRB3-associated idiotype pre-
sented by MHC class .

Anetwork is evident in early life

If the spleens of fetal mice which are just beginning to
secrete immunoglobulin are used to produce hybrido-
mas, an unusually high proportion are interrelated as
idiotype-anti-idiotype pairs. This high level of idio-
type connectivity is not seen in later life and suggests
that these early cells, largely the CD5* B-1 subset (cf.
p. 236), are programed to synthesize germ-line gene
specificities which have network relationships.

Preoccupation of networks with self

Paradoxically, there is increasing evidence that pre-
formed idiotype networks have what might seem at
first sight a somewhat unhealthy interest in self-
antigens. The CD5 IgM hybridomas produced from
fetal mouse spleen with high idiotype connectivity
have specificities similar to those of the “natural anti-

antigen. The same idiotype (@) may be shared by receptors of
different specificity, the nonspecific parallel set (since the several
hypervariable regions provide a number of potential idiotypic
determinants and a given idiotype does not always form part of the
epitope-binding site, i.e. the paratope), so that the anti-(anti-Id,)
does not necessarily bind the original antigen. (The following abbre-
viations are often employed: o as a prefix = anti; Id = idiotype; Ab, =
Id; Ab,o = ad not involving the paratope; Ab,B = internal image
old involving the paratope; Ab, = a(ald).)

bodies’ which appear spontaneously in germ-free ani-
mals not exposed to exogenous antigens. Not only are
many of them directed to polysaccharide antigens of
common pathogens, e.g. phosphorylcholine, but a
number of them have low affinity for self-components
such as DNA, IgG, heat-shock proteins and cytoskele-
tal elements. The concept of a largely CD5 B-1 cell pop-
ulation forming an inward-looking world in which the
component cells recognize and stimulate each other
ceaselessly through their idiotypic receptor interac-
tions to produce a range of IgM antibodies which
provide an early defense against infection is most
plausible. But the self-reactivity of many of these cells
is enigmatic. Preset regulatory T-cell networks may
also involve certain dominant autoantigens, such as
heat-shock protein hsp65 and myelin basic protein
from nervous tissue. Is recognition of self as important
asnonself?

Irun Cohen has proposed the intriguing notion of an
immunological homunculus (little man) in which a
functional picture of the body is encoded within the
immune system by regulatory network committees of
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Figure 11.11. The spontaneous production of autoanti-idiotype
during immunization with a hormone agonist. Hybridomas ob-
tained from the immunized mouse secrete anti-hormone and anti-
idiotype which reacts with the hormone receptor; this indicates a
close relationship between hormone, receptor, anti-hormone and
anti-idiotype, implying some connection between autoantibodies
within the idiotype network and hormone systems.

B- and T-cells which recognize certain dominant self-
antigens representing the major organs in the body.
(The analogy is with the neurological homunculus, a
functional picture of the body in which the space occu-
pied by a given neural network is directly related to the
neurological importance of the organ it encodes, e.g.
human visual and speech organs and canine olfactory
organs are prominently represented.) The relevance of
these ideas to the control of autoimmunity will be dis-
cussed in Chapter 19, but here we can speculate on
how they might also relate to the response to infection.
Consider a dominant microbial antigen such as hsp65
which is highly conserved in nature and bears several
potential epitopes identical with the self-homolog. In
an infection, any B-1 cells which recognize self-hsp65
will selectively focus the bacterial hsp65 onto their
surface receptors (making it dominant over other bac-
terial antigens) and process it. The self-epitopes will
be recognized by autoreactive T-cells which are highly
regulated within the homunculus, whereas T-cells
specific for the nonself hsp epitopes are not so con-
strained and will generate an effective immune re-
sponse (figure 11.12).

Idiotypic regulation of immune responses

There have been a series of investigations based on the

| Regulatory idiotype network ‘
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Figure11.12. Speculation on therole of self-reacting CD5 B-1 cells
in microbial infection. The surface immunoglobulin (sIg) receptor
selectively captures the cross-reacting conserved bacterial antigen
(in this case, heat-shock protein hsp65) and, after processing, pre-
sents self and microbe-specific epitopes associated with MHC class
II. The autoreactive T-cell is heavily controlled by the idiotype regu-
latory network since (ex hypothesi) important self-antigens are dom-
inantly encoded within the ‘immunological homunculus’, but the
antimicrobial T-cell is free to mount a vigorous response. This ac-
counts for the dominance of conserved antigens. (Based upon Cohen
LR. & Young D.B. (1991) Immunology Today 12,105.)

following cascade protocol. Antigen is injected into
animal; and the antibody produced, Ab, (idiotype), is
purified and injected into animal,. Ab, (anti-idiotype)
so formed is purified and used to immunize animal,
and so on (figure 11.13). Consistently, it is found that
Ab, (anti-Id;) recognizes an idiotype (Id;) on Ab,
which is also strongly present in Ab,. Ab, behaves like
Ab, in seeing the common idiotype on Ab, and Ab,.
Nonetheless, although Ab, and Ab, share idiotypes,
only a small fraction of Ab, reacts with the original
antigen. This is the result one would expect if the
idiotype was a cross-reacting Id (public Id) present on
a variety of antibodies (and thus B-cell receptors) of
different specificities. The anti-Id, (Ab,), when inject-
ed into animal,, would react with all B-cells bearing Id,
(figure 11.13) and presumably trigger them to produce
Id, antibodjies, only a fraction of which have specificity
for the original antigen.

Such frequently occurring and usually germ-line-

209
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Figure 11.13. An idiotype cascade. Ab; produced by the antigen is
injected into a second animal to produce Ab,; this in turn is purified
and injected into animal, and so on. Ab, and Ab, both react with an
idiotype (@) on Ab, and Ab;, but only a fraction of Ab, reacts with
the original antigen. Bona and Paul (Immunology Today 1982, 3, 230)
interpret the results in terms of a common regulatory idiotype Id,
shared by many antibodies other than those reacting with the origi-
nal antigen, but recruited by the injection of anti-Id; (Ab,) which
stimulates the range of lymphocytes whose receptors bear this com-

encoded idiotypes seem to be provoked fairly readily
with anti-Id and are therefore candidates for regu-
latory Id which can be under some degree of control
by a limited idiotypic network. Germane to this idea
are the observations that, late in immunization, anti-
bodies with utterly distinct specificities, directed
against totally different epitopes on the same antigen,
often bear a common or cross-reacting idiotype.
Presumably, the first clone of B-cells to be expanded
which bears a dominant cross-reacting Id can generate
a population of regulatory Th cells which recognize
this Id as well as antigen. Processing of internalized
Ig receptor plus antigen leads to the expression of
peptides derived from the idiotype and antigen in
association with MHC class II; these B-cells can
then access the full repertoire of antigen-specific and
idiotype-specific Th cells. The latter may be of two
types, one recognizing the native receptor idiotype
(non-MHC-restricted) and the other, processed idio-
type (MHC-restricted). From the complex mixture of
B-lymphocytes activated by the other epitopes on the
antigen, these Th cells will selectively recruit those

mon or cross-reacting idiotype. On this basis, one can understand
the paradoxical finding of Oudin and Cazenave that not all the Ig
molecules bearing a given Id in response to an antigen can function
as specific antibody since they belong to the nonspecific parallel set.
The presence of large amounts of Id, in Ab, also suggests that the lin-
ear relationship through the cross-reacting Id, is dominant, with rel-
atively insignificant branching through the variety of ‘private’
idiotypes on Ab, molecules (cf. figure 11.10) because of the low fre-
quency of such idiotypes and their anti-idiotypes.

with Id-positive receptors. We can now see how the
antigen-and idiotype-specific Thsynergize in the anti-
body response, the latter expanding Id-positive clones
induced by the former.

The phenomenon of ‘original antigenic sin’ occurs
when the immune response becomes ‘locked in’ to
particular epitopes originally encountered on a
microorganism, such that it largely ignores even
normally immunodominant epitopes during a sub-
sequent encounter with an antigenically related
but nonidentical microorganism. Although competi-
tion for antigen by the expanded population which
forms the memory B-cells plays a major role, idiotype-
specific memory Th cells could also contribute to this
phenomenon.

Idiotype networks may also allow the immune re-
sponse to “tick over’ for extended periods and main-
tain the memory cell population, while the presence of
primed Th cells directed against a common Id on the
various memory B-cells specific for a given antigen
would increase their rate of mobilization during a sec-
ondary response.
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Manipulation of the immune response
through idiotypes

Quite low doses of anti-idiotype, of the order of
nanograms, can greatly enhance the expression of the
idiotype in the response to a given antigen, whereas
doses in the microgram range lead to a suppression
(figure 11.14). Thus the idiotypic network provides
interesting opportunities to manipulate the immune
response, particularly in hypersensitivity states
such as autoimmune disease, allergy and graft rejec-
tion. However, the B-cell response is normally so di-
verse, suppressionby anti-Id is likely to prove difficult;
even when the response is dominated by a public Id
and that Id is suppressed, compensatory expansion
of clones bearing other idiotypes ensures that the
fall in the total antibody titer is relatively undra-
matic (cf. figure 11.14). Conceivably, Th cells may
express a narrower spectrum of idiotypes, thereby
being more susceptible to suppression by Id auto-
immunization. Reports that ‘vaccination” with irra-
diated lines of Th cells specific for brain or thyroid
antigens prevents the induction of experimental
autoimmunity against the relevant organ are encour-
aging. A totally different approach would be to use
monoclonal anti-Id of the ‘antigen internal image’
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Figure 11.14. Modulation of a major idiotype in the antibody re-
sponse to antigen by anti-idiotype. In the example chosen, the idio-
type is present in a substantial proportion of the antibodies
produced in controls injected with irrelevant anti-Id plus antigen
(i-e. this is a public or cross-reacting Id; see p. 44). Pretreatment with
10 ng of a monoclonal anti-Id greatly expands the Id* antibody
population, whereas prior injection of 10 g of anti-Id almost com-
pletely suppresses expression of the idiotype without having any
substantial effect on total antibody production due to a compensa-
tory increase in Id™ antibody clones.

set (figure 11.10) to stimulate antigen-specific T-
suppressors capable of turning off B-cells directed to
other epitopes on the antigen through bridging by the
antigen itself (cf. figure 11.8).

Since we know that under suitable conditions anti-
Id can also stimulate antibody production, it might be
possible to use “internal image” monoclonal anti-Ids as
‘surrogate’ antigens for immunization in cases where
the antigen is difficult to obtain in bulk —for example,
antigens from parasites such as filaria or the weak
embryonic antigens associated with some cancers.
Another example is where protein antigens obtained
by chemical synthesis or gene cloning fail to fold
into the configuration of the native molecule; this is
not a problem with the anti-Id which by definition
has been selected to have the shape of the antigenic
epitope.

Atthisstage, if the readeris feeling a little groggy, try
a glance at figure 11.15 which attempts to summarize
the main factors currently thought to modulate the
immune response.

THE INFLUENCE OF GENETIC FACTORS

Some genes affect general responsiveness

Mice can be selectively bred for high or low antibody
responses through several generations to yield two
lines, one of which consistently produces high-titer
antibodies to a variety of antigens, and the other, anti-
bodies of relatively low titer (figure 11.16; Biozzi and
colleagues). Out of the ten or so different genetic loci
involved, some giverise to a higher rate of B-cell prolif-
eration and differentiation, while one or more affect
macrophage behavior.

Antigen receptor genes are linked to
the immune response

Clearly, the Ig and TCR V, D and ] genes encoding the
specific recognition sites of the lymphocyte antigen re-
ceptors are of fundamental importance to the acquired
immune response. However, since the mechanisms for
generating receptor diversity from the available genes
are so powerful (cf. p. 65), immunodeficiency is un-
likely to occur as a consequence of a poor Ig or TCR
variable region gene repertoire. Nevertheless, just oc-
casionally, we see holes in the repertoire due to the ab-
sence of a gene; failure to respond to the sugar polymer
o1-6 dextran is a feature of animals without a particu-
lar immunoglobulin V gene, and mice lacking the Ve,
TCR gene cannot mount a cytotoxic T-cell response to
the male H-Y antigen.
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Figure 11.15. Regulation of the immune
response. Th, T-helper cell; Ts, T-suppressor
cell. T-help for cell-mediated immunity will
be subject to similar regulation. Some of
these mechanisms may be interdependent;
for example, one could envisage anti-
idiotypic antibody acting in concert with a
suppressor T-cell by binding to its Fc
receptor, or suppressor T-cells with
specificity for the idiotype on Th or B-cells.
To avoid too many confusing arrows, we
have omitted the recruitment of B-cells by
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Figure11.16. Selective breeding of high and low antibody respon-
ders (after Biozzi and colleagues). A foundation population of wild
mice (with crazy mixed-up genes and great variability in antibody
response) is immunized with sheep red blood cells (SRBC), a multi-
determinant antigen. The antibody titer of each individual mouse s
shown by a circle. The male and female giving the highest titer anti-
bodies (@) were bred and their litter challenged with antigen.
Again, the best responders were bred together and so on for 20 gen-
erations when all mice were high responders to SRBC and a variety

Immune response can be influenced by the MHC

There was much excitement when it was first discov-
ered that the antibody responses to a number of thy-
mus-dependent antigenically simple substances are
determined by genes mapping to the MHC. For exam-
ple, mice of the H-2" haplotype respond well to the syn-

of other antigens. The same was done for the poorest responders
(@), yielding a strain of low responder animals. The two lines are
comparable in their ability to clear carbon particles or sheep erythro-
cytes from the blood by phagocytosis, but macrophages from the
high responders present antigen more efficiently (cf. p. 158). On the
other hand, the low responders survive infection by Salmonella
typhimurium better and their macrophages support much slower
replication of Listeria (cf. p. 262), indicative of an inherently more
aggressive microbicidal ability.

thetic branched polypeptide (T,G)-A-L, whereas H-2¢
mice respond poorly (table 11.2).

It was said that mice of the H-2* haplotype (i.e. a par-
ticular set of H-2 genes) are high responders to (T,G)-
A-L because they possess the appropriate immune
response (Ir) gene. With another synthetic antigen,
(H,G)-A-L, having histidine in place of tyrosine, the
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Table 11.2. H-2 haplotype linked to high, low and intermediate
immune responses to synthetic peptides. (T,G)-A-L, polylysine
with polyalanine side-chains randomly tipped with tyrosine and
glutamine; (H,G)-A-L, the same with histidine in place of tyrosine.

H-2 HAPLOTYPE
ANTIGEN R T —
k dils e s J
(T.6)-A-L Hi Lo Int Lo Lo
| (H,G)-A-L Lo Hi Int Hi Lo

position is reversed, the “poor (T,G)-A-L responders’
now giving a good antibody response and the ‘good
(T,G)-A-L responders’ a weak one, showing that the
capacity of a particular strain to give a high or low re-
sponse varies with the individual antigen (table 11.2).
These relationships are only apparent when antigens
of highly restricted structure are studied because the
response to each single determinantis controlled by an
Ir gene and it is less likely that the different deter-
minants on a complex antigen will all be associated
with consistently high or consistently low responder Ir
genes; however, although one would expect an aver-
age of randomly high and low responder genes, since
the various determinants on most thymus-dependent
complex antigens are structurally unrelated, the
outcome will be biased by the dominance of one or
more epitopes (cf. p. 201). Thus H-2-linked immune re-
sponses have been observed not only with relatively
simple polypeptides, but also with transplantation
antigens from another strain and autoantigens where
merely one or two determinants are recognized as for-
eign by the host. With complex antigens, in most but
not all cases, H-2 linkage is usually only seen when the
dose administered is solow thatjust oneimmunodom-
inant determinant is recognized by the immune sys-
tem. In this way, reactions controlled by Ir genes are
distinct from the overall responsiveness to a variety of
complex antigens which is a feature of the Biozzi mice
(above).

The Ir genes map to the H-21 region and
control T-B cooperation

Table 11.3 gives some idea of the type of analysis used
to map the Ir genes. The three high responder strains
have individual H-2 genes derived from prototypic
pure strains which have been interbred to produce re-
combinations within the H-2 region. The only genes
they have in common are A* and D since the B.10
strain bearing the D’ gene is a low responder, high re-
sponse must be linked in this case to possession of
AF. The I region molecules must represent the Ir gene

Table 11.3. Mapping of the Ir gene for (H,G)-A-L responses by
analysis of different recombinant strains.
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product since a point mutation in the H-2A subregion
in one strain led to a change in the class Il molecule ata
site affecting its polymorphic specificity and changed
the mice from high to low responder status with re-
spect to their thymus-dependent antibody response to
antigen in vivo. The mutation also greatly reduced the
proliferation of T-cells from immunized animals when
challenged in vitro with antigen plus appropriate pre-
senting cells, and there is a good correlation between
antigen-specific T-cell proliferation and the responder
status of the host. The implication that responder sta-
tus may be linked to the generation of Th cells is
amply borne out by adoptive transfer studies showing
that irradiated (H-2°xH-2¥) F1 mice make good anti-
body responses to (T,G)-A-L when reconstituted with
antigen-primed B-cells from another F1 plus T-cells
from a primed H-2? (high responder); T-cells from the
low responder H-2* mice only gave poor help for anti-
body responses. This also explains why these H-2 gene
effects are seen with thymus-dependent but not T-
independent antigens.

Three mechanisms have been proposed to account
for class II-linked high and low responsiveness.

1 Defective presentation. In a high responder, process-
ing of antigen and its recognition by a corresponding
T-cell lead to lymphocyte triggering and clonal expan-
sion (figure 11.17a). Although there is (and has to be)
considerable degeneracy in the specificity of the class
II groove for peptide binding, variation in certain key
residues can alter the strength of binding to a particu-
lar peptide (cf. p. 98) and convert a high to a low re-
sponder because the MHC fails to present antigen to
thereactive T-cell (figure 11.17b). Sometimes the natur-
al processing of an antigen in a given individual
does not produce a peptide which fits well into their
MHC molecules. One study showed thata cytotoxic T-
cell clone restricted to HLA-A2, which recognized
residues 58-68 of influenza A virus matrix protein,
could cross-react with cells from an A69 subject pulsed
with the same peptide; nonetheless, the clone failed to
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Figure 11.17. Different mechanisms can account for low T-cell
response to antigen in association with MHC class II.

recognize A69 cells infected with influenza A virus.
Interestingly, individuals with the HLA-A69 class I
MHC develop immunity to a different epitope on the
same protein.
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2 Defective T-cell repertoire. T-cells with moderate to
high affinity for self-MHC molecules and their com-
plexes with processed self-antigens will be rendered
unresponsive (cf. tolerance induction, p. 229), so creat-
ing a ‘hole’ in the T-cell repertoire. If there is a cross-
reaction, i.e. similarity in shape at the T-cell recognition
level between a foreign antigen and a self-molecule
which has already induced unresponsiveness, the host
will lack T-cells specific for the foreign antigen and
therefore be a low responder (figure 11.17c). To take a
concrete example, mice of DBA /2 strain respond well
to the synthetic peptide polyglutamyl, polytyrosine
(GT), whereas BALB/c mice do not, although both
have identical class IT genes. BALB/c B-cell blasts ex-
press a structure which mimics GT and the presump-
tion would be that self-tolerance makes these mice
unresponsive to GT. This was confirmed by showing
that DBA /2 mice made tolerant by a small number of
BALB/c hematopoietic cells were changed from high
tolow responder status. To round off the story ina very
satisfying way, DBA /2 mice injected with BALB/c B-
blasts, induced by the polyclonal activator lipopoly-
saccharide, were found to be primed for GT.

3 T-suppression. We would like to refer again to the
MHC-restricted low responsiveness which can occur
to relatively complex antigens (see p. 205), since it
illustrates the notion that low responder status can
arise as an expression of CD8 T-suppressor activity
(figure 11.17d). Low response can be dominant in class
IT heterozygotes, indicating that suppression can act
against Th restricted to any other class Il molecule. In
this it differs from models 1 and 2 above where high re-
sponse is dominant in a heterozygote because the fac-
tors associated with the low responder gene cannot
influence the activity of the high responder. Overall, it
seems likely that each of the three models may provide
the basis for class II-linked Ir gene phenomena in dif-
ferent circumstances.

Factors influencing the genetic control of the
immune response are summarized in figure 11.18.

REGULATORY IMMUNONEUROENDOCRINE
NETWORKS

There is a danger, as one focuses more and more on the
antics of the immune system, of looking at the body as
a collection of myeloid and lymphoid cells roaming
around in a big sack and of having no regard to the
integrated physiology of the organism. Within the
wider physiological context, attention has been drawn
increasingly to interactions between immunological
and neuroendocrine systems.
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Immunological cells have the receptors which
enable them to receive signals from a whole range of
hormones: corticosteroids, insulin, growth hormone,
estradiol, testosterone, prolactin, f-adrenergic agents,
acetylcholine, endorphins and enkephalins. By and
large, glucocorticoids and androgens depress immune
responses, whereas estrogens, growth hormone, thy-
roxine and insulin do the opposite.

A neuroendocrine feedback loop affecting
immune responses

The secretion of glucocorticoids is a major response to
stresses induced by a wide range of stimuli, such as ex-
treme changes of temperature, fear, hunger and physi-
cal injury. They are also released as a consequence of
immune responses and limit those responses in a neu-
roendocrine feedback loop. Thus, IL-1 (figure 11.19),
IL-6 and TNF are capable of stimulating glucocorticoid
synthesis and do so through the hypothalamic-
pituitary—adrenal axis. This, in turn, leads to the
downregulation of Thl and macrophage activity, so
completing the negative feedback circuit (figure 11.20).
However, the glucocorticoid dexamethasone can pre-
vent activation-induced cell death (AICD) in T-cells by
inducing expression of GILZ (glucocorticoid-induced
leucine zipper). The situation is therefore somewhat
complex because glucocorticoids can themselves trig-
ger apoptosis in T-cells, yet counteract apoptosis acti-
vated by peptide-MHC interaction with the TCR. In
the absence of glucocorticoid, the activation of T-cells
by peptide-MHC leads to a progressive loss of GILZ
and eventual cell death by apoptosis. In contrast, if
activation through the TCR occurs in the presence of
glucocorticoids, then expression of GILZ is increased
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Figure 11.19. Enhancement of ACTH and corticosterone blood
levels in C3H/He] mice 2 hours after injection of recombinant IL-1
(values are means + SEM for groups of seven or eight mice). The sig-
nificance of the mouse strain used is that it lacks receptors for bacter-
ial lipopolysaccharide (LPS), and so the effects cannot be attributed
to LPS contamination of the IL-1 preparation. (Reprinted from Bese-
dovsky H., del Rey A., Sorkin E. & Dinarello C.A. (1986) Science 233,
652, with permission. Copyright © 1986 by the AAAS.)

and the cells are protected from AICD, perhaps via an
effect on NFxB.

It has been shown that adrenalectomy prevents
spontaneous recovery from experimental allergic en-
cephalomyelitis (EAE), a demyelinating disease with
progressive paralysis produced by myelin basic pro-
tein in complete Freund’s adjuvant which, however,
can be blocked by implants of corticosterone. Sponta-
neous recovery from EAE in intact animals is as-
sociated with a dominance of Th2 autoantigen-specific
clones, indicative of the view that glucocorticoids sup-
press Thl and may augment Th2 cells. Individuals
with a genetic predisposition to high levels of stress-
induced glucocorticoids would be expected to have
increased susceptibility to infections with intracellular
pathogens such as Mycobacterium leprae which require
effective Thl cell-mediated immunity for their
eradication.

Recent experiments have demonstrated that neona-
tal exposure to bacterial endotoxin (LPS) not only ex-
erts a long-term influence on endocrine and central
nervous system development, but substantially affects
predisposition to inflammatory disease and therefore
appears to program or ‘reset’ the functional develop-
ment of both the endocrine and immune systems.
Thus, in adult life, rats which had been exposed to en-
dotoxin during the first week of life had higher basal
levels of corticosterone compared with control ani-
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Figure 11.20. Glucocorticoid negative feedback on cytokine
production. CRH, corticotropin-releasing hormone; ACTH, adreno-
corticotropic hormone. Evidence for another type of circuit encom-
passing hormone receptor, hormone, anti-hormone and internal
image anti-idiotype was presented in figure 11.11 and may be of rel-
evance to the pathogenesis of autoimmune disorders directed
against hormone receptors (see p. 422). More generally, cells of the
immune system in both primary and secondary lymphoid organs
can produce hormones and neuropeptides, while classical en-
docrine glands as well as neurons and glial cells can synthesize cy-
tokines and appropriate receptors. Production of prolactin and its
receptors by peripheral lymphoid cells and thymocytes is worthy of
attention. Lymphocyte expression of the prolactin receptor is upreg-
ulated following activation and, inautoimmune disease, witness the
beneficial effects of bromocriptine, an inhibitor of prolactin synthe-
sis, in the NZB x W model of murine SLE (cf. p. 403).

mals, and showed a greater increase in corticosterone
levels in response to noise stress and a more rapid

rise in corticosterone levels following challenge with
LPS.

Sex hormones come into the picture

Estrogen is said to be the major factor influencing the
more active immune responses in females relative to
males. They have higher serum Ig and secreted IgA
levels, a higher antibody response to T-independent
antigens, relative resistance to T-cell tolerance and

greater resistance to infections. Females are also far
more susceptible to autoimmune disease, anissue that
will be discussed in greater depth in Chapter 19, but
here let us note that oral contraceptives can induce
flares of the autoimmune disorder systemic /upus ery-
thematosus (SLE; see p. 425) and the mildly andro-
genic adrenal hormone, dehydroepiandrosterone
(DHEA), can significantly prolong the lifespan of
(NZBxW) F1 females with the murine model of SLE.
DHEA has positive effects on Th1 at the expense of Th2
cells and can clearly antagonize the inhibitory effects
of cortisol on thymocytes and T-cell proliferation. As
they say in the tabloids, watch this space.

‘Psychoimmunology’

The thymus, spleen and lymph nodes are richly inner-
vated by the sympatheticnervous system. The enzyme
dopamine B-hydroxylase catalyses the conversion of
dopamine to the catecholamine neurotransmitter nor-
epinephrine which is released from sympathetic neu-
rons in these tissues. Mice in which the gene for this
enzyme has been deleted by homologous recombina-
tion exhibited enhanced susceptibility to infection
with the intracellular pathogen Mycobacterium tubercu-
losis and impaired production of the Thl cytokines
IFNy and TNF in response to the infection. Although
these animals showed no obvious developmental de-
fects in their immune system, impaired Th1 responses
were also found following immunization of these mice
with the hapten TNP coupled to KLH. These observa-
tions suggest that norepinephrine can play a role in
determining the potency of the immune response.

Denervated skin shows greatly reduced leukocyte
infiltration in response to local damage, implicating
cutaneous neurons in the recruitment of leukocytes.
Sympathetic nerves which innervate lymphatic ves-
sels and lymph nodes are involved in regulating the
flow of lymph and may participate in controlling the
migration of B-adrenergic receptor-bearing dendritic
cells from inflammatory sites to the local lymph nodes.
Mast cells and nerves often have an intimate anato-
mical relationship and nerve growth factor causes
mast cell degranulation. The gastrointestinal tract also
has extensive innervation and a high number of im-
mune effector cells. In this context, the ability of sub-
stance P to stimulate, and of somatostatin to inhibit,
proliferation of Peyer’s patch lymphocytes may prove
to have more than a trivial significance. The pituitary
hormone prolactin has also been brought to our atten-
tion by the experimental observation that inhibition
of prolactin secretion by bromocriptine suppresses Th
activity.
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There seems to be an interaction between inflamma-
tion and nerve growth in regions of wound healing
and repair. Mast cells are often abundant, IL-6 induces
neurite growth and IL-1 enhances production of nerve
growth factor in sciatic nerve explants. IL-1 also in-
creases slow-wave sleep when introduced into the lat-
eral ventricle of the brain, and both IL-1 and interferon
produce pyrogenic effects through their action on the
temperature-controlling center.

Although it is not clear just how these diverse neu-
roendocrine effects fit into the regulation of immune
responses, ata more physiological level, stress and cir-
cadian rhythms modify the functioning of the immune
system. Factors such as restraint, noise and exam
anxiety have been observed to influence a number of
immune functions including phagocytosis, lym-
phocyte proliferation, NK activity and IgA secretion.
Amazingly, the delayed-type hypersensitivity Man-
toux reaction in the skin can be modified by hypnosis.
Anelegant demonstration of nervous system control is
provided by studies showing suppression of conven-
tional immune responses and enhancement of NK
cell activity by Pavlovian conditioning. In the classic
Pavlovian paradigm, a stimulus such as food that un-
conditionally elicits a particular response, in this case
salivation, is repeatedly paired with a neutral stimulus
that does not elicit the same response. Eventually,
the neutral stimulus becomes a conditional stimulus
and will elicit salivation in the absence of food. Rats
were given cyclophosphamide as a unconditional and
saccharin as a conditional stimulus repeatedly; sub-
sequently, there was a depressed antibody response
when the animals were challenged with antigen to-
gether withjust the conditional stimulus, saccharin. As
more and more data accumulate, it isbecoming clearer
how immunoneuroendocrine networks could play a
role in allergy and in autoimmune diseases such
as rheumatoid arthritis, insulin-dependent diabetes
mellitus and multiple sclerosis.

EFFECTS OF DIET, EXERCISE, TRAUMA AND
AGE ON IMMUNITY

Malnutrition diminishes the effectiveness of the
immune response

The greatly increased susceptibility of undernour-
ished individuals to infection can be attributed to
many factors: poor sanitation and personal hygiene,
overcrowding and inadequate health education.
But, in addition, there are gross effects of protein-
calorie malnutrition on immunocompetence. The
widespread atrophy of lymphoid tissues and the

50% reduction in circulating CD4 T-cells underlie
serious impairment of cell-mediated immunity. An-
tibody responses may be intact but they are of lower
affinity; phagocytosis of bacteria is relatively nor-
mal but the subsequent intracellular destruction is
defective.

Deficiencies in pyridoxine, folic acid and vitamins
A, C and E result in generally impaired immune re-
sponses. Vitamin D is an important regulator. It is
produced not only by the UV-irradiated dermis, but
also by activated macrophages, the hypercalcemia
associated with sarcoidosis being attributable to pro-
duction of the vitamin by macrophages in the active
granulomas. The vitamin is a potent inhibitor of T-cell
proliferation and of Thl cytokine production. This
generates a neat feedback loop at sites of inflammation
where macrophages activated by IFNy produce vita-
min D which suppresses the T-cells making the inter-
feron. It also downregulates antigen presentation by
macrophages and promotes multinucleated giant cell
formation in chronic granulomatous lesions. Nonethe-
less, as a further emphasis of the potential duality of
the CD4 helper subsets, it promotes Th2 activity, espe-
cially at mucosal surfaces: quite a busy little vitamin.
Zinc deficiency is rather interesting; this greatly affects
the biological activity of thymus hormones and has a
major effect on cell-mediated immunity, perhaps as a
result. Iron deficiency impairs the oxidative burst in
neutrophils since the flavocytochrome NADP oxidase
isaniron-containing enzyme.

Of course there is another side to all this in that mod-
erate restriction of total calorie intake and /or marked
reduction in fat intake ameliorates age-related dis-
eases such as autoimmunity. Oils with an n-3 double
bond, such as fish oils, are also protective, perhaps
due to increased synthesis of immunosuppressive
prostaglandins.

Given the overdue sensitivity to the importance
of environmental contamination, it is important to
monitor the nature and levels of pollution that may in-
fluence immunity. Here is just one example: polyhalo-
genated organic compounds (such as polychlorinated
biphenyls) steadily pervade the environment and,
being stable and lipophilic, accumulate readily in the
aquatic food chain where they largely resist metabolic
breakdown. It was shown that Baltic herrings with
relatively high levels of these pollutants, as com-
pared with uncontaminated Atlantic herrings, were
immunotoxic when fed to captive harbor seals, sug-
gesting one reason why seals along the coasts of
northwestern Europe succumbed so alarmingly to
infection with the otherwise nonvirulent phocine dis-
temper virus in 1988.



Other factors

Exercise, particularly severe exercise, induces stress
and raises plasma levels of cortisol, catecholamines,
IFNo, IL-1, B-endorphin and metenkephalin. It can
lead to reduced IgA levels, immune deficiency and
increased susceptibility to infection. Maniacal jog-
gers and other such like masochists —you have been
warned!

Multiple traumatic injury, surgery and major
burns are also immunosuppressive and so contribute
to the increased risk of sepsis. Corticosteroids pro-
duced by stressful conditions, the immunosuppres-
sive prostaglandin E, released from damaged tissues
and bacterial endotoxin derived from the disturbance
of gut flora are all factors which influence the outcome
after trauma.

Accepting that the problem of understanding the
mechanisms of aging is a tough nut to crack, itis a trifle
disappointing that the easier task of establishing
the influence of age on immunological phenomena
is still not satisfactorily accomplished. Perhaps the
elderly population is skewed towards individuals
with effective immune systems which give a survival
advantage. Be that as it may, IL-2 production by
peripheral blood lymphocytes (figure 11.21) and T-
cell-mediated functions such as delayed-type hyper-
sensitivity reactions to common skin test anti-
gens decline with age and so, it is thought, does T-
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Figure 11.21. Age trends in some immunological parameters.
(Based on Franceschi C., Monti D., Sansoni . & Cossarizza A. (1995)
Immunology Today 16, 12.)

suppression, although this is a notoriously elusive
function to measure.

Most B-cell responses to exogenous antigens are not
dramatically changed with the passage of time, but
one of the few well-founded observations concerns the
relative increase in agalactosyl oligosaccharides on the
Cy2 domains of IgG (cf. p. 430) in parallel with arise in
IL-6 in the older age groups (figure 11.21). This is ac-
companied by a decrease in DHEA, and it may be sig-
nificant thatinjection of the androgen into elderly mice
leads to a fall in circulating IL-6 concentrations. Do
these studies provide us with a clue to the increased
prevalence of autoantibodies in our senior citizens?

Control by antigen

* Immune responses are largely antigen driven. As the

level of antigen falls, so does the intensity of the response.

* Antigens can compete with each other: a result of com-
petition between processed peptides for the available

MHC grooves.

Feedback control by complement and antibody

¢ Early IgM antibodies and C3d boost antibody respons-
es, whereas IgG inhibits responses via the Fcy receptor on

B-cells.

i T-cell regulation

* Activated T-cells express members of the TNF receptor
family, including Fas, which act as death receptors and re-
strain unlimited clonal expansion by a process referred to
as activation-induced cell death (AICD).

* At high levels of antigen, T-cells which suppress T-
helpers emerge presumably as feedback control of exces-
sive Th expansion.

* Suppressor and helper epitopes on the same molecule
canbe discrete.

* In some instances of suppression, the effectors are CD8
T-cells restricted either directly (which would be strange)
or indirectly through a CD4 intermediary.

¢ Suppression may well be due to T-T interaction on the
surface of antigen-presenting cells. Just as Thl and Th2
cells mutually inhibit each other through production of
their respective cytokines IFNyand IL-4/10, so there may
be two types of CD8 cells with suppressor activity: one of
Tc2 type found inlepromatous leprosy patients making IL-
4 and suppressing Th1 cells, and the other Tc1 cells making
IFNycapable of suppressing Th2 cells.

(continued)
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Idiotype networks

* Antigen-specific receptors on lymphocytes can interact
with the idiotypes on the receptors of other lymphocytes
to form a network (Jerne).

* Anti-idiotypes can be induced by autologousidiotypes.
* Anidiotype network involving mostly CD5 B-1 cells is
evidentin early life.

¢ T-cell idiotypic interactions can also be demon-
strated.

¢ Presetidiotypic networks involve a number of lympho-
cytes with self-reactivity for dominant autoantigens.
It is speculated that this preoccupation with self helps to
regulate unwanted autoimmune reactions and may
help to target the response to infectious agents on domi-
nant conserved antigens like hsp65 which cross-react with
self.

* Idiotypes which occur frequently and are shared by a
multiplicity of antibodies (public or cross-reacting Id) are
targets for regulation by anti-idiotypes in the network,
thus providing a further mechanism for control of the im-
mune response.

* The network offers the potential for therapeutic inter-
vention to manipulate immunity.

Genetic factors influence the immune response

» Approximately 10 genes control the overall antibody re-
sponse to complex antigens: some affect macrophage anti-
gen processing and microbicidal activity and some therate
of proliferation of differentiating B-cells.

* Immunoglobulinand TCR genes are very adaptable be-
cause they rearrange to create the antigen receptors, but
‘holes’ in the repertoire can occur.

¢ Immune response genes are located in the MHC class

I locus and control the interactions required for T-B
collaboration.

* ClassI-linked high and low responsiveness may be due
to defective presentation by MHC, a defective T-cell reper-
toire caused by tolerance to MHC +self-peptides and T-
suppression.

Immunoneuroendocrine networks

* Immunological, neurological and endocrinological sys-
tems interact, forming regulatory circuits.

* Feedback by cytokines augments the production of cor-
ticosteroids and is important because this shuts down Th1
and macrophage activity.

» Estrogens may be largely responsible for the more ac-
tive immune responses in females relative to males. The
male hormone, DHEA, prolongs life in females with the
murine equivalent of the human autoimmune disease
SLE.

Effects of diet and other factors on immunity

¢ Protein-calorie malnutrition grossly impairs cell-medi-
ated immunity and phagocyte microbicidal potency.

» Exercise, trauma, age and environmental pollution can
all act to impair immune mechanisms. The pattern of cy-
tokines produced by peripheral blood cells changes with
age, IL-2 decreasing and TNF, IL-1 and IL-6 increasing; the
latter is associated with a lowered DHEA level.

Factors influencing the bias between Th1 and Th2 subsets

* These have figured with some prominence in this chap-
ter and a summary of some of the major influences on the
balance between Thl and Th2 responses is presented in
figure 11.22.

Figure 11.22. Summary of major
factors affecting Th1/Th2 balance.
Preferential stimulation of mucosal
antibody synthesis by vitamin D
involves the promotion of dendritic
cell migration to the Peyer’s patches.
By downregulating macrophage
activity, Thi effectiveness is
decreased. Cortisol and
dehydroepiandrosterone (DHEA) are
products of the adrenal and have
opposing effects on the Th subset. A
relative deficiency of DHEA will lead
to poor Thl performance. NK-T cells NK-T
bear an ¢ TCR, the natural killer cell
marker NK1.1, and secrete cytokines
including IL-4 which stimulate Th2
cells.
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INTRODUCTION

Hematopoiesis originates in the early yolk sac but,
as embryogenesis proceeds, this function is taken
over by the fetal liver and finally by the bone
marrow where it continues throughout life. The
hematopoietic stem cell which gives rise to the
formed elements of the blood (figure 12.1) can be
shown to be multipotent, to seed other organs and
to have a relatively unlimited capacity to renew it-
self through the creation of further stem cells. Thus
an animal can be completely protected against the
lethal effects of high doses of irradiation by injec-
tion of bone marrow cells which will repopulate its
lymphoid and myeloid systems. The capacity for
self-renewal is not absolute and declines with age
in parallel with a shortening of the telomeres and a
reduction in telomerase, the enzyme which repairs
the shortening of the ends of chromosomes which
would otherwise occur at every round of cell
division.

HEMATOPOIETIC STEM CELLS

We have come a long way towards the goal of isolating
highly purified populations of hematopoietic stem
cells, although not all agree that we have yet achieved
it. In the mouse, the most likely candidate, at least a
very early progenitor, is the cell with the following sur-
face phenotype: high expression of MHC, low positiv-
ity for Thy-1, clearly positive for Sca-1, AA4.1 and c-kit,
and for the adhesion molecule PGP-1, negative or only
weakly positive for Lin, and negative for B220, Mac-1,
Gr-1 and CDS8 (the last four being markers for B-cells,
macrophages, granulocytes and cytotoxic T-cells, re-
spectively). Impressively, less than 100 of such cells can
prevent death in a lethally irradiated animal. Recently,
a ‘molecular phenotype’ of the mouse stem cell has
been obtained by analysis of subtracted cDNA li-
braries from highly purified fetal liver stem cells. It was
revealed that there is a very high degree of precisionin
the control of transcription at each stage of the
hematopoietic hierarchy. Certain molecules are more
predominant in either fetal or adult hematopoietic
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Figure 12.1. The multipotential hematopoietic stem cell and its
progeny which differentiate under the influence of aseries of soluble
growth factors within the microenvironment of the bone marrow.
The expression of various nuclear transcription factors directs the
differentiation process. For example, the Ikaros gene encodes a zinc-
fingered transcription factor critical for driving the development
of a common myeloid/lymphoid precursor into a lymphoid-
restricted progenitor giving rise to T-, B- and NK cells. SCF, stem
cell factor; LIF, leukemia inhibitory factor; IL-3, interleukin-3,
often termed the multi-CSF because it stimulates progenitors

stem cells, and evidence was obtained to support
an important role for TGFJ in the control of
hematopoiesis. Similarly, the expression of Notch-1,
our old friend NFkB and the wonderfully named
Manic Fringe and Dishevelled-1 genes underscores
the importance of the Notch signaling pathway in
hematopoietic development. Finally, a large number
of genes for cell adhesion molecules were present
in the cDNA libraries, including several that implicate
members of the semaphorin family in stem cell
homing. In the human, CD34 is a marker of an ex-
tremely early cell but, again, there is some debate as to
whether this identifies the holy pluripotent stem
cellitself.

The stem cells differentiate within the microenvi-
ronment of sessile stromal cells which produce various
growth factors such as IL-3, -4, -6 and -7, GM-CSF, and

of platelets, erythrocytes, all the types of myeloid cells, and also
the progenitors of B-, but not T-, cells; GM-CSF, granulocyte—
macrophage colony-stimulating factor, so-called because it pro-
motes the formation of mixed colonies of these two cell types
from bone marrow progenitors either in tissue culture or on
transfer to an irradiated recipient where they appear in the spleen;
G-CSF, granulocyte colony-stimulating factor; M-CSF, monocyte
colony-stimulating factor; EPO, erythropoietin; TPO, thrombopoi-
etin; TNF, tumor necrosis factor; TGFp, transforming growth
factor B.

so on. The importance of this interaction between un-
differentiated stem cells and the microenvironment
which guides their differentiation is clearly shown by
studies on mice homozygous for mutations at the w or
the sl loci which, amongst other defects, have severe
macrocytic anemia. Bone marrow stromal cells pro-
duce stem cell factor (SCF) which remains associated
with the extracellular matrix and acts on primitive
stem cells through a tyrosine kinase membrane recep-
tor, c-kit (CD117). sl /slmutants have normal stem cells
but defective stromal production of SCF which can be
corrected by transplantation of a normal spleen frag-
ment; w/w mutant myeloid progenitors lack the c-kit
surface receptor for SCF, and so can be restored by
injection of normal bone marrow cells (figure 12.2).
Mice with severe combined immunodeficiency
(SCID) provide a happy environment for fragments of
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Figure 12.2. Hematopoiesis requires normal bone marrow stem
cells differentiating in a normal microenvironment. The w locus
codes for c-kit, a stem cell tyrosine kinase membrane receptor for the
stem cell factor (SCF) encoded by the s! locus. Mice which are ho-
mozygous for mutant alleles at these loci develop severe macrocytic

anemia which can be corrected by transplantation of appropriate
normal cells. The experiments show that the w/w mutant lacks
normal stem cells and the sl/sl mutant lacks the environmental fac-
tor needed for their development.
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Figure12.3. Cellular features of a thymus
lobule. See text for description. (Adapted
from Hood L.E., Weissman I.L., Wood W.B.
& Wilson].H. (1984) Immunology, 2nd edn,
p- 261. Benjamin Cummings, California.)

EPITHELIAL CELL

human fetal liver and thymus which, if implanted con-
tiguously, will produce formed elements of the blood
for 6-12 months. Fetal liver provides a source of hema-
topoieticstem cells;but whatis therole of the thymus?

THE THYMUS PROVIDES THE ENVIRONMENT
FOR T-CELL DIFFERENTIATION

The thymus is organized into a series of lobules based
upon meshworks of epithelial cells derived embry-

SEPTUM

CORPUSCLE

CELL

ologically from an outpushing of the gut endoderm of
the third pharyngeal pouch and which form well-
defined cortical and medullary zones (figure 12.3).
This framework of epithelial cells provides the mi-
croenvironment for T-cell differentiation. There are
subtle interactions between the extracellular matrix
proteins and a variety of integrins on different lym-
phocyte subpopulations produced by differential
splicing and post-translational glycosylation; current
musings are that the expression of these integrins, to-
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gether with chemokine and chemokine receptor ex-
pression (cf. table 10.3), plays a role in the homing of
progenitors to, and their subsequent migration within,
the thymus. In addition, the epithelial cells produce
a series of peptide hormones which mostly seem ca-
pable of promoting the appearance of T-cell differen-
tiation markers and a variety of T-cell functions on
culture with bone marrow cells in vitro. Several have
been well characterized and sequenced, including thy-
mulin, thymosin o}, thymic kumoral factor (THF) and
thymopoietin (and its active pentapeptide thymopon-
tin, TP-5). Of these, only thymulin is of exclusively
thymic origin. This zinc-dependent nonapeptide
tends to normalize the balance of immune responses:
it restores antibody avidity and antibody production
in aged mice and yet stimulates suppressor activity in
animals with autoimmune hemolytic anemia induced
by cross-reactive rat red cells (cf. p. 416). Thymulin
may be looked upon as a true hormone, secreted by the
thymus in a regulated fashion and acting at a distance
from the thymus as a fine physiological immunoregu-
lator contributing to the maintenance of T-cell subset
homeostasis.

Specialized large epithelial cells in the outer cortex,
known as ‘nurse’ cells, are associated with large
numbers of lymphocytes which lie within pockets
produced by the long membrane extensions of these
epithelial cells. The epithelial cells of the deep cortex
have branched dendritic processes, rich in class II
MHC, and connect through desmosome cell junctions
to form a network through which cortical lymphocytes
must pass on their way to the medulla (figure 12.3). The
cortical lymphocytes are densely packed compared
with those in the medulla, many are in division and
large numbers of them are undergoing apoptosis. On
their way to the medulla, the lymphocytes pass a cor-
don of ‘sentinel’ macrophages at the corticomedullary
junction. Anumber of bone marrow-derived interdigi-
tating dendritic cells are present in the medulla and the
epithelial cells have broader processes than their corti-
cal counterparts and express high levels of both class I
and class I MHC. Whorled keratinized epithelial cells
in the medulla form the highly characteristic Hassall’s
corpuscles beloved of histopathology examiners.
These structures may serve as a disposal system for
dying thymocytes and are the only location where
apoptotic cells are found in the medulla. The presence
of HLA-DO and HLA-DM, molecules which mediate
intracellular peptide exchange, in the epithelial cells
which ring the Hassall’s corpuscles suggest that they
may also play a role in activation and/or tolerance
of mature thymocytes, particularly given that these
epithelial cells also express the peptide-presenting
HLA-DR molecule.
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A fairly complex relationship with the nervous sys-
tem awaits discovery; the thymus is richly innervated
with both adrenergic and cholinergic fibers, while the
neurotransmitters oxytocin, vasopressin and neuro-
physin are synthesized endogenously by subcapsular,
perivascular and medullary epithelial cells and nurse
cells. Acute stress leads to an indecently rapid loss of
cortical thymocytes and an increase in epithelial cells
expressing both cortical and medullary markers—
surely intrathymic epithelial stem cells? The destruc-
tion of cortical thymocytes is at least partly due to the
cytolytic action of steroids, the relative invulnerability
of the medullary lymphocytes being attributable to
their possession of a 20a-hydroxyl steroid dehydroge-
nase. The distinctive nature of the two main compart-
ments in the gland is emphasized by the selective
atrophy induced by a number of agents; thus the pri-
mary target of organotin is the immature cortical thy-
mocyte. Dioxin interacts with a receptor on cortical
epithelial cells, while the immunosuppressive drug
cyclosporin A causes atrophy of all the medullary ele-
ments, thereby blocking differentiation of cortical to
medullary thymocytes.

In the human, thymic involution commences within
the first 12 months oflife, reducing by around 3% a year
to middle age and by 1% thereafter. The size of the
organ givesno clue to these changes because thereisre-
placement by adipose tissue. In a sense, the thymus is
progressively disposable because, as we shall see, it es-
tablishes a long-lasting peripheral T-cell pool which
enables the host to withstand loss of the gland without
catastrophic failure of immunological function, wit-
ness the minimal effects of thymectomy in the adult
compared with the dramatic influence in the neonate
(Milestone 12.1). Nevertheless, the adult thymus
retains a residue of corticomedullary tissue containing
anormalrange of thymocytesubsets withabroad spec-
trum of TCR gene rearrangements. Adult patients re-
ceiving either T-cell-depleted bone marrow or
peripheral blood hematopoietic stem cells following
ablative therapy are able to generate new naive T-cells
at a rate that is inversely related to the age of the indi-
vidual. These observations establish that new T-cells
canbe generated in adultlife, either in the thymus orin
the still mysterious ‘extrathymic’ sites that have
been proposed as additional locations for T-cell
differentiation.

Bone marrow stem cells become
immunocompetent T-cells in the thymus

The evidence for this comes from experiments on the
reconstitution of irradiated hosts. An irradiated ani-
mal is restored by bone marrow grafts through the
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Milestone 12.1 —The Immunological Function of the Thymus

Ludwig Gross had found that a form of mouse leukemia
could be induced in low-leukemia strains by inoculating
filtered leukemic tissue from high-leukemia strains pro-
vided thatthis was done in the immediate neonatal period.
Since the thymus was known to be involved in the
leukemic process, Jacques Miller decided to test the hy-
pothesis that the Gross virus could only multiply in the
neonatal thymus by infecting neonatally thymectomized
mice of low-leukemia strains. The results were consistent
with this hypothesis but, strangely, animals of one strain
died of a wasting disease which Miller deduced could
have been due to susceptibility to infection, since fewer

| mice died when they were moved from the converted
horse stables which served as an animal house to ‘cleaner’
quarters.

Autopsy showed the animals to have atrophied lym-
phoid tissue and low blood lymphocyte levels, and Miller
therefore decided to test their immunocompetence before
the onset of wasting disease. To his astonishment, skin
grafts, even fromrats (figure M12.1.1) as well as from other
mouse strains, were fully accepted. These phenomena
were not induced by thymectomy later in life and, in writ-
ing up his preliminary results in 1961 (Miller J.EA.P,

immediate restitution of granulocyte precursors; in
the longer term, also through reconstitution of the T-
and B-cells destroyed by irradiation. However, if the
animal is thymectomized before irradiation, bone
marrow cells will not reconstitute the T-lymphocyte
population (cf. figure 7.13).

By day 11-12 in the mouse embryo, lymphoblastoid
stem cells from the bone marrow begin to colonize the
periphery of the epithelial thymus rudiment. If the
thymusisremoved at this stage and incubated in organ
culture, a whole variety of mature T-lymphocytes will
be generated. This is not seen if 10-day thymuses are
cultured and shows that the lymphoblastoid coloniz-
ers give rise to the immunocompetent small lympho-

cyte progeny.
T-CELL ONTOGENY

Differentiation is accompanied by changes in
surface markers

The incoming thymic lymphoid progenitors express
a number of chemokine receptors and are attracted

Lancet ii, 748), Miller opined that ‘during embryogenesis
the thymus would produce the originators of immunolog-
ically competent cells, many of which would have migrat-
ed to other sites at about the time of birth’. All in all a
superb example of the scientific method and its applica-
tion by a top-flight scientist.

Figure M12.1.1. Acceptance of a rat skin graft by a mouse which
had been neonatally thymectomized.

to the thymus by one or more of the numerous
chemokines secreted by the thymic stromal cells—
which are the critical ones is yet to be established.
These progenitors express CD34 and the enzyme ter-
minal deoxynucleotidyl fransferase (TdT) (figure
12.4), which is involved in the insertion of nucleotide
sequences at the N-terminal region of D and ] variable
region segments to increase diversity of the T-cell re-
ceptors (TCRs) (cf. p. 65). They also express high levels
of the adhesion molecule CD44 and the stem cell factor
receptor (c-kit, CD117) (p. 222), but their lack of both
CD4 and CD8 designates them as double-negative
thymocytes. They express high levels of Notch mole-
cules. These cell surface proteins provide signals at
several key points during thymocyte differentiation.
Indeed, they are thought to be necessary for commit-
ment to the T-cell lineage, T-cell developmentbeing se-
verely impaired in Notch™/~ knockout mice. Under the
influence of IL-1and TNE, the progenitors differentiate
into prothymocytes, committed to the T-lineage, and
these now undergo IL-7-mediated proliferation to
form a population of CD44~ CD117~ pre-T-cells. At this
stage, the cells begin to express various TCR chains
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and are then expanded, ultimately synthesizing CD3,
the invariant signal transducing complex of the TCR,
and becoming double positive for CD4*, CD8", the
markers of the helper and cytotoxic subsets respect-
ively. Finally, again under the guiding hand of
chemokines, the cells traverse the corticomedullary
junction to the medulla as the CD4 and CD8 markers
segregate in parallel with differentiation into separate
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Figure 12.4. Differentiation of T-cells within the thymus. Num-
bers refer to CD designation. TdT, terminal deoxynucleotidyl trans-
ferase. Negatively selected cells in gray. The diagram is partly
simplified for the sake of clarity. Autoreactive cells with specificity
for self-antigens not expressed in the thymus may be tolerized by ex-
trathymic peripheral contact with antigen (dashed circles). *y5 cells
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immunocompetent populations of single-positive
CD4" T-helpers and CD8* cytotoxic T-cell precursors
(figure 12.4). Notch-1 signaling is involved in the
maturation of both of these subsets, with the Notch-1
ligands Jagged-1, Jagged-2 and &-like-1 being ex-
pressed on thymic epithelial cells in a highly regulated
way. The 0 cells remain double negative, i.e. CD478",
except for a small subset which express CD8.
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mainly appear to recognize antigen directly, in a manner analogous
to the antibody molecule on B-cells, although some may be restricted
by nonclassical MHC class Ib or by classical MHC class II. The rela-
tively primitive NK-T cells bearing an o TCR and the NK1.1
marker (cf. p. 102) are often restricted by CD1, although some are re-
stricted by classical MHC molecules.
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The factors which determine whether the double-
positive cells become CD4 or CD8 cells in the thymus
are still not fully established. Twomajor scenarioshave
been put forward. The stochastic hypothesis suggests
that expression of either CD4 or CD8 is randomly
switched off, whereas the instructive hypothesis de-
clares that interaction of the TCR with MHC—peptide
results in signals which instruct the T-cells to become
either CD4* class II-restricted cells or CD8" class I-
restricted cells. The weight of the evidence currently
available would seem to support the instructive
model, whilstnot entirely excluding the possibility of a
contribution from stochastic events. Thus it appears
that the strength of the p56!* signal (see p. 166) corre-
lates with lineage choice and is determined by the dur-
ation of TCR engagement during the double-positive
stage of thymocyte differentiation, a stronger cumula-
tive signal favoring the generation of CD4 cells (figure
12.5).

Receptor rearrangement

The rearrangement of V-, D- and J-region genes re-
quired to generate the TCR (see p. 62) has not yet taken
place at the prothymocyte stage. The gene for TdT and
the recombinase activator genes, RAG-1 and RAG-2,
are transcribed at the pre-T stage and, by day 15,
cells with the ¥d TCR can be detected in the mouse
thymus followed soon by the appearance of a ‘pre-
TCR’ version of the oy TCR. Notch-1 signals (again!)
appear to play a role in aff versus Y0 lineage com-
mitment, although the details are still being worked
out.

The development of affreceptors

The VB is first rearranged in the double-negative
CD478" cells and associates with an invariant pre-o.
chain, pTa, to form a single ‘pre-TCR’ (figure 12.4). Al-
though the pre-TCR mediates feedback inhibition on
further TCR V3 gene rearrangement, the extracellular
domain of the pTa is not required for this inhibition,
suggesting that there may not be an extracellular lig-
and for pTo, as had previously been assumed. A cys-
teine just inside the membrane on the cytoplasmic tail
becomes palmitoylated and it may be this process that
recruits pTo. into lipid rafts containing the p56'k
signaling molecule. The pre-T-cells undergo a frenetic
burst of proliferation controlled by thymic epithelial
cells and fibroblasts, producing double-positive
CD4*8" cells. Further development requires rear-
rangement of the Vo gene segments so allowing for-
mation of the mature oy TCR. The cells are now ready
for subsequent bouts of positive and negative receptor
editing as will be discussed shortly.

Rearrangement of the V3 genes on the sister chro-
matid is suppressed following the expression of the
pre-TCR (remember each cell contains two chromo-
somes for each o.and B cluster). Thus each cell only ex-
presses a single TCR B chain and the process by which
the homologous genes on the sister chromatid are sup-
pressed is called allelic exclusion (cf. p. 240). The o
chains appear not to always be allelically excluded, so
that some T-cells may have two antigen-specific recep-
tors, each with their own o chain but sharing a com-
mon B chain. It is not clear, however, whether both
receptors can be functional.

Thymic

epithelial
cell
Figure12.5. CD4 versus CD8lineage
commitment. In this model, the duration
of signaling through the TCR and
coreceptors on the double-positive
(CD4*8%) thymocyte determines the
intensity of the p56!° signal, which in turn
instructs the thymocyte to become either

aCD4 T-cell if there are sustained p56< ' Short
signals or a CD8 T-cell if the signals are less ‘ duration
intense.




The development of Y3 receptors

Unlike the oy TCR, the ¥d TCR in many cases seems to
be able to bind directly to antigen without the necessi-
ty for antigen presentation by MHC or MHC-like mol-
ecules, i.e. it recognizes antigen directly in a manner
similar to antibody. The Y5 lineage does not produce a
‘pre-receptor’ and mice expressing rearranged yand &
transgenes do not rearrange any further y or 6 gene
segments, indicating allelic exclusion of sister chro-
matid genes.

vd T-cells in the mouse, unlike the human, predomi-
nate in association with epithelial cells. A curious fea-
ture of the cells leaving the fetal thymus is the
restriction in V gene utilization. Thus virtually all of
the first wave of fetal v cells express the Vy5 gene and
colonize the skin; the second wave use the same §gene
combination, but a different y V-] pair utilizing Vy6,
and they seed the uterus in the female. In adult life,
thereis far morereceptor diversity due toa high degree
of junctional variation (cf. p. 65), although the intraep-
ithelial cells in the intestine (Vy4) and those in encap-
sulated lymphoid tissue (Vy4, Vy1, Vy2) are again
restricted with respect to V gene usage.

The Vy set in the skin readily proliferates and se-
cretes IL-2 on exposure to heat-shocked keratinocytes,
implying a role in the surveillance of trauma signals.
The V4 cells in peripheral lymphoid tissue respond
well to the tuberculosis antigen PPD (‘purified protein
derivative’) and to conserved residues 180-196 from
mycobacterial and self-heat-shock protein hsp65.
However, evidence from 06 TCR knockout mice sug-
gests that overall, in the adult, Y3 T-cells may make a
minor contribution to pathogen-specific protection.
It has therefore been proposed that their primary
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role may be in the regulation of of3 T-cells, with most
vd T-cells biased towards a Thl cytokine secretion
pattern.

Two major 0 subsets predominate in the human,
V9,V82 and Vy1,V82. The Vy9 setrises from 25% of the
total y8 cells in cord blood to around 70% in adult
blood; at the same time, the proportion of V¥l falls
from 50% to less than 30%. The majority of the VY9 set
have theactivated memory phenotype CD45RO, prob-
ably as a result of stimulation by common ligands for
the Vy9,V82 TCR, such as components of mycobacte-
ria, Plasmodium falciparum and the superantigen
staphylococcal enterotoxin A. VY9 subsets of extreme-
ly limited junctional diversity were observed in the
blood and bronchoalveolarlavage of two patients with
sarcoidosis, a granulomatous disease with mycobacte-
rial involvement. The conclusion that these two major
v0 subpopulations are selected by powerful antigens
seems inescapable.

Cells are positively selected for self-MHC
restriction in the thymus

The ability of T-cells to recognize antigenic peptides in
association with self-MHC is developed in the thymus.
If an (H-2*x H-2P) F1 animal is sensitized to an antigen,
the primed T-cells can recognize that antigen on pre-
senting cells of either H-2* or H-2" haplotype, i.e. they
can use either parental haplotype as a recognition re-
striction element. However, if bone marrow cells from
the (H-2Xx H-2P) F1 are used to reconstitute anirradiat-
ed F1 which had earlier been thymectomized and
given an H-2¢ thymus, the subsequently primed T-
cells can only recognize antigens in the context of H-2%,
notof H-2P (figure 12.6). Thusitis the phenotype of the

i Proliferative response
. : of primed T-cells to KLH
T donie .|. Gtri?\?mt:h L ecnemie [ °"c§i?é'%?”,{§;?§§?l“9 Figure12.6. Imprinting of H-2 T-helper
of haplotype | © x k bone marrow restriction by the haplotype of the thymus.
H-2? H-2% Host mice were F1 crosses between strains
‘ - of haplotype H-2" and H-2*. They were
& b X k & ++ thymectomized and grafted with 14-day
N fetal thymuses, irradiated and reconstituted
with F1 bone marrow. After priming with
& ; > = the antigen keyhole limpet hemocyanin
. (KLH), the proliferative response of lymph
& dGuo- ~ node T-cells to KLH on antigen-presenting
treated 0 o = cells of each parental haplotype was
— assessed. In some experiments, the thymus
m p = o lobes were cultured in deoxyguanosine
(dGuo), which destroys intrathymic cells of
— — macrophage/dendritic cell lineage, but this
m dGuo- > g had no effect on positive selection. (From Lo
freated k D. & Sprent]J. (1986) Nature 319, 672.)
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thymus thatimprints H-2 restriction on the differenti-
ating T-cells.

It will also be seen in figure 12.6 that incubation of
the thymus graft with deoxyguanosine, which de-
stroys the cells of macrophage and dendritic cell lin-
eage, has no effect on imprinting, suggesting that this
functionis carried outby epithelial cells. Confirmation
of this comes from a study showing that lethally irradi-
ated H-2¥ mice, reconstituted with (bxk) F1 bone
marrow and then injected intrathymically with an
H-2" thymic epithelial cell line, developed T-cells
restricted by the b haplotype. The epithelial cells are
rich in surface MHC molecules and the current view is
that double-positive (CD48*) T-cells bearing recep-
tors which recognize self-MHC on the epithelial cells
are positively selected for differentiation to CD4%8~
or CD478* single-positive cells. The evidence for this
comes largely from studies in transgenic mice. Since
thisis a very active area, we would like to cite some ex-
perimental examples; nonprofessionals may need to
hang on to their haplotypes, put on their ice-packs and
concentrate.

One highly sophisticated study starts with a cyto-
toxic T-cell clone raised in H-2® females against male
cells of the same strain. The clone recognizes the male
antigen, H-Y, and this is seen in association with the H-
2DP self-MHC molecules, i.e. it reacts with the H-2P/Y
complex. The a and B chains for the T-cell receptor of
this clone are now introduced as transgenes into SCID
mice which lack the ability to rearrange their own
germ-line variable region receptor genes; thus the only
TCR which could possibly be expressed is that encod-
ed by the transgenes, provided of course that we are
looking at females rather than males, in whom the
clone would be eliminated by self-reactivity. If the
transgenic SCID females bear the original H-2" haplo-
type (e.g. F1 hybrids between bxd haplotypes), then
the anti-H-2"/Y receptor is amply expressed on CD8*
cytotoxic precursor cells (table 12.1a), whereas H-2¢
transgenics lacking H-2° produce only double CD4*8*
thymocytes with no single CD4'8" or CD4 8" cells.
Thus, as CD4*8" cells express their TCR transgene,
they only differentiate into CD8" immunocompetent
cells if they come into contact with thymic epithelial
cells of the MHC haplotype recognized by their recep-
tor. We say that such self-recognizing thymocytes are
being positively selected. Positive intracellular events
accompany the positive selection process since the
protein tyrosine kinases fyn and Ick are activated in
double-positive CD4*8* thymocytes maturing to
single-positive CD8* cells in the b haplotype back-
ground, but are low in cells which fail to differentiate
into mature cells in the nonselective d haplotype.

Table 12.1. Positive and negative selection in SCID transgenic
mice bearing the of receptors of an H-2DP T-cell clone cytotoxic for
the male antigen H-Y, i.e. the clone is of H-2 haplotype and is female
anti-male. (a) The only T-cells are those bearing the already re-
arranged transgenic TCR, since SCID mice cannot rearrange their
ownV genes. The clones are only expanded beyond the CD4*8" stage
when positively selected by contact with the MHC haplotype (H-2%)
recognized by the original clone from which the transgene was de-
rived. Also, since the TCR recognized class I, only CD8* cells were se-
lected. (b) When the anti-male transgenic clone is expressed on
intrathymic T-cells in a male environment, the strong engagement of
the TCR with male antigen-bearing cells eliminates them. (Based on
data from von Boehmer H. et al. (1989) In Melchers E. et al. (eds)
Progress in Immunology 7, p. 297. Springer-Verlag, Berlin.)

| I}/Posltive selection 5 Negative siecﬂo_"!l_
H-2%¢ H-2 ¢ Males Females
CD48~ TCR + ++ ++4 +
CD4*g* TCRE ++ + - +++
CD4"8* TCR** + = = +
CD4*8™ TCR™™ | -~ - - -

+, crude measure of the relative numbers of T-cells in the thymus
having the phenotype indicated.

In another example, genes encoding an off receptor
from a T-helper clone (2B4), which responds to moth
cytochrome c in association with the class Il molecule
H-2Eok,BP (remember H-2E has an o and B chain), are
transfected into H-2Xand H-2® mice. For irrelevant rea-
sons, H-2* mice express the H-2E molecule on the sur-
face of their antigen-presenting cells, but H-2° do not.
In the event, the frequency of circulating CD4* T-cells
bearing the 2B4 receptor was 10 times greater in the H-
2k relative to H-2 strains, again speaking for positive
selection of double-positive thymocytes which recog-
nize their own thymic MHC. In a further twist to the
story, positive selection only occurred in mice manipu-
lated to express H-2E on their cortical rather than their
medullary epithelial cells, showing that this differenti-
ation step is effected before the developing thymo-
cytes reach the medulla. (‘Read it again Sam’ as
Humphrey Bogart might have said!)

T-CELL TOLERANCE

The induction of immunological tolerance is
necessary to avoid self-reactivity

In essence, lymphocytes recognize foreign antigens
through complementarity of shape mediated by thein-
termolecular forces we have described previously (see
p- 85). To a large extent the building blocks used to
form microbial and host molecules are the same, and
so it is the assembled shapes of self and nonself mole-
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Milestone 12.2 —The Discovery of Inmunological Tolerance

Over 40 years ago, Owen made the intriguing observation
that nonidentical (dizygotic) twin cattle, which shared the
same placental circulation and whose circulations were
thereby linked, grew up with appreciable numbers of red
cells from the other twin in their blood; if they had not
shared the same circulation atbirth, red cells from the twin
injected in adult life would have been rapidly eliminated
by an immunological response. From this finding, Burnet
and Fenner conceived the notion that potential antigens
which reach the lymphoid cells during their developing
immunologically immature phase can in some way specif-
ically suppress any future response to that antigen when
the animal reaches immunological maturity. This, they
considered, would provide a means whereby unrespon-
siveness to the body’s own constituents could be estab-
lished and thereby enable the lymphoid cells to make the
important distinction between ‘self” and ‘nonself’. On this
basis, any foreign cells introduced into the body during
immunological development should trick the animal into
treating them as ‘self’-components in later life, and the
studies of Medawar and his colleagues have shown that
immunological tolerance, or unresponsiveness, can be ar-
tificially induced in this way. Thus neonatal injection of
CBA mouse cells into newborn A strain animals suppress-
es their ability to reject a CBA graft immunologically in
adult life (figure M12.2.1). Tolerance can also be induced
with soluble antigens; for example, rabbits injected with
bovine serum albumin without adjuvant at birth fail to
make antibodies on later challenge with this protein.
Persistence of antigen is required to maintain tolerance.
In Medawar’s experiments, the tolerant state was long
lived because the injected CBA cells survived and the ani-
| mals continued to be chimeric (i.e. they possessed both A
and CBA cells). With nonliving antigens, such as soluble
bovine serum albumin, tolerance is gradually lost; the
most likely explanation is that, in the absence of antigen,
newly recruited immunocompetent cells which are being
generated throughout life are not being rendered tolerant.
Since recruitment of newly competent T-lymphocytes is
drastically curtailed by removal of the thymus, it is of in-
terest to note that the tolerant state persists for much
longer in thymectomized animals.

The vital importance of the experiments by Medawar
and his team was their demonstration that a state of im-
munological tolerance can result from exposure to an anti-
gen. Recent studies, however, suggest that the concept of a
neonatal window for tolerance induction is more apparent
than real and stems from the relatively low number of pe-
ripheralized immunocompetent T-cells, which do not dif-
fer in behavior from resting T-cells in the adult in their
tolerizability or capacity for an immune response (see
papers in Science (1996) 271, 1723, 1726 and 1728), albeit
that resting T-cells are more readily tolerizable than mem-
ory cells. As will be discussed in the text, there is a window
of susceptibility to clonal deletion of self-reacting T-lym-
phocytes atanimmature phase in their ontogenic develop-
ment within the thymus (and in the case of B-cells within
the bone marrow).

Inject CBA cells
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Figure M12.2.1. Induction of tolerance to foreign CBA skin
graftin A strain mice by neonatal injection of antigen. The effect
is antigen specific since the tolerant mice can reject third-party
grafts normally. (After Billingham R., Brent L. & Medawar P.B.
(1953) Nature 172, 603.)

cules which mustbe discriminated by the immune sys-
tem if potentially disastrous autoreactivity is to be
avoided. The restriction of each lymphocyte to a single
specificity makes the job of establishing self-tolerance
that much easier, simply because it just requires a

mechanism which functionally deletes self-reacting
cells and leaves the remainder of the repertoire un-
scathed. The most radical difference between self and
nonself molecules lies in the fact that, in early life, the
developing lymphocytes are surrounded by self and
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normally only meet nonself antigens at a later stage
and then within the context of the adjuventicity and cy-
tokine release usually associated with infection. With
its customary efficiency, the blind force of evolution
has exploited these differences to establish the mecha-
nisms of immunological tolerance to host con-
stituents (Milestone 12.2).

Self-tolerance can be induced in the thymus

Since developing T-cells are to be found in the thymus,
one might expect this to be the milieu in which expo-
sure to self-antigens on the surrounding cells would
induce tolerance. The expectation is reasonable. If
stem cells in bone marrow of H-2% haplotype are cul-
tured with fetal thymus of H-2¢ origin, the maturing
cells become tolerant to H-24, as shown by their inabil-
ity to give a mixed lymphocyte proliferative response
when cultured with stimulators of H-2¢ phenotype;
third-party responsiveness is not affected. Further ex-
periments with deoxyguanosine-treated thymuses
showed that the cells responsible for tolerance induc-
tion were deoxyguanosine-sensitive, bone marrow-
derived macrophages or dendritic cells which are
abundantat the corticomedullary junction (table 12.2).

Intrathymic clonal deletion leads to self-tolerance

There seems little doubt that self-reactive T-cells canbe
physically deleted within the thymus. If we look at the
experiment in table 12.1b, we can see that SCID males
bearing the rearranged transgenes coding for the of8
receptor reacting with the male H-Y antigen do not
possess any immunocompetent thymic cells express-
ing this receptor, whereas the females which lack H-Y
do. Thus, when the developing T-cells react with self-

Table12.2. Induction of tolerance inbone marrow stem cells by in-
cubation with deoxyguanosine (dGuo)-sensitive macrophages or
dendritic cells in the thymus. Clearly, the bone marrow cells induce
tolerance to their own haplotype. Thus the thymic tolerance-
inducing cells can be replaced by progenitors in the bone marrow
inoculum (Jenkinson E.J., Jhittay F., Kingston R. & Owen J.J. (1985)
Transplantation 39,331) or by adult dendritic cells from spleen, show-
ing that it is the stage of differentiation of the immature T-cell rather
than any special nature of the thymic antigen-presenting cell which
leads to tolerance (Matzinger P. & Guerder S. (1989) Nature 338, 74).
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antigen in the thymus, they are deleted. In other
words, self-reactive cells undergo anegative selection
process in the thymus. A similar phenomenon is seen
when the thymic cells bear certain self-components
which act as superantigens (cf. p. 103) by reacting
with a whole family of Vf receptors through recogni-
tion of nonvariable structures on a VB segment. An
example is the H-2E molecule which reacts with
receptors belonging to the VB17a family; strains which
cannot express H-2E because of a defect in the Ez gene
possess mature T-cells utilizing VB17a, whereas
strains which express H-2E normally delete their
VPB17a-positive T-cells. Likewise, mice of the Mls*
genotype delete VB6-bearing cells, the MIs being a
locus encoding a B-cell superantigen which induces
strong proliferation in VB6 T-cells from a strain bearing
a different MIs allele (cf. p. 104). Even exogenous su-
perantigens, such as staphylococcal enterotoxin B
which activates the VB3 and VB8 T-cell families in the
adult, will eliminate these cells when incubated with
early immature thymocytes. Even more enlightening
is the fact that, under these circumstances, the VB3
and VB8 thymocytes can actually be seen to undergo
apoptosis (cf. p. 19).

Factors affecting positive or negative selection
in the thymus

It is established that engagement of TCR by the
MHC-peptide complex on some type of antigen-
presenting cell underlies both positive and negative
selection. But how can the same MHC—peptide signal
have two totally different outcomes? Well, positive
and negative selection may occur at low and high de-
grees of TCR ligation, respectively. For example, high
concentrations of antibody to the TCR induce apopto-
sis in thymocytes (figure 12.7), whereas low concentra-
tions of anti-TCR donot. Furthermore, many examples
have been published showing that the same peptide
will induce positive selection atlow concentration and
negative selection at high concentration (see legend to
figure 12.8). This has led to the avidity model, which
postulates that a functionally low avidity interaction
between T-cell and peptide-MHC involving a rela-
tively low number of TCRs will positively select dou-
ble-positive CD4'8* thymocytes, while a high avidity
interaction will lead to clonal deletion (figure 12.8).
Since the overall avidity of the T-cell interaction will be
inter alia a function of ligand density x TCR density x
affinity, an increase in peptide concentration will in-
crease ligand density and hence avidity. One problem
will be immediately apparent to the discerning reader
in that a given peptide ligand, giving a low avidity



initial stimulus for positive selection, should give a
negative signal as the thymocyte differentiates and the
density of TCRs increases with the change from dou-
ble- to single-positive cells. This has led to the sugges-
tion that thymic cortical cells progressively desensitize
thematuring thymocyte so thatitresists the more pow-
erful stimulus of the macrophages and medullary den-
dritic cells, which would otherwise induce apoptosis.
Evidence is also accumulating that thymic epithelium
can synthesize glucocorticoids, hormones classically
associated with the adrenal gland. Maybe the gluco-
corticoid-induced leucine zipper (GILZ) (cf. p. 215)

Figure 12.7. Electron micrograph of cells induced to undergo
apoptosis in intact fetal thymus lobes after short-term exposure to
anti-CD3. A and N indicate representative apoptotic and normal
lymphocytes, respectively. Note the highly condensed state of the
nuclei of the apoptotic lymphocytes. (Photograph kindly donated
by Professor J.J.T. Owen, from Smith et al. (1989) Nature 337, 181. Re-
produced by permission from Macmillan Journals Ltd, London.)
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protects the cells from a signal that would otherwise
resultin activation-induced cell death.

To pause for a moment, we seem to be saying that
engagement of the TCR of differentiating double-
positive CD4*8* thymocytes with self-MHC on cortical
epithelial cells leads to expansion and positive selec-
tion for clones which recognize self-MHC, perhaps
with a whole range of affinities, but that engagement
of the TCR with high affinity for self-MHC (+self-
peptide) onbone marrow-derived medullary cells will
lead to elimination and hence negative selection. Al-
though still not fully worked out, there are also obvi-
ous differences in the biochemical pathways used
for positive and negative signaling. Positive selection
is cyclosporin A-sensitive and dependent on the
Ras-MEK-ERK pathway (cf. p. 167), whereas negative
selection is cyclosporin A-resistant and independent
of this pathway. Different intensities of signaling from
the TCR, and/ or the types of coreceptor used, may in-
fluence which pathway is utilized. Let us finish on a
cautionary note: the avidity model may be substantial-
ly correct but it could be an oversimplification. For in-
stance, certain superantigens, which can cause clonal
deletion of certain VP families, fail to expand them
even at very low concentrations when the model
would have indicated positive selection. This has
spawned other models involving conformational
changes, and given the complex interactions of pep-
tides behaving as agonists, partial agonists and antag-
onists (cf. p. 170); the last word has not yetbeen spoken
(not thatiteverisinscience!).
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Figure12.8. Theavidity model of thymic positive and negative se-
lection. Itis postulated that a low avidity interaction between the T-
cell and antigen-presenting cell (APC) will give positive selection
and thathigh avidity will give deletion. DP, double-positive CD4*8*;
SP, single-positive CD4* or CD8*; *refers to affinity of peptide for the
MHC or of the MHC-peptide complex for the TCR.

When Tap-1 mutant mice (cf. p. 93) are mated with mice bearing
the transgenes for the TCR specific for a complex of H-2D? with an

LCM virus peptide, the positive selection of the transgenic T-cells is
impaired because of lack of MHC-peptide. However, low concen-
trations of the peptide added to fetal organ cultures of these mice se-
lected the transgenic T-cells positively, while higher concentrations
gavenegative selection (Ljunggren H.G. & van Kaer L. (1995) The Im-
munologist 3,136). ‘Cryptic self"-peptides (cf. p. 200) are presented at
very low concentrations and will not delete potentially autoreactive
clones, which may therefore escape to the periphery.
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Looking againat figure 12.8, the specificities of the T-
cells entering the periphery from the thymus must
be moulded by the self-peptides, which drive positive
selection, since normally the only peptides around
must be derived from self. It is satisfying to note
therefore that the T-cell repertoire tends to be biased
towards peptides from extrinsic antigens which
resemble self; thus, T-cell epitopes recognized on im-
munization with xenogeneic lysozyme corresponded
with sequences having the highest homology to the
syngeneic protein.

T-cell tolerance can also be due to clonal anergy

We have already entertained the idea that engage-
ment of the TCR plus a costimulatory signal from an
antigen-presenting cell are both required for T-cell
stimulation, but, when the costimulatory signalis lack-
ing, the T-cell becomes tolerized or anergic, or, if you
prefer, paralysed.

Thus, anergy can be induced in extrathymic T-cells
by peripheral antigens in vivo when presented by cells
lacking costimulatory molecules. If a transgene con-
struct of H-2EP attached to an insulin promoter is intro-
duced into a mouse which normally fails to express
H-2E, the H-2EP transgene product appears on the B-
cells of the pancreas and induces tolerance to itself.
Whereas the expression of H-2E on bone marrow-
derived cells in the thymic medulla deletes T-cells
bearing VB17a receptors, these cells are not lost in the
tolerant transgenic mouse expressing pancreatic H-2E,
i.e. thereis a state of clonal anergy, not deletion. The al-
tered immunological status of these cellsisrevealed by
their inability to proliferate when their receptors are
cross-linked by an antibody to VB17a.

Itisunlikely that these resultsare due tolow level ex-
pression of antigen in the thymus. Similar experiments
showed that mice expressing influenza hemagglutinin
on the pancreatic B-islets also became tolerant irre-
spective of whether the transgenic thymus was re-
placed by a normal gland or not. Nonetheless, anergic
cells can also be generated within the thymic popula-
tion as seen in mice transgenic for both an anti-K? TCR
and a K’ gene controlled by a truncated fragment of a
keratin IV promoter which allowed expression on
thymic medullary cells.

Peripheral T-cell anergy can occur at different levels
depending upon the circumstances of antigen expo-
sure. If the above double transgenic experiment is re-
peated witha full keratinIV promoter, the KP antigen s
expressed on keratinocytes and induces full tolerance,
even though the same high frequency of cytotoxic T-
cell precursors with the transgene TCR is seen as in

single transgenic animals lacking K?. If K® is expressed
on cells of neuroectodermal origin or hepatocytes,
again the double transgenic mice are tolerant but there
is dramatic downregulation of TCR and CD8 mole-
cules; in the formerbutnot thelatter case, downregula-
tion of TCR could be reversed by exposure to antigen in
vitro. In some experimental models, tolerance can be
abrogated by IL-2. To recapitulate, autoreactive T-cells
leaving the thymus can be rendered anergic in the
periphery and can display different degrees of poten-
tially reversible unresponsiveness.

Infectious anergy

If a clone of T-helpers is subject to a limiting dilution
experiment (p. 137), the minimal unit of proliferation
in response to peptide on an APC is usually several
cells not just one. This implies that triggering only oc-
curs in small groups or clusters of cells and suggests
that paracrine or multicellular interactions between
potential responders bound to asingle APC areneeded
to drive the cells into division (figure 12.9a). It will be
appreciated that, if a newly arising extrathymic naive
T-cell binds to its antigen, even on a professional APC,
it will not be stimulated if its neighbors in the cluster
have already been made anergic. Indeed, instead of
being triggered, it will itself become anergic, so perpet-
uating the infectious anergic process (figure 12.9b).
Recentevidence suggests thatanergic T-cells canactas
immunoregulatory cells by causing the downregula-
tion of MHC class Il and the costimulatory CD80 (B7.1)
and CD86 (B7.2) molecules on the APC, generating an
infectious anergy which does not require the simulta-
neous presence of the regulatory anergic cells and the
cells which will themselves be made anergic (figure
12.9¢). We shall see later in Chapter 17 that the induc-
tion of transplantation immunosuppression with a
nondepleting anti-CD4 can be long-lasting because
the production of anergic cells prevents the priming
of newly immunocompetent T-lymphocytes by the
transplantation antigen(s).

These anergic cells are really acting as suppressors.
So far in our discussions, we have not asked the
question: do dedicated T-suppressors contribute to
self-tolerance? Frankly, another gray area, but experi-
mentally we can demonstrate that, if autoimmunity is
induced in a normal animal, either actively, by injec-
tion of an antigen cross-reacting with self, or passively,
by injection of autoreactive T-cells (cf. p. 416 and
p-433), the self-reacting clones are usually quashed by
idiotype- or antigen-specific T-suppression. In a nut-
shell, suppressors probably donot prevent autoimmu-
nity but they may reverse it.
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a Mutual help by normal T-cells

y’ Infectious anergy: inadequate T-T interaction

Figure 12.9. Infectious anergy. (a)
Clusters of normal T-cells (green) around
newly immunocompetent cells (gray)
reacting with the same APC mutually
support activation and proliferation.

(b) Newly immunocompetent cells
surrounded by anergic T-cells (red)
receive no stimulatory signals from their
neighbors and are themselves rendered
anergic. (c) Upon being made anergic, T-
. cells can assume an immunoregulatory

Infectious anergy: downreguluhon of APC function
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Lack of communication can cause
unresponsiveness

It takes two to tango: if the self-molecule cannot en-
gage the TCR, there can be no response. The anatomi-
cal isolation of molecules, like the lens protein of the
eye and myelinbasic protein in the brain, virtually pre-
cludes them from contact with lymphocytes, except
perhaps for minute amounts of breakdown metabolic
products which leak out and may be taken up by anti-
gen-presenting cells, but at concentrations way below
that required to trigger the corresponding naive T-cell.

Even when a tissue is exposed to circulating lym-
phocytes, the concentration of processed peptide on
the cell surface may be insufficient to attract attention
from a potentially autoreactive cell in the absence of
costimulatory B7. This was demonstrated rather ele-
gantly in animals bearing two transgenes: one for the
TCR of a CD8 cytotoxic T-cell specific for LCM virus
glycoprotein, and the other for the glycoprotein itself
expressed on pancreatic B-cells through the insulin
promoter. The result? A deafening silence: the T-cells
were not deleted or tolerized, nor were the B-cells at-
tacked. If these mice were then infected with LCM
virus, the naive transgenic T-cells were presented with
adequate concentrations of the processed glycoprotein
within the adjuvant context of a true infection and
were now stimulated. Their primed progeny, having an
increased avidity (cf. p. 388) and thereby being able to
recognize the low concentrations of processed glyco-

expression of MHC class IT, CD80 (B7.1)
and CD86 (B7.2) molecules on the APC.
This effect requires cell-cell contact
between the anergic T-cells and the APC, is
notblocked by neutralizing antibodies to
the cytokines IL-4, IL-10 or TGFp, and
would exhibit linked